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ABSTRACT | Model-based methodologies have been widely used to handle the increasing demand for rapid development of high-quality, real-time embedded control software. A key challenge in such model-based design is integration of various “collaborative” analysis methods to support the automation of the design process. Traditional analysis methods developed for analyzing specific system properties, however, are not designed for such integration, and thus cannot ensure that the information for the analysis will be provided at the design stage where the information is needed. Moreover, many traditional analysis methods depend heavily on complete and accurate design models which can only be applied to post-design verification and are unavailable for automation of the design process involving an early design stage, where implementation details are unknown. This challenge can be met by integrating analysis methods with the design process. We have developed such a framework combined with software modeling, execution platform configuration, and run-time monitoring mechanisms to enable accurate assessment of embedded software quality at early design stages. We have implemented and demonstrated the framework with a toolkit, called AIRES, that integrates software models, a virtual execution platform, and timing and schedulability analysis methods.
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I. INTRODUCTION

From aircraft to automobiles, embedded control systems are becoming omnipresent. An important subset of such systems is embedded control software (ECSW) that implements the controls of physical processes (e.g., from pressing brake pedal, to increasing the brake fluid pressure, to applying brake pads in automobiles). The physical processes imply that ECSW must meet critical functional and cross-cutting system requirements to guarantee the correct system behavior. Analyses must, therefore, be applied through the whole ECSW development process to guide the design and verify the preservation of system properties.

The current ECSW development process follows some form of the V-diagram, as shown Fig. 1. The stages at the left side of the process focus on the system design, with each stage refining the intermediate designs generated at its immediate previous stage by filling in more details for implementation. The stages at the right side focus on the integration and verification of the implementation. The stages at the same level on both sides of the process consider the same system scope and design granularity.

Such a multi-stage ECSW development process usually requires multiple engineering groups in different disciplines to collaborate to meet the constraints of all system aspects. The complexity of ECSW and its development process makes it difficult to apply the traditional development methods based on textual function specifications with coding rules, manual source code generation, and code-level optimization to generate satisfactory products. This complexity is due mainly to the rapidly-increasing size and diversity of embedded systems. For example, vehicle
customers demand more functionality such as in-vehicle entertainment and convenience features; regulatory entities introduce new mandated regulations such as emission control and fuel-efficiency. All of these will dramatically increase the number and types of control functions and devices in a vehicle system, which will, in turn, make the system complex. Constantly-evolving system specifications and components during the development result in design uncertainties, with which the information used to make the design choices and decisions may change until the end of the whole system development. Such uncertainties introduce another dimension of complexity, which is very difficult to manage to provide minimum but enough design flexibility to accommodate the uncertainties.

One promising technology to address the ECSW design challenges is the model-based method which has been adopted by many industries and organizations as a solution for development of large ECSW. The model-based method operates with models of systems and system components, either commercial-off-the-shelf (COTS) or created in-house, and reasons about their relationships and properties. With a model providing abstractions of behaviors and structures of the components, the functional specifications can be defined as an integration of the required executable models using model-based methods, thus hiding unnecessary implementation details and simplifying the design and system verification and validation. Source code will be automatically generated based on the models and the rules after an architectural optimization at the system-level. To this end, the development process can be considered as a sequence of transformations from an abstract model to the one with implementation details, during which analyses are performed to ensure that the transformed models will preserve critical properties of the system.

Another dimension to manage the system complexity is modularization with consideration of reuse. Numerous research efforts have been made to define modularized software with standardized infrastructures that allow flexible composition of software components from different developers/vendors. A key challenge in applying these research results is how to meet the non-functional requirements (related to timing, resource, etc.) that the ECSW development must account for, in addition to the meeting the usual functional requirements. These non-functional properties are critical, especially when ECSW is associated with physical processes. In particular, most physical processes are time-sensitive, and the correctness of their ECSW depends not only on the functional computation but also on the timeliness of the computation. This requires that the execution of ECSW must meet stringent timing constraints to satisfy the performance requirements of control functions when responding to stimuli from the external physical world. While the control algorithms designed by control engineers using existing technology typically assume zero computation delays only achieveable with an unlimited amount of computing resources, the ECSW implementing these controls typically runs on a computing platform with limited resources for the reasons of size, cost, and power. Preserving system properties with the non-functional, sometimes conflicting, constraints requires analyses, given the fact that no theoretical foundation for composition of non-functional properties exists to date. In this paper, the word “analysis” is referred to as a mathematical process of examining and determining the system properties of interest with given input information. In other words, analysis methods and algorithms are the vehicles to perform the analyses. The multi-stage, multi-group ECSW development process makes it difficult to apply existing timing analysis methods due to the unavailability of accurate executable models in the early stages of ECSW development. Currently, developers rely on labor-intensive (thus expensive and time-consuming) simulations and prototyped systems to validate the correctness of an ECSW design. Simulations are usually ad-hoc and valid only for a particular configuration. Thus, they are not reusable across different products and configurations, and require additional resources and efforts for new simulations involving the evolving components even when minor design changes are made. Prototypes are useful for test-based verification and validation, which can be performed only after the implementation stage with complete knowledge of design details. As the cost of finding and correcting software errors, including timing errors, increases dramatically in the later stages of ECSW development, it is important to apply the analyses “collaboratively,” starting from an early design stage in the process to detect and correct design errors resulting from the non-functional requirements. To make the analyses work collaboratively, we need support for mapping data representation in one format to another and feeding the results generated by one analysis to another.

To manage the complexity introduced by collaborative design and analysis across multi-stages, multi-groups, and
multi-disciplines, it is essential that the models and methods used for the ECSW development process must 1) represent an ECSW design with only the required information exposed to a group of people who may focus only on a single discipline and/or a system aspect, and 2) share a design among different groups and stages to allow collaboration. As a result, we need methods for identifying and assessing what information is needed at which stage, on which aspect, and for which group to maintain the leanness of the development process and, to avoid unexpected and undesirable complexity. Table 1 presents design models and modeling languages commonly used in the current ECSW development process.

To address the challenge of collaborative analyses throughout the development process, and ultimately enable rapid ECSW development, we need a framework that facilitates the integration of domain-specific modeling and multi-discipline analysis algorithms. To be concrete, we describe such a framework that has been developed and implemented in the Automatic Integration of Reusable Real-time Embedded Software (AIRES) toolkit at the University of Michigan. The framework supports the creation of integrated domain-specific models used at different design stages, provides mechanisms to interact with other tools to collect the required information, and enables the analysis algorithms used at different stages to work collaboratively for design refinements. The consistency between the original and refined models after applying the analyses is preserved by the constraints defined in the integrated metamodel that covers the shared concepts used for the collaborative analyses and the relations of these concepts. In this paper, we assume that all participating analysis algorithms preserve the system properties if they make changes to the model. Constraints in the metamodel and the property-preserving analysis together ensure the model consistency. As an implementation, the current AIRES toolkit integrates the modeling for application software, for a runtime architecture, for computing platforms, and for non-functional timing constraints. New methods that gather runtime information from a virtual execution platform and use the information in the analyses for design verification and refinement at an early development stage have been implemented and integrated in the AIRES toolkit. The framework with all of the developed techniques together enables the rapid development of ECSW with the current development process.

The rest of this paper is organized as follows. Section II discusses the background and the related work on ECSW development. Section III presents the system model and assumptions along with the framework architecture. Section IV details the integration of timing and schedulability analysis methods using the developed framework. Section V describes an example of Electrical Throttle Control (ETC) software development using the AIRES toolkit. The paper concludes with Section VI.

II. BACKGROUND

At every stage of real-time ECSW development, a design analysis is required to derive key parameters for implementation and check if the required system properties are preserved. The timing analysis, which affects the decisions on system scheduling, resource utilization, and application performance, is one of the critical analyses for the timing property of real-time ECSW. For ECSW, different timing-analysis algorithms may be used to address the issues at different design stages. Multiple analysis algorithms may also be used collaboratively at the same design stage to obtain better results. Integration of these collaborative analyses to meet system-level design objectives as well as reduce the design complexity of each stage is, albeit difficult, highly desired.

Traditionally, the analysis at each stage is done independently. Some common examples include the performance analysis based on queueing theory, software task response time analysis, and system schedulability analysis. Although some of these analyses are based on mathematical underpinnings, simulation and prototyping are still the main approach used in industry. Such simulation- or prototype-based methods, which focus on sampling dynamic runtime information, are costly, and often difficult, to detect design flaws, due to their need of, and hopefully exhaustive, examination of all cases [1]. To be used at an early design stage, the efforts on simulation and prototyping have to be duplicated through every development stage when the design evolves with implementation details. Since they are not designed for collaborative applications, the analysis algorithms used at different stages usually require additional efforts to integrate, if such an integration is necessary.

As the development methodology for real-time embedded systems shifts from “capture-and-simulate” to “describe-and-synthesize” [2] combined with a model-drive architecture [3], model-based design and analysis methods have been studied extensively in both industry and research communities. Such a methodology shift provides a great opportunity for collaborative application of various analysis algorithms to design models and for systematic derivation of implementation details. Using model-based collaborative analyses in real-time ESCW development requires a framework with two key components: an expressive modeling language and a mechanism for interfacing analysis results. The modeling language plays the role of both information representation and data integration. The former determines the information
needed for a target analysis and how to capture it, while
the latter determines how to interface different analyses in
the integration within the same design stage and across
different design stages. The mechanisms for interfacing
analyses allow the desired analysis to be plugged in a
development tool chain and support the information flow
between the various analyses.

Many existing general-purpose modeling languages,
such as UML [4], that can be used to capture and represent
needed information for analysis. However, more and more
of today’s analysis methods are implemented based on
domain-specific modeling languages (DSML). A DSML
restricts the information captured and exposed to a domain,
reducing the complexity and improving the performance of
the analysis algorithms. Many language frameworks have
been developed and implemented to support the construc-
tion of a DSML, including OMG Meta Object Facility and
UML Profiles [5], MetaGME in Generic Modeling Environ-
ment (GME) [6], and Eclipse Modeling Framework [7]. For
real-time embedded software, standardized DSMLs also
exist to support system analysis. Examples include UML
Profiles by Object Management Group (OMG), Architecture
Analysis and Design Language (AADL) by SAE [8], and
EAST Architecture Description Language (EAST-ADL) initi-
ated in Europe [9]. The metamodels and templates defined
in AUTOSAR [10]—a popular standard for the automotive
domain—is also a DSML. For timing and schedulability
analyses, which are commonly required for real-time embed-
ded software design and implementation, ad hoc DSMLs,
such as SCADEx/Lustre [11], ROOM [12], HRT-HOOD [13],
AIF [14], and MetaH [15], have also been used. Unlike
standard DSMLs that can be implemented in many modeling
environments, these ad hoc languages are typically tied with
their modeling environments and tools. While a standard
DSML has better reusability and portability, an ad hoc DSML
can be cleaner with fewer modeling elements and clear
semantics, and is thus more effective and efficient.

The mechanisms for analysis interfaces include both
the interfaces to invoke and execute an analysis algorithm
and the transformation of input and output data to the
required formats. Although it is desirable to have all
analysis algorithms implemented in a common DSML with
the same data format, such implementations are not always
possible since i) the analysis algorithms are usually inde-
dependent of their uses and the development process, and
ii) different data with the corresponding semantics for
these analysis algorithms are likely to make the common
DSML too complex to be manageable and maintainable.
Data format transformations are, therefore, inevitable for
integration of collaborative analyses. Depending on the
interfacing mechanisms, the implementation of an analysis
can be loosely-coupled or tightly-integrated. A loosely-
coupled analysis can be integrated with a chosen modeling
environment and other analyses using a framework, such
as a client-server model, which allows easy and flexible
integration of multiple analyses. An example framework
supporting a loosely-coupled analysis is the Open Tool
Integration Framework (OTIF) [16]. With OTIF, each
analysis can be implemented and invoked as a standalone
program using its own interfaces. The framework provides
the translators for each analysis to transform the input data
and analysis results to the required formats. The invoca-
tions and executions of an analysis are achieved through
OTIF tool adapters implemented using CORBA middle-
ware. Another example framework is the integration
framework for open tool environment [17], whose imple-
mentation also uses CORBA with a configuration language
to describe the interaction of analyses. A tightly-integrated
analysis, on the other hand, has dedicated implementation
to interact with other analysis and modeling environments.
As a result, the analysis must be implemented with con-
sideration of the interfaces and data formats used by the
collaborative analyses and the host modeling environment
to ensure the integrability. Although such an integration is
fixed, it is usually easy to implement and deliver better
performance for both individual analyses and their inte-
gration using such a framework than the one using a
loosely-coupled one. Most timing and schedulability anal-
yses used in current practice adopt a tightly-integrated
approach for their integration with the modeling environ-
ment and other analysis algorithms. Examples include both
commercial tools such as RaphidRMA [18] and Symta/S [19]
and research tools such as TimeWeaver [20], Metropolis
[21], VEST [22], and DESERT [23].

Many tool suites have been developed in recent years
under various government-sponsored programs such as
DARPA PCES, DARPA MoBIES, and NSF ITR, to inte-
grate an analysis in an end-to-end process for rapid real-time
ECSCW development. Honeywell created a toolset includ-
ing ControlH and MetaH, where MetaH integrates system
analysis and code generation [24]. MetaH uses its own
domain-specific architecture description language and
provides its own modeling environment with built-in anal-
ysis algorithms. VEST (Virginia Embedded System Toolkit)
is a toolset developed for component-based software com-
position and analysis [22]. A domain-specific modeling
language, VEST Perspective Aspect Language, is used to
capture cross-cutting system properties, such as timing
and security. VEST uses the Generic Modeling Environment
(GME) [6] as its modeling environment and to define its
modeling language, and the analysis algorithms, imple-
mented as aspect checks, are integrated in the GME.
Metropolis [21] provides an environment with a modeling
language based on its own metamodel and a set of analysis
algorithms for exploration of architectures. Time Weaver
[20] and TimeWiz form another tool suite. Using this tool
suite, the system models are captured in Time Weaver using
the tool native modeling language. Built-in algorithms are
created to construct dependency and response chains. Some
properties such as timing and schedulability can be analyzed
by TimeWiz that communicates with Time Weaver. The
Automatic Control in Distributed Applications (AIDA)
toolset integrates the design and analysis of embedded real-time control systems [25]. AIDA uses a domain-specific modeling environment to capture the system models. Its analyses are integrated in the modeling environment.

Besides the tool suites integrating modeling environment and analysis algorithms, there exist a large number of tool suites supporting analysis and verification based on simulation. Matlab [26] is a commercial product including tools for control design, simulation (e.g., Simulink/Stateflow), and code generation (e.g., Real-Time Workshop). All tools in Matlab share the Matlab modeling language with its graphic modeling environment. There also exist tools for simulation including distributed control software, such as TrueTime [27], implemented in Matlab with its graphic modeling environment and extending the modeling language via defining a library for computing platform components (hardware, operating systems, and well-known networks).

Other simulation tools developed in the research community for system analysis and verification include Charon from University of Pennsylvania [28], Ptolemy from University of California at Berkeley [29], and BIP with THINK from VERIMAG [30]. All these tool suites have their own modeling languages and modeling environments, with the simulation performed by built-in backend algorithms.

The approach proposed and implemented in the AIRES toolkit is very different from these existing tools. Aiming at the integration of collaborative analyses, the AIRES toolkit implements a framework with mechanisms to integrate and interface various analysis algorithms used in the same development stage or across different stages. The key feature of this framework is that it allows the analysis algorithms, developed and implemented using their own language syntax, to collaborate semantically by sharing some common concepts, and thus facilitates engineering activities, such as design refinements and system verification. This enables the decoupling of collaborative analyses so that they may be implemented independently with their own strategies while relating to each other for later integration. Such a decoupled approach in AIRES provides a different, and unique, solution to the embedded real-time control software development requiring collaborative analyses. By contrast, other existing solutions use either i) a tightly-coupled approach that requires the analyses implemented based on a uniform model and tool, or ii) a loosely-coupled approach that allows the analyses implemented with different languages and different tools without explicit definitions of shared concepts and relies on the semantics-preserving model translation and availability of compatible tool interfaces, if any. As a result, the analysis algorithms using the AIRES framework, each with an independently-chosen implementation, can be integrated and used collaboratively without changing their implementations. A selected set of independently-implemented, collaborative analyses are integrated in the AIRES tool through meta modeling concepts to demonstrate this. Moreover, the analyses implemented in other tools are usually for post-design checks, whereas the AIRES toolkit supports the automatic design refinements using the analysis results. Such an analysis-based automatic design refinement is key to rapid ECSW development. Although the analyses presented in this paper are for system timing properties, the framework and principles are general and applicable to the integration of collaborative analyses for other system properties.

III. MODELING LANGUAGE AND SYSTEM MODELS

Most control functions in today’s large real-time embedded systems run on a distributed computing platform, consisting of multiple computing devices and communication networks. In the ECSW development process, one of the key components is to derive a deployment model, also known as a runtime architecture model, with properly-chosen computing devices and scheduling parameters. In the derived deployment model, the software is typically organized as “tasks” and implemented as operating system threads or processes. The deployment decisions are critical for meeting the non-functional requirements, particularly timing constraints. For simplicity without losing generality, we use this step to demonstrate how AIRES supports the integration of collaborative analyses. The steps in the other stages of development may use the same framework with proper extension or replacement of the modeling languages and analyses to include other disciplines and system aspects. Given the fact that the development process must be defined with consideration of available analyses, our solution enables the integration of selected analyses that have already been implemented, instead of determining the needed analyses in a process followed by an implementation. Such a solution is thus more adaptive to large, evolving domains with multi-tier, multi-party development, where development methods and tools are commonly determined by the participating organizations.

To generate a deployment with model-based methods, we assume that the input of this design step is a software model that implements the designed control functions, and a computing platform model with processors, networks, and supporting software such as OS, middleware, protocol stack, etc. The output of this step is a deployment model. Selected analysis algorithms are required to collaborate in this step. To support the collaborative analyses, integrated and consistent data must be transferred among the analyses. AIRES uses a domain-specific modeling language that defines the essential information to perform the analyses to achieve this.

To illustrate the domain-specific modeling concept, we partition the ECSW designed at the deployment step into different domains, including software components, software structure, platform configuration, and runtime architecture. A modeling language, implemented as a metamodel, is defined for each domain.
A. Software Component Metamodel

Software components are basic building blocks in software domain, which are used to implement control functions. The software components may be reusable commercial-off-the-shelf (COTS) products or specially-developed in-house entities. The metamodel for software components in the AIRES is shown in Fig. 2.

According to the software component metamodel, every software component used in AIRES for analysis consists of an action, a set of ports, a process to execute the components. The action defines the behaviors that the component implements, which can be specified in other tools, such as Simulink/Stateflow in the form of mathematical equations and/or state machines. Such behavior specifications allow math-based or state-based analysis methods used for the software component verification. The software ports are used to specify the interactions between software components, and are classified into event and data ports for representing interactions with and without execution trigger, respectively. These ports are further divided into input and output ports. The CPU is used to specify the deployed process for the software component’s execution. This allows the software component to be used in a design model where the deployment has not yet been determined, and to be assigned to only one CPU in a deployment model.

The AIRES software component metamodel also defines the attributes needed for the analyses under consideration, including resource demand, importance, and the required memory. The resource demand defines the computation resource consumed to execute the component, and can be represented in an abstract format before the deployment is determined. The abstract resource demand will then be represented in concrete values of execution time. The importance attribute is used to sequence independent components that co-reside in the same task. The required memory is used to check the memory constraint on a processor.

B. Software Structure Metamodel

A software structure model captures the dependencies and communications among the software components in realizing a control process. The ECSW for a control system may contain multiple control loops or control processes. In AIRES, each control process is represented as a transaction, which consists of interacting software components and forms an acyclic, direct graph. The whole ECSW can then be modeled as a set of concurrent transactions.

The performance metrics in the software structure model include both end-to-end response delays of the transactions and system-resource demands. The transactions with dependencies are transformed into a form that can be analyzed with existing timing analysis techniques. The structural model is first transformed to a set of directed acyclic weighted graphs of transactions with single-input and single-output. The cycle elimination is achieved by separating the inner cycles for a transaction, relinking the feedback link to a dummy component, and assigning a new invocation rate for it. A transaction with multi-input and multi-output can be converted by creating a dummy component for start and a dummy component for end.

![Fig. 2. AIRES software component metamodel.](image-url)
The end-to-end response delay bound of a transaction and its system-resource demands are then decomposed into those on each node and link that the transaction runs. The annotations of performance parameters in the acyclic, direct graph at a higher-layer software structure model allow the performance analysis to evolve along with this hierarchical decomposition, using the refinement method. As the model is refined, the constraints are partitioned and distributed over the lower-layer models, thus reducing the overhead of regenerating the performance modeling information. During the analysis, the derived constraints are used to compare with the performance characteristics of the model at a refined layer.

To support the analyses integrated in AIRES, we define a metamodel, shown in Fig. 3, to capture the software structure and the required attributes for analyses. According to the metamodel, a transaction contains one or more software components that are connected through their ports. Depending on the types of ports used in the specification, the connection between two components can be either data- or event-based. While an event-based connection is synchronous, a data connection can be either synchronous or asynchronous. The ports in a connection must be of the same type. A transaction may be specified with ports, and interact with other transactions through their port connections. This allows to form a hierarchical system organization, which is simplified with only one level in this paper to reduce the complexity of traversing multiple levels in the analysis implementations. The information required in an analysis is also captured as a transaction’s attributes, including its period and deadline. The modeling constructs of software component SWComponent and port SWPort link the software component metamodel and the software structure metamodel, allowing for the analyses across these domains, such as validating the behavior of a transaction.

C. Platform Configuration Metamodel

A computing platform specifies the computing and communication devices, as well as the supporting software, such as OSes, middleware and their services, device drivers, and network protocols, in a real-time embedded control system, which provides the resources for the execution and dynamic management of ECSW. It is a key subsystem as the thus-provided resources directly affect the performance and execution of ECSW. Depending on the resource availability and its usage strategies in a platform configuration, different system-level control performances may be achieved for the same set of control functions through different organizations of ECSW (e.g., running software components on different processors and/or executing them in different orders). Therefore, the platform configuration model is essential for analyses during the generation of the ECSW deployment model in order to meet the system requirements without exceeding the capacities of resources available in the platform. For this, AIRES defines a platform configuration metamodel, as shown in Fig. 4, which is designed to capture the platform configuration required by the analyses during the deployment model generation.

The metamodel defines modeling constructs for processors, network links, and OSes. For simplicity, we omit the constructs for middleware, sensors, and actuators. The cardinalities in the metamodel indicate that the platform must...
contain at least one processor with at most one OS running on it. The metamodel is rather simplified compared to the platforms in practice, however, it contains the minimum requirements for executable run-time models as a system. The models of software architecture and of the platform are designed separately and integrated to generate the model of the system at the deployment design phase. The generation of deployment can be viewed as a refinement process and it requires only the software architecture with resource demands. This allows us to analyze the system such as obtaining the estimated performance that is useful for comparing software architecture designs and designing a platform even when the platform design is incomplete. A network may, or may not, be present in a platform. If a network exists, multiple processors can connect to the same network, and a processor is also allowed to connect to multiple networks (as a gateway, for example). All constructs for OSes, processors, and networks are defined with the attributes relevant to computing resources and timing, which are necessary for our analyses. Although the metamodel is simple, one can easily extend it to support modeling advanced platforms, such as the one with multi-core processors and/or with multiple OSes on each processor, or the analyses of other properties, such as power consumption. The processor construct CPU creates the linkage between the software component metamodel and the platform configuration metamodel, which allows the analysis, such as the one used to determine the processor for a software component execution.

D. Runtime Architecture Metamodel

A runtime architecture model captures all implementation details of ECSW on a given computing platform, including the deployment and execution parameters of all software components. Such an architecture model is essential for the analysis of system properties, such as timing and schedulability, which is a critical step in meeting the important timing and resource constraints in the final implemented system. Further, the model is usually used for model-based, automatic code generation. To capture the information needed for creating a runtime architecture model, AIRES defines a runtime architecture metamodel, as shown in Fig. 5.

The key modeling concept in the AIRES runtime architecture metamodel is the task. A task is the basic schedulable unit on a platform. In AIRES, a task can be implemented as a thread or process of an operating system. It consists of a sequence of software components. The value of the sequence number attribute of a software component indicates the order in which the software component should be executed in the task. When a task is activated, it executes its software components in their required order. It is possible to define a task as a placeholder before the runtime architecture is fully determined, which may contain no software component, as defined by the cardinality. A task must be assigned to one and only one processor for execution, and may contain input and output ports used to specify a chain of tasks. The AIRES runtime architecture metamodel defines a set of attributes to specify

Fig. 5. AIRES runtime architecture model.
the information needed to generate a deployment model, execute the analysis algorithms under consideration, and generate implementation code with the thus-determined invocation and execution parameters. Note that the metamodel requires the information that cannot be derived from other sources. However, the information essential for analyses can be derived from other models. Task execution times, for example, can be computed by adding the execution times of all contained software components. This enables us to avoid the possibility of duplicated and inconsistent specifications, and makes it easier to maintain the models.

The task chain is another important modeling concept defined in the AIRES runtime architecture metamodel. A task chain is specified as a set of tasks, perhaps distributed on different processors in the platform and communicating through their input and output ports. It represents an end-to-end information processing flow corresponding to a control process. A trigger, either a regular timing signal or an irregular event, arriving at the input port of a task chain activates the chain, and sequentially activates the execution from the first task to the last one. End-to-end timing constraints may also be specified for a task chain using the constraint modeling construct, along with the start and the end tasks indicated by FromConstraint and ToConstraint, respectively. The system-level end-to-end timing constraints are distributed over the software components to be used for constructing a feasible schedule. Then, the software components are merged into tasks while taking into consideration of both schedule flexibility and minimization of resource consumption, such as memory size, number of processors, network bandwidth, and so on.

In AIRES, the runtime architecture metamodel is related to the software component metamodel through the software component construct SWComponent, and related to the platform metamodel through the processor construct CPU. Such relations allow the analyses to form tasks and determine the scheduling and execution parameters.

Since metamodels are used as integration support for independently-developed analyses in AIRES, it is essential that the modeling environment chosen to implement AIRES is capable of defining a user-specified DSML. AIRES chooses the Generic Modeling Environment (GME) [6] developed at Vanderbilt University as its graphic modeling environment. GME is a configurable modeling tool supporting domain-specific modeling and synthesis. It can be configured with multiple metamodels, each of which defines a modeling paradigm (modeling language) of an application domain. The analysis and model-transformation algorithms can be implemented as loadable modules. GME is chosen based on the following requirements of the AIRES tool implementation: 1) modification of the modeling framework to contain the information needed for analyses; 2) integration of third-party algorithms provides hooks to allow the algorithms to access the models; and 3) visualization of analysis results to visually verify the results generated by the analysis algorithm.

IV. INTEGRATION OF ANALYSES IN AIRES

The AIRES framework takes a decoupled—instead of tightly- or loosely-coupled—approach as its strategy to support integration of collaborative analyses. The decoupled approach allows the analysis algorithms to use their own modeling concepts but requires accessible interfaces in their implementations. The collaboration and integration of these analysis algorithms are then achieved through the metamodel associations, which can be defined after implementation of the analysis algorithms, thus allowing for independent development and implementation of analysis algorithms, while still achieving collaborative analyses. Using the decoupled approach for integration requires a powerful modeling environment that provides the capability of implementing user-defined DSMLs.

A difficulty associated with AIRES in integrating collaborative analyses is the circular dependencies of information among the analyses. For example, the resource demand of a software component, represented in the form of worst-case execution time (WCET) and required by the analysis in the runtime model generation can only be determined after knowing the processor to execute the component. This circular dependency is addressed by using analysis-based, iterative model refinements in AIRES. With different types and configurations of the underlying system services, the performance of the runtime model can be dramatically different. The model refinement is important when some performance constraints are violated. This requires the performance analysis of runtime model. Our runtime model performance analysis is based on the timing and schedulability analysis for real-time systems, which are specific to the scheduling algorithms. In particular, the assignments of scheduler configuration parameters, such as scheduling policy, task invocation mechanism, and the priority for each task, are iteratively refined to yield a feasible schedule of the system. Task timing constraints and device resource constraints are verified based on the analysis of the task set on each device. The analysis reveals the resource consumption on a single device and link, and the responsiveness of individual tasks. The analysis results are used for further model refinements.

The implementations of AIRES analyses are tied to the modeling environment, which is similar to the tools using the tightly-coupled approach. However, an analysis in AIRES is implemented based only on its own defined metamodel and with interfaces interacting with its host modeling environment. The interfaces allow the analyses to directly access the model data in the modeling environment, thus improving performance over the loosely-coupled approach. Such interfaces can be implemented by adding wrappers to the existing analyses. GME provides three interfaces to integrate customizable algorithms: add-ons, plug-ins, and interpreters. The add-ons and plug-ins are based on the OCL (Object Constraint Language), and are suitable for simple constraint checks. Our interface implementations use the interpreter mechanism that can perform complex operations. The
interpreters are built as dynamic link libraries. Specifically, our interpreters are built with the GME Builder Object Network (BON) interfaces. Upon its invocation, the interpreter creates a data structure that contains a mirror object for every modeling element in the model. Other operations in the interpreter can then access the full model through the data structure and its methods.

AIRES implements a set of algorithms with the defined metamodels and the decoupled analyses to support automatic, rapid ECSW development. These analyses focus on timing and resource guarantees, and include the algorithms for runtime architecture model generation, the algorithms for timing and schedulability analyses, and the algorithm for code generation and profiling on a virtual platform. Fig. 6 shows the overall process with modeling data and analysis algorithm implemented in AIRES.

A. Analysis Integration for the Runtime Architecture Model Generation

The runtime architecture model generation creates a runtime architecture model using a software structure model and a platform configuration model. All the models are defined using the AIRES domain metamodels. The generation must identify which processor or network link in the platform model to execute which software component or transfer which data in the software structure model, group the software components to form tasks for execution, and assign tasks’ properties for an operating system to schedule them at runtime. Analyses are required during such a generation to ensure the workload on each processor or communication link within its capacity, and the system-level timing constraints can be met with the generated runtime architecture. Given all design artifacts are captured in models, the generation implemented in AIRES can be considered as an analysis-guided model transformation, which is overviewed in [14], [31].

The generation is implemented as a sequence of model transformation steps, as illustrated by the example in Fig. 7. The analysis algorithms used in the generation include the branch-and-bound (B&B) with forward checking [32] for component allocation, rate similarity with component sequencing for task formation [31], [33], and

Fig. 6. The integration framework for system-level verification of ECSW.

Fig. 7. The runtime architecture model generation.
timing & priority assignments for dependent tasks using simulated annealing with the latest task completion time [34]. The B&B with forward-checking algorithm assigns the software components to a process one at a time, followed by the analysis of the resource utilizations and estimation of an optimal assignment for the remaining components. The algorithm is implemented based on its metamodel mapped to the AIRES software structure metamodel, with the processor information from the platform configuration model. The results are reflected as the values assigned for the CPU reference of each SWComponent in the software structure model. In addition, some classic analysis-based allocation methods, including first-fit, load-balance, communication minimizing with k-way min-cut, have been implemented in the same way in AIRES to meet different needs in various designs. Similarly, the task formation uses the analysis of the invocation rates captured in the software structure model, and group them with an analysis that minimizes the potential overheads introduced by indirectly dependent components. The analyses are implemented based on their metamodels mapped to the software structure metamodel and the runtime architecture metamodel. The results are reflected as the values assigned for the SWComponent and their SequenceNum of the Task. The final timing and priority assignments are determined by the timing-assignment step, which uses analyses with iterative priority assignment in [34]. The analyses are implemented based on their metamodels mapped to the runtime architecture metamodel, and the results are reflected as the values assigned to the attributes of Task. All these analyses are implemented to interface with the GME modeling environment directly to access and modify the model data, and are invoked one after another automatically during the runtime architecture model generation using the invocation methods provided by the GME.

B. Schedulability Analysis for Design Refinement

Schedulability analysis is essential to the verification of end-to-end timing constraints and resource usages after the generation of a runtime architecture model. Although these constraints are considered during the generation, the decisions, such as priority assignments and task formation, are made for each individual processor. The design can also be improved with refinements, such as dependency elimination to achieve better scalability and performance.

The schedulability analysis integrated in AIRES is based on a classical worst-case response time analysis [35]. It uses the worst-case task execution times, identifies the worst-case instant when a task starts, and creates a busy period to compute the response time for each task. With the AIRES runtime architecture model capturing distributed ECSW, the algorithm has been extended to a holistic end-to-end analysis, including the messages passed through the network. The computed end-to-end response time for each task chain is less than the chain’s constraint. The implementation of schedulability analysis is based on a metamodel mapping to the AIRES runtime architecture metamodel, and is integrated in the GME modeling environment using the GME interface for invoking external functions. Although the schedulability analysis implemented in AIRES is based on static worst-case execution times of software components, the AIRES framework allows a more powerful analysis algorithm that computes the execution times resulting from the dynamic behaviors to be integrated, as such an algorithm can trace the software behavior from the task to the software components to its own behavior.

Scheduling the task chains with dependencies in a distributed environment is difficult because of the complexity introduced by the dependencies. Such task dependencies in a runtime architecture model come from the transactions in a software structure model, which in turn come from control loops. Eliminating task dependencies, while keeping the data consistency, can improve the flexibility of system configuration to include new software when the system evolves, and simplify the design and scheduling by applying a classical analysis for independent tasks. AIRES introduces a shared buffer approach, along with the method for splitting dependent tasks into buffer polling and data computation segment with their new invocation frequencies, to eliminate the dependencies while preserving data consistency and timing constraints. Analyses are used to determine parameters, such as buffer size and polling task frequency. Figs. 8 and 9 show how a set of dependent tasks are transformed to an independent set of tasks polling the shared buffers at predefined intervals. The task graph of the original system contains 4 tasks, where $T_3$ depends on the outputs of both $T_1$ and $T_2$, and $T_4$ depends on the output from $T_3$ as in Fig. 8. The system can be transformed into a system with independent tasks with the shared buffer approach. The transformed system contains the original 4 tasks and additional 3 shared buffers. The polling tasks with invocation rates, $r_3$ and $r_4$ are assigned to $T_3$ and $T_4$, respectively, such that the rates are faster enough for successor tasks preserve the correct data while the timing constraints, $D_1$ is satisfied. (see [36] for more details). The methods and analyses thereof are implemented independently and then integrated using the

![Fig. 8. An example set of dependent tasks.](image-url)
The integration is done by mapping the methods' internal data structures to the AIRES runtime architecture model and the interfaces of GME for external functions.

C. Integration of Profiling Using a Virtual Platform

The analyses used in AIRES are traditional worst-case analyses. While worst-case analyses can provide absolute guarantees, they usually yield pessimistic results and low utilization of resources. However, the analysis does not provide the information at runtime, such as resource utilization or response time for a specific period that may be useful for the fine-tuning of a system. An efficient development of a system, however, still requires performance profiling of a system at runtime. To avoid the pessimistic results, it is critical to capture the non-functional characteristics, such as timing and resource usage. Since it is extremely difficult to do this mathematically, the simulation-based profiling is required for such capturing dynamic behaviors of a system and AIRES integrates a simulation-based profiling on a virtual platform to obtain realistic values for the ECSW execution. To our knowledge, there is no previous or ongoing research on systematic platform performance modeling for system analysis and platform assessment.

AIRES uses functionality-correct and timing-accurate software to realize the hardware components of processors, memory subsystems, buses, etc. The software that performs the functionality of a complete hardware configuration is considered as a virtual platform and can be used for accurate simulations. With the AIRES framework, a virtual platform is constructed with existing components in the hardware component repository according to the platform configuration model.

Similarly, the supporting software, such as operating systems and network protocols, can also be configured using the software components in the repository and the board support packages (BSPs) for different processors.

The virtual platform corresponding to the platform configuration model can then be simulated using the VaST tool [37]. The VaST system runs as a separate tool, communicating with AIRES through the platform configuration model. To perform simulation on a virtual platform so that the runtime architecture model can be profiled, AIRES integrates a code generator to automatically create executable code of the designed runtime architecture model on the specified platform configuration. The method used in the generator ensures that only necessary code is generated. Fig. 10 shows an example of code generation from a given runtime architecture model.

The generated code with its virtual platform can then be simulated on the VaST system. To measure the runtime information of interest, such as execution times and scheduling overheads, AIRES uses a separate tool for system monitoring. The system monitoring tool stores traces and processes the data. It communicates only with the virtual platform, but not directly with AIRES. Details on this virtual platform and its integration with AIRES can be found in [38].

V. CASE STUDY: ELECTRICAL THROTTLE CONTROL SOFTWARE DEVELOPMENT

To illustrate how the techniques implemented in the AIRES toolkit support rapid ECSW development, we present a case study of using AIRES for electrical throttle control (ETC) software development. To simplify the discussion, the real ETC has been sanitized with only the components, properties, and their interactions sufficient to show the modeling framework and the integrated collaborative analyses.

The development of the ETC starts from the control design, which focuses on capturing the functional behaviors. The ECSW development starts after the completion of the control design, and transforms the designed controls into a set of transactions, each of which realizes some control functions and consists of software components.

![Fig. 9. Tasks with shared buffers after dependencies are eliminated.](image)

![Fig. 10. An example of automatic code generation.](image)
Fig. 11. Transactions in the ETC.

Table 2 The Definitions of Transactions

<table>
<thead>
<tr>
<th>transaction</th>
<th>period (ms)</th>
<th>components</th>
</tr>
</thead>
<tbody>
<tr>
<td>trans_manager</td>
<td>10</td>
<td>holder, state_detector, input_proc, tps_proc, actuator_proc, sybsys_proc, merge, control source_proc, driving, cruise, min, post_control, cmd_gen</td>
</tr>
<tr>
<td>trans_monitor</td>
<td>40</td>
<td>holder, state_detector, input_proc, tps_proc, actuator_proc, sybsys_proc, merge, control source_proc, driving, cruise, min, post_control, cmd_gen</td>
</tr>
<tr>
<td>trans_servo</td>
<td>3</td>
<td>holder, state_detector, input_proc, tps_proc, actuator_proc, sybsys_proc, merge, control source_proc, driving, cruise, min, post_control, cmd_gen</td>
</tr>
</tbody>
</table>

Fig. 12. The trans_monitor model.

Fig. 13. The platform configuration model for the ETC.

Table 3 The Generated Runtime Architecture Results

<table>
<thead>
<tr>
<th>component</th>
<th>seq #</th>
<th>task*</th>
<th>ECU</th>
</tr>
</thead>
<tbody>
<tr>
<td>holder</td>
<td>1</td>
<td>Task_manager_ECU1</td>
<td>ECU1</td>
</tr>
<tr>
<td>state_detector</td>
<td>2</td>
<td>Task_manager_ECU1</td>
<td>ECU1</td>
</tr>
<tr>
<td>actuator_proc</td>
<td>3</td>
<td>Task_monitor_ECU1</td>
<td>ECU1</td>
</tr>
<tr>
<td>tps_proc</td>
<td>2</td>
<td>Task_monitor_ECU1</td>
<td>ECU1</td>
</tr>
<tr>
<td>input_proc</td>
<td>1</td>
<td>Task_monitor_ECU1</td>
<td>ECU1</td>
</tr>
<tr>
<td>subsys_proc</td>
<td>4</td>
<td>Task_monitor_ECU1</td>
<td>ECU1</td>
</tr>
<tr>
<td>merge</td>
<td>5</td>
<td>Task_monitor_ECU1</td>
<td>ECU1</td>
</tr>
<tr>
<td>source_proc</td>
<td>1</td>
<td>Task_servo_ECU1</td>
<td>ECU1</td>
</tr>
<tr>
<td>min</td>
<td>3</td>
<td>Task_servo_ECU1</td>
<td>ECU1</td>
</tr>
<tr>
<td>driving</td>
<td>2</td>
<td>Task_servo_ECU1</td>
<td>ECU1</td>
</tr>
<tr>
<td>control</td>
<td>1</td>
<td>Task_servo_ECU2</td>
<td>ECU2</td>
</tr>
<tr>
<td>post_control</td>
<td>3</td>
<td>Task_servo_ECU2</td>
<td>ECU2</td>
</tr>
<tr>
<td>cmd_gen</td>
<td>4</td>
<td>Task_servo_ECU2</td>
<td>ECU2</td>
</tr>
</tbody>
</table>

So far, only the platform-independent software model of the ETC and the platform configuration model are captured. The runtime architecture generation needs to be performed to assign the software components in the transaction onto the ECUs in the platform and to form the tasks or OS threads. This is achieved by a plug-in program that integrates the required, individually-implemented analysis algorithms. Table 3 shows the generated result from the application of the analysis of a communication-minimization allocation policy. The seq # column indicates the execution sequence of components in a task.

The resultant runtime architecture model is shown in Fig. 14, with one of the tasks Task_servo_ECU1 shown in Fig. 12. The trans_monitor model.
Although specified using the AIRES runtime architecture metamodel.

The resultant runtime architecture model is automatically assigned a trigger port that connects to a timing source. The generated task is indicated. The thus-generated tasks are also triggered with the timing signals each of which is issued to the ECU running the task is indicated. The time is represented in milliseconds, and a higher priority is represented by a larger number.

**Table 4 Schedulability Analysis Results**

<table>
<thead>
<tr>
<th>Task</th>
<th>prio</th>
<th>P</th>
<th>D</th>
<th>wcrt</th>
<th>wetc</th>
<th>wcet</th>
<th>U</th>
</tr>
</thead>
<tbody>
<tr>
<td>task_servo_ECU1</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>0.6</td>
<td>0.6</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>task_servo_ECU2</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>0.8</td>
<td>0.8</td>
<td>0.27</td>
<td></td>
</tr>
<tr>
<td>task_manager_ECU1</td>
<td>2</td>
<td>10</td>
<td>10</td>
<td>0.53</td>
<td>1.13</td>
<td>0.053</td>
<td></td>
</tr>
<tr>
<td>task_monitor_ECU1</td>
<td>1</td>
<td>40</td>
<td>40</td>
<td>1.3</td>
<td>2.43</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 14. The generated ETC runtime architecture model.**

**Fig. 15. The generated Task_servo_ECU1 task.**

As this case study shows, the AIRES toolkit allows integration of collaborative analyses at different design stages and supports design automation. The model-based approach and analyses verify the generated results at every step before proceeding to the next step, ensuring the correct design generated at every stage, thus supporting rapid development of the ETC and avoiding unnecessary interactions between later and earlier design stages.

**VI. CONCLUSION**

Rapid development of correct ECSW for large embedded systems, such as avionics or automotive controls, is becoming very challenging as the software for such systems becomes increasingly complex and requires multi-discipline and multi-group collaboration. Model-based methodologies, which provide high-level abstractions and allow system-level analyses, have been widely used to address this challenge.

For a model-based methodology, automation and collaborative analyses are key to rapid and correct ECSW development. As traditional analysis methods are designed and implemented independently of the ECSW development process with their own modeling concepts, the main challenge in applying these techniques is the integration of various analyses in a model-based development process such that these analyses collaborate to make design choices in the automation. Moreover, many analysis methods require accurate knowledge of a complete design, making it difficult to apply them at an early design stage where the design automation starts. We meet this challenge by developing a well-defined framework with domain-specific modeling and analysis interfacing mechanisms. Specifically, we present such a framework that uses the domain-specific modeling language for an integrated data model to support the collaboration between different analysis methods.
their invocations and executions. We have implemented such a framework in the AIRES toolkit to demonstrate its ability to support rapid and correct ECSW development via analysis-based design automation. To implement the AIRES framework, we chose the Generic Modeling Environment (GME) tool as the modeling environment because it supports specification of user-defined DSMLs and plug-in of individually-implemented analysis algorithms, which are essential for the implementation of the AIRES framework. The analysis methods integrated in the AIRES toolkit include those for software component allocation, task formation, and timing and priority assignments used in the runtime architecture model generation, those for schedulability and timing analyses used in design refinement, and the profiling methods based on a virtual platform for measuring dynamic runtime software. All of these analysis methods, implemented and integrated, work collaboratively via the data captured by the corresponding metamodels to support design automation in the AIRES toolkit. With the rigorous analyses applied to each step of the process and the automation, the AIRES toolkit is shown to facilitate rapid and correct ECSW development.
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