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## CHAPTER 1

## INTRODUCTION

The advent of high-speed networks and the WWW has generated an increasing demand for a new class of distributed applications that require certain quality-of-service (QOS) guarantees on end-to-end communication across the underlying network. In general, these QoS guarantees may be specified in terms of parameters such as the end-to-end delay, delay jitter, and bandwidth delivered on each connection; additional requirements regarding packet loss and in-order delivery may also be specified. Examples of such applications include distributed multimedia applications (e.g., video conferencing, video-on-demand, digital libraries) and distributed real-time command/control systems. The need for QoS guarantees on communication is also evidenced by the rapid proliferation of on-line multimedia content on the WWW, the shortcomings of the "best-effort" service provided by today's Internet, and the efforts by the Internet Engineering Task Force (IETF) to address these shortcomings by developing protocols and standards for Integrated Services on the Internet [20, 22, 65].

To support such applications, all hardware and software components involved in transferring application data from one host to another across the network must be designed to be QoS-sensitive, i.e., to provide QoS guarantees. Such components include the end host operating system that controls application execution and manages host resources, the network adapter that interfaces the host to the network, and network elements such as routers that manage network resources to forward traffic through the network. A QoS-sensitive operating system, for example, would ensure that applications exchanging QoS-sensitive data are scheduled for execution so as to satisfy the desired end-to-end QoS guarantees on communication. There have been numerous proposals for QoS-sensitive provisioning of network resources such as transmission bandwidth and buffers [8,188], and host computation
resources such as CPU cycles [ $\mathbf{7 1}, 165,179]$. However, not much attention has been paid to the interface between the applications and the network, i.e., the communication subsystem at end hosts, for provision of QoS guarantees. While communication subsystems have been extensively studied to improve the performance of traditional best-effort traffic, several significant design and implementation issues must be considered when handling QoS-sensitive traffic.

This dissertation focuses on the host communication subsystem and examines various issues involved in structuring communication software at end hosts to provide per-connection QoS guarantees. For the most part it is assumed that the network provides appropriate support to establish and maintain guaranteed-QoS connections. That is, we focus on QoSsensitive allocation and management of communication resources at end hosts. The primary thrust of the dissertation is on identifying and addressing key issues involved in realizing deterministic QoS guarantees on real computer systems. These issues include bridging the gap between theory and practice in resource management for guaranteed-QoS communication to account for implementation overheads and constraints, exploring mechanisms that facilitate development of portable QoS-sensitive communication software, and assessing the nature and performance impact of architectural enhancements needed in traditional TCP/IP protocol stacks to support an Integrated Services Internet. Of paramount concern is the integration of a QoS-sensitive host communication subsystem with the host operating system to provide application-level QoS guarantees.

The contributions made by this dissertation are applicable to a variety of host and network architectures for provision of QoS. Further, the issues identified and addressed, as well as the insights gained, are of significance to other QoS models, approaches to QoS provisioning, and resource reservation strategies. While the dissertation focuses on provision of QoS in unicast communication, the results and approach adopted are relevant to provision of QoS in multicast communication as well. Our research methodology is primarily geared towards experimental realization of QoS-sensitive communication subsystems. Thus, we have implemented and evaluated all the architectural solutions outlined in this dissertation. As such, our contributions are also of significance to designers and practitioners of operating systems and networks.

The rest of this chapter is organized as follows. The next section gives a brief overview of QoS in end-to-end communication. Subsequently, we identify the primary research fo-
cus of this dissertation and relate it to the overall goal of providing QoS in end-to-end communication. The following section summarizes the primary contributions made by this dissertation. Finally, we conclude the chapter with a brief organizational description of the dissertation.

### 1.1 QoS Issues in End-to-End Communication

Provision of QoS in end-to-end communication is complex, requiring significant new functionality to be provided at end hosts and the network elements forming the communication fabric. It is important, therefore, to develop the necessary taxonomy and put the primary focus of this dissertation in context. We first outline the general issues involved in provision of QoS in end-to-end communication, followed by a brief description of related efforts towards realization of an Integrated Services Internet.

### 1.1.1 General Scenario

Figure 1.1 depicts a scenario in which an application on node $S$ (source or sender) sends data to an application at node $D$ (destination or receiver). $S$ sends data to $D$ through the network via one or more intermediate nodes denoted by $I ; S$ and $D$ are referred to as end hosts while all the intermediate nodes are referred to as routers. As the data generated at $S$ traverses the network, it may get buffered and queued at host $S$, at each of the network routers, and at host $D$ before being delivered to the receiving application. This buffering and queueing occurs due to contention for communication resources such as CPU and link bandwidth. For example, at intermediate nodes traffic from several other nodes may need to be simultaneously forwarded to one or more nodes.

The end-to-end QoS delivered to the application is a function of the extent of resource contention at $S, D$, and the intermediate nodes $I$, which is in turn determined by the nature of buffering, queueing, and processing of the application's data packets. The delivered QoS can be measured in terms of one or more QoS parameters such as the end-to-end packet delay, delay jitter, and throughput. Uncontrolled resource contention may result in unbounded packet delays, high delay jitter (i.e., significant variability in packet delay), insufficient availability of bandwidth, and even packet loss due to buffer overflows, especially under high load. An example of uncontrolled resource contention is traffic handling on a first-


Figure 1.1: End-to-end communication across multiple nodes.
in-first-out basis, in which traffic from all nodes is multiplexed together in an uncontrolled fashion.

In general, provision of QoS guarantees on end-to-end communication requires appropriate support in the network routers and end hosts to prevent uncontrolled resource contention and maintain per-connection QoS guarantees [8]. The application provides a per-connection QoS specification, which defines its $\mathbf{Q o S}$ requirements for each $\mathbf{Q o S}$ parameter, and also provides a traffic specification, which defines its traffic generation characteristics on that connection against which the QoS guarantees are to be given. QoS guarantees can be deterministic such that no QoS violations are permitted even in the worst case, or statistical (i.e., probabilistic) such that QoS violations may be permitted to a limited extent in the worst case, as long as the application conforms to its traffic specification. In the following, we assume a deterministic QoS specification, although much of the discussion is also applicable to statistical QoS guarantees.

The application's QoS and traffic specifications must be communicated to each node involved in end-to-end data transfer so that each node can allocate sufficient resources for the connection. This communication is performed via end-to-end reliable signalling, which can be either sender-initiated or receiver-initiated. Before signalling can commence, however, the communication subsystem must select the best route from source to destination via QoS routing. As shown in Figure 1.1 (depicting sender-initiated signalling), signalling requests are sent from $S$ to $D$ via the intermediate nodes; replies are delivered in the reverse direction from $D$ to $S$.

Each node examines the signalling request and performs authentication and policy control to verify the request and admission control to check availability of communication
resources (such as CPU cycles, connection state and buffers, and link bandwidth) for the new connection. If sufficient resources are available at a node, it performs resource reservation to set aside the necessary communication resources for this connection, and forwards the request to the next node along the chosen route. If $D$ accepts the request, it returns a reply with a success indication; this reply is propagated back to $S$ through the intermediate nodes after committing the reserved resources for this connection. If sufficient resources are unavailable at a node, the node returns a reply with a failure indication, which is also propagated back to $S$ after performing resource reclamation on any resources reserved at intermediate nodes.

If the connection is successfully established, data sent by $S$ to $D$ on this connection will be serviced according to the corresponding QoS guarantees. Consider the handling of traffic arriving at an intermediate node. To determine how this traffic should be serviced, the node performs traffic classification using information contained in packet headers to determine the associated connection. Since the QoS guarantees are given relative to the connection's traffic specification, the node performs traffic enforcement via policing and/or shaping to enforce the traffic specification. While policing ascertains whether the traffic is conformant or not, shaping buffers non-conformant traffic until conformance as per the traffic specification. Each node also implements a QoS-sensitive queueing policy which determines the nature of queueing at the node, and a service discipline $[8,188]$ which determines the order in which packets are scheduled for service, e.g., processing and transmission to the next node along the chosen route. Example service disciplines include Weighted Fair Queueing [50], also known as Packet-by-Packet Generalized Processor Sharing [144], and Rate-Controlled Static-Priority Queueing [187]. In addition to servicing (QoS-sensitive) traffic according to the associated QoS guarantees, the service discipline also determines the treatment of besteffort traffic at the node. Note that the service discipline may also determine the admission control procedure employed at the node. When done, the sender closes the connection so that resources allocated to this connection can be reclaimed for reuse.

The above description outlines an example scenario for QoS in unicast end-to-end communication using sender-initiated signalling for resource reservation. A similar scenario can be constructed for receiver-initiated signalling of unicast connections. Provision of QoS in end-to-end multicast communication adds significantly higher complexity during QoS routing, signalling, as well as data transfer. While we haven't mentioned it explicitly, nodes may
also have to provide support for fault-tolerance, i.e., reclaim resources and/or re-route traffic in the presence of processor and link failures. Finally, instead of deterministic or probabilistic guarantees, even looser forms of QoS may be provisioned for applications that can adapt to variations in the delivered QoS. Proposals for predictive (or best-effort) real-time communication, such as FIFO + [39] and Hop-Laxity [156], fall in this category.

### 1.1.2 Integrated Services on the Internet

Significant efforts are being made by the IETF to enhance the service model of the Internet to support integrated services for voice, video, and data transport [22,39]. Similar to the general scenario described above, to support integrated services on the Internet, the network routers and end hosts need to be enhanced to perform traffic classification on a per-flow basis, create and maintain flow-specific soft reservation states, and handle data packets from different flows in accordance with their QoS requirements [22]. Towards that end, the IETF is developing a set of protocols and standards for integrated services [ $20,65,149,189]$.

In the IETF's vision, applications request and reserve resources, both in the network and at the attached hosts (clients or servers) using an end-to-end receiver-initiated Resource ReSerVation Protocol (RSVP) [23,189]. Resource management is performed via per-flow traffic shaping and scheduling for various classes of service [22], such as guaranteed service [159] that provides guaranteed delay, and controlled load service [183] that has more relaxed QoS requirements. The guaranteed service is intended for applications requiring firm guarantees on loss-less on-time datagram delivery. The controlled load service, on the other hand, is designed for the broad class of adaptive real-time applications (such as vic, vat, nevot, etc.), in active use on the Internet today, that are sensitive to network overload conditions.

In addition to the above services, looser forms of QoS may also be provided via services such as predictive service [85], which performs measurement-based admission control. In the context of integrated services, the expected QoS requirements of applications and issues involved in sharing link bandwidth across multiple classes of traffic are explored in [65, 158]. Much support being provided on the Internet is geared towards realizing efficient multicast communication and accommodating the heterogeneity of receivers. RSVP, in particular, has been designed to support multicast communication between heterogeneous receivers. In contrast to RSVP, which initiates reservation setup at the receiver, an alternative approach


Figure 1.2: Focus of dissertation research.
to signalling is adopted by the ST-II protocol [49], which initiates reservation setup at the sender. The issues involved in providing QoS support in IP-over-ATM networks [149] are also being explored [20].

### 1.2 Dissertation Focus and Problem Statement

As mentioned, the primary focus of this dissertation is host communication subsystem design to request and obtain per-connection $\mathbf{Q o S}$, assuming availability of appropriate network support. As Figure 1.2 illustrates, we are concerned with signaling and resource management services at end hosts, for a given service discipline. In particular, we are interested in the issues and problems encountered in practice when managing host communication resources according to the relative importance of the connections requesting service. These problems arise in the context of unicast as well as multicast communication, for both sender-initiated and receiver-initiated signalling.

Thus, provision of QoS in the network, including issues in QoS routing, and authentication are beyond the scope of this dissertation. We do not propose a new service discipline either; instead, we focus on providing new architectural components and mechanisms to realize an existing service discipline on actual hardware and software systems. Towards that end, besides run-time resource management, we consider the issues involved in supporting signaling, admission control, and resource reservation services within host communication subsystems.


Figure 1.3: Communication subsystem at end hosts.
Figure 1.3 depicts the typical communication subsystem at end hosts. Applications running in user space interact with the protocol stack layers residing in the kernel, or at user level, to transmit and receive data. The protocol layers interact with each other to perform protocol processing (such as header encapsulation and removal, fragmentation and reassembly, and various other services) on the application's data. The device driver, which is the bottom layer in the protocol stack, interacts with the external network through the network adapter residing in the host. While Figare 1.3 illustrates a kernel-level stack, similar interactions occur even when the protocol stack executes in user space. For a sending host, communication resources include CPU bandwidth for protocol processing (e.g., header encapsulation and fragmentation), link bandwidth for packet transmissions, and buffer space for outgoing traffic. Similarly, for a receiving host communication resources include protocol processing bandwidth (e.g., header removal and reassembly), reception bandwidth of the network adapter, and buffer space for incoming traffic.

Several key problems must be addressed in order to enable QoS-sensitive management of communication resources in practice. The first of these is the determination of the appropriate architectural components required within the communication subsystem to provide and maintain QoS guarantees. In addition to these architectural components, the gap between
theory and practice of communication resource management must be bridged by capturing important implementation-related aspects that affect communication performance. The architectural tradeoffs involved in building a full-fledged guaranteed-QoS communication service for use by applications must be explored and resolved.

A significant concern in realizing such services in practice is the development of mechanisms that enhance the portability of the constituent QoS-sensitive communication subsystem software. The ubiquity of hosts attached to the Internet makes it important to identify the nature and performance impact of designing host communication subsystems to support integrated services on the Internet. Finally, realization of application-level QoS guarantees necessitates that approaches to integrate a QoS-sensitive communication subsystem within the host operating system be explored. We expand on each of the above problems below.

- Architectural components for QoS Guarantees: Most existing communication subsystems are designed with resource management policies geared towards statistical fairness and/or time-sharing. Such policies can introduce excessive interference between different connections, thus degrading the delivered $\mathbf{Q o S}$ on individual connections. The unpredictability introduced and excessive delays due to interference between different connections may even result in QoS violations. Accordingly, new architectural components are needed within the communication subsystem to eliminate such performance degradation via: (i) conformance of QoS guarantees, (ii) overload protection via per-connection traffic enforcement, and (iii) fairness to best-effort traffic. These requirements together ensure that per-connection QoS guarantees are maintained even as the number of active connections grows or per-connection traffic load increases.
- Gap between theory and practice in communication resource management: Satisfying the above requirements requires QoS-sensitive management of communication resources. This in turn necessitates admission control and resource scheduling policies to ensure that each connection receives, at least, its required QoS. These policies are typically formulated using idealized models of the resources being managed. For example, it may be assumed that a given resource is immediately preemptible or the cost of preemption is negligible. More importantly, it may be assumed that a required set of resources can be accessed, and hence allocated, independent of one another. However, the above assumptions can be violated when implementing resource management policies, since the performance characteristics of
the hardware and software components employed can deviate significantly from those of the idealized resource models. Thus, these policies must be extended to make them useful in practice.
- Guaranteed-QoS communication services on microkernel operating systems: Microkernel operating systems play an increasing important role in today's PC, workstation, and server markets, as evidenced by the growing popularity of Windows NT [45]. Realization of guaranteed-QoS communication services on contemporary microkernel operating systems presents additional challenges that affect the structuring and performance of communication software. Further, the architectural components and mechanisms developed for QoS guarantees must be appropriately mapped to resource management support already available within the communication subsystem and/or the operating system. Moreover, resource management policies may need to be suitably enhanced to accommodate additional constraints imposed by the operating system or implementation environment available. Insights into such issues can only be developed through actual realization and deployment of guaranteed-QoS services on a contemporary microkernel operating system.
- Portability of QoS-sensitive communication software: Provision of QoS guarantees is highly platform-specific (i.e., depends on the CPU and network capacities, as well as the operating system, of a platform), especially for deterministic guarantees. Realizing QoS-sensitive communication software requires that the host communication subsystem be parameterized accurately to capture processing costs and overheads that comprise the abstraction of the underlying communication subsystem. The architectural framework and methodology adopted for designing QoS-sensitive communication software should be applicable to a variety of host platforms and networking technologies. This is necessary in order to retarget the admission control procedure and run-time management support to a given host platform and/or networking technology. Accordingly, mechanisms must be developed to facilitate and enhance portability of QoS-sensitive communication software, which is crucial for large-scale cost-effective deployment.
- Performance impact of supporting QoS in TCP/IP stacks: For wide spread deployment of the service model envisioned by the IETF, it is imperative that the TCP/IP protocol stacks running at Internet hosts be enhanced with appropriate architectural mechanisms to support integrated services. These enhancements must not only preserve the structure of
existing sockets-based Unix-like communication subsystems, but also be compatible with the semantics of the sockets API. Even with availability of these architectural enhancements, such a service model will be widely deployed and utilized only if they do not impose significant overheads relative to the traditional best-effort data path. Therefore, it is important to ascertain the potential performance impact of supporting integrated services within the traditional TCP/IP protocol stacks running at Internet hosts.
- Delivering QoS to applications: For application-level QoS guarantees, resource management within the communication subsystem must be integrated with that for applications. The architectural components, mechanisms, and extensions developed to realize a QoSsensitive communication subsystem should neither preclude nor be rendered infeasible by such an integration. Accordingly, the issues and tradeoffs involved in realizing such an integration must be explored.


### 1.3 Primary Contributions

This dissertation makes several key contributions towards the practical realization of QoSsensitive communication subsystems. The following contributions address each of the problems identified in the preceding section, thus advancing the state of the art in the provisioning of host resources to enable end-to-end QoS.

- QoS-sensitive commurication subsystem architecture: We have designed, implemented, and evaluated a QoS-sensitive communication subsystem architecture for end hosts that satisfies the requirements of providing per-connection QoS guarantees, isolating traffic between different connections, and ensuring fairness to best-effort traffic. While this architecture is applicable to a wide variety of service disciplines for providing QoS guarantees, it is validated by implementing real-time channels [63,92], a paradigm for guaranteed-QoS communication in packet-switched networks proposed by other researchers.

Key features of the architecture include a process-per-channel model for protocol processing, QoS-sensitive CPU scheduling of per-channel protocol processing, QoS-sensitive link scheduling of packet transmissions, multiplexing of the CPU amongst channels via cooperative preemption, overload protection on each channel via traffic enforcement (policing and shaping), and per-channel buffer management. Our approach in essence decouples
protocol processing priority from that of the application.

- Admission control extensions for end hosts: We develop admission control extensions to account for various implementation-related aspects not previously considered in the literature. These include the overlap between CPU protocol processing and link transmission or reception, the relative speed (capacity) of the CPU and the link, and the incorporation of various implementation overheads (e.g., context switching, cache misses, interrupt handling, packet classification). We also consider two distinct mechanisms for implementing link scheduling of packet transmissions, namely, thread-based and interrupt-based, at sending hosts. Similarly, for receiving hosts we consider two distinct mechanisms for packet input, namely, polled mode and interrupt mode. These extensions are then refined for hosts simultaneously engaged in transmission as well as reception of QoS-sensitive traffic.

The issues of simultaneous management of CPU and link bandwidth for real-time communication are of wide-ranging interest. The above-mentioned extensions are applicable to other proposals for real-time communication and QoS guarantees [8, 188], and to other host and network architectures. In particular, Internet servers running TCP/IP protocol stacks supporting integrated services, especially the guaranteed service class [159], can also benefit from these extensions. Similarly, Internet routers can apply these extensions when incoming packets must be fragmented before forwarding in order to reconcile the different MTUs of the attached networks.

- Guaranteed-QoS communication services: Based on the above-mentioned architecture and extensions, we have realized a full-fledged guaranteed-QoS communication service on the Mach MK 7.2 operating system from Open Software Foundation (OSF). This has been done in the context of the armada (A Real-Time Middleware Architecture for Distributed Applications) project, a collaborative effort between the Real-Time Computing Laboratory at the University of Michigan and Honeywell Technology Center.

The communication subsystem constituting this service features a new service architecture that makes extensive use of OSF's CORDS framework [172]. This service architecture integrates three components: an API for specifying and obtaining QoS guarantees, a sender-based reliable end-to-end signalling protocol, and enhanced mechanisms and policies for admission control, resource reservation, and run-time resource management. We develop architectural and admission control enhancements that capture additional constraints
imposed by our implementation configuration. The efficacy of these enhancements are evaluated via experiments performed between Pentium-based PCs running OSF Mach MK i.2 and CORDS-based servers implementing our service architecture.

- Self-parameterizing protocol stacks: As mentioned earlier, it is highly desirable to enhance the portability of QoS-sensitive communication software, which is inherently dependent on the performance characteristics of the underlying hardware and software components. To address this concern, we have designed self-parameterizing protocol stacks that are designed with the ability to parameterize themselves appropriately during data transfer.

We retarget our guaranteed-QoS communication service to utilize a self-parameterizing protocol stack, and evaluate our CORDS-based implementation to demonstrate the feasibility of our approach. Our design and implementation methodology strives to minimize the overheads and perturbation induced in the data transfer path, while supporting relatively fine-grain performance profiling and system parameterization. Constructing communication subsystems using self-parameterizing protocol stacks is a promising way to design portable QoS-sensitive communication software.

- QoS support in TCP/IP protocol stacks: In collaboration with researchers at the IBM T. J. Watson Research Center, we have developed an RSVP-based QoS architecture for TCP/IP protocol stacks supporting an integrated services Internet [13]. This architecture represents a major functional enhancement to the traditional sockets-based communication subsystem [108]. One of the key features of this architecture is the transparent accommodation of network interfaces with differing QoS capabilities, ranging from traditional LANs, such as Token Ring, to ATM networks with a high degree of QoS support.

Using our prototype implementation on RS/6000 based servers running AIX 4.2, we demonstrate the efficacy of our QoS architecture in providing the desired QoS to individual connections exchanging data across an ATM network. Via detailed kernel profiling we measure the overheads imposed by various QoS support components provided in form of traffic policing, traffic shaping, and buffer management. Based on these overhead measurements, we derive key implications for the performance impact of adding QoS support components to TCP/IP protocol stacks.

- Integration with the host operating system: We highlight the issues involved in, and
outline strategies for, integration of a QoS-sensitive communication subsystem with operating system resource management policies for application-level QoS. Such an integration must ensure that the protocol processing priority of a connection is derived from the QoS requirements, traffic characteristics, and run-time communication behavior of the application on that connection. We argue that the features and mechanisms provided in our architecture neither preclude nor are rendered invalid with such an integration, and are also applicable to other protocol processing architectures.


### 1.4 Dissertation Overview

The rest of the dissertation is organized as follows. In the next chapter we present a survey of related work in host support for QoS in computation and communication, and compare and contrast these efforts with our contributions. The related work surveyed includes the nature of application QoS requirements, factors that affect communication subsystem performance, communication subsystem design for high performance networking, and other proposals for host support for QoS-sensitive communication and computation.

Chapter 3 presents the proposed QoS-sensitive communication subsystem architecture for end hosts, motivating and justifying the choice of the various architectural components provided. An $x$-kernel-based prototype implementation of this architecture in a standalone configuration is described and evaluated to demonstrate the effectiveness with which QoS guarantees are maintained. This architecture and prototype implementation realizes a subset of the admission control extensions described in Chapter 4.

Chapter 4 motivates and develops admission control extensions to bridge the gap between the theory and practice in resource management for real-time communication. We first develop extensions for hosts engaged only in transmission of QoS-sensitive data (e.g., servers). We then develop similar extensions for hosts engaged purely in reception of QoSsensitive data (e.g., clients). Finally, we develop suitable extensions for hosts simultaneously engaged in QoS-sensitive data transmission and reception.

Chapter 5 explores realization of a guaranteed-QoS communication service on the OSF Mach MK 7.2 microkernel operating system utilizing the CORDS framework. We first motivate and describe the service architecture and its components, followed by details of the prototype implementation. We then present results from a detailed profiling of the com-
munication subsystem. Subsequently we present significant modifications to the resource management policies and service architecture to address the performance implications of our implementation configuration. Finally we present results from an experimental evaluation of our prototype implementation.

Chapter 6 presents the design and implementation of self-parameterizing protocol stacks for guaranteed-QoS communication. Drawing upon our experiences with the guaranteedQoS communication service, we argue that for large-scale cost-effective deployment, it is crucial to develop mechanisms to enhance the portability of QoS-sensitive communication software. We then propose and describe the design of self-parameterizing protocol stacks, and compare and contrast them with related work. The guaranteed-QoS communication service described in Chapter 5 is then retargeted to work with a self-parameterizing protocol stack. Subsequently, we present experimental results demonstrating the feasibility of selfparameterizing protocol stacks.

Chapter 7 explores the performance impact of QoS support in TCP/IP protocol stacks. We begin with a brief overview of RSVP and integrated services on the Internet, followed by a description of our QoS architecture and enhancements to the sockets based communication subsystem. The efficacy of these enhancements are illustrated via user-level experiments on RS/6000-based hosts running ALX 4.2 and communicating across an ATM network. We then report measurements of QoS component overheads obtained via detailed kernel-level profiling, and discuss their performance implications.

Chapter 8 discusses the issues involved in, and possible strategies for, integrating a QoS-sensitive communication subsystem with the rest of the host operating system.

Chapter 9 concludes the dissertation by summarizing its contributions and outlining avenues for further research in designing QoS-sensitive communication subsystems and operating systems, and realizing application-level QoS guarantees.

## CHAPTER 2

## HOST SUPPORT FOR QUALITY OF SERVICE

In this chapter we highlight the issues involved, and survey related work, in host support for quality of service in communication. By quality of service, we refer to the performance delivered on one or more of the QoS parameters an application considers important. For example, networked interactive applications are often sensitive to data transfer latency, while typical multimedia streaming applications are sensitive to data transfer throughput (or rate). Factors that affect the delivered (application-level) QoS on communication include not only the raw performance of the communication subsystem, but also the policies adopted to schedule the processes/threads that constitute the communicating application.

From an application's perspective (Figure 1.3), the communication subsystem consists of the application programming interface (API) through which applications request and receive communication services, the communication software that provides these services through one or more communication protocols and necessary resource management, the operating system that forms the glue between the communication software and hardware, and the (hardware) network adapters that interface hosts to the communication network. Numerous research efforts have focused on optimizations and design strategies to improve the average performance of each of these components, mostly in the context of traditional best-effort traffic, for latency as well as throughput. Besides leveraging such performance optimizations and design approaches, significant additional efforts are necessary to realize "value-added" communication subsystems that can support guaranteed-QoS communication while providing high performance to traditional best-effort traffic.

The policies used to schedule the communicating applications, the typical sources and sinks of data, also has a significant impact on the delivered QoS on communication. Applica-
tion scheduling determines the degree and nature of resource (i.e., CPU) sharing within the host computation subsystem, and hence the extent of resource contention and the resulting resource acquisition (queueing) delays. This directly affects the generation of network data at a sending host, and consumption of data at a receiving host, which in turn affects the dynamics of the communication subsystem. QoS-sensitive scheduling policies provide greater control over processor allocation, thus minimizing the above-mentioned effects. However, realization of application-level QoS guarantees necessitates that such policies be consistent with the policies and mechanisms employed for QoS-sensitive data handling within the communication subsystem.

In the next section we discuss the nature of QoS requirements imposed by emerging networked multimedia applications. We then present a brief overview of the structure and functionality of a typical host communication subsystem. Next we discuss the factors and tradeoffs that have a significant effect on communication subsystem performance, and hence the QoS delivered to applications. Following this we survey related work in efficient protocol architectures and implementations to improve the average performance of host communication subsystems. The general implications of, and related work in, QoS-sensitive data handling within communication subsystems are outlined next. Finally, we present related work in QoS-sensitive data handling within communication subsystems and operating system support for multimedia and real-time systems.

### 2.1 Application QoS Requirements

The quality of service required by an application corresponds to that application's sensitivity or tolerance to certain QoS parameters. QoS parameters include, for example, the end-to-end communication delay, the delay jitter or variance, the communication throughput, and packet loss. A given application may exhibit varying degrees of tolerance to only a single QoS parameter or a combination of multiple QoS parameters. Networked multimedia applications integrating various media such as audio, video, and text, exhibit a wide range of QoS requirements on communication [62]. Examples of such applications include highdefinition television, medical imaging, scientific visualization, full-motion video, multiparty video conferencing, and collaborative workspace $[35,145,148]$.

The QoS requirements of multimedia applications differ significantly from those of tra-
ditional data transfer applications such as remote login, electronic mail, and file transfer. The latter are primarily loss-sensitive and hence need reliable communication, would perform better with low latency or high throughput, and are largely tolerant to communication delays and jitter. QoS requirements of multimedia applications, on the other hand, reveal a broad spectrum of sensitivity to multiple parameters. For example, full-motion video requires guaranteed high bandwidth which may be highly variable, but may tolerate limited amounts of packet loss; audio, on the other hand, requires low delay jitter and is sensitive to packet loss [145].

Similarly, multiparty video-conferencing and collaborative workspace applications require multicast capabilities with temporal synchronization between the audio and video streams; this necessitates additional inter-stream QoS dependencies in addition to the above-mentioned intra-stream QoS requirements. In general, one can identify several grades (or levels) of QoS that the network may provide to support emerging applications. Note that since the QoS requirements are specified in terms of end-to-end performance, the sending and receiving hosts must also be cognizant of, and provide support for, these requirements.

The sensitivity of distributed applications to QoS parameters determines the support needed in the communication subsystem for various grades of QoS. Strict deterministic QoS guarantees on bandwidth, delay, delay jitter, and packet loss may be necessary for hard realtime applications and multimedia applications such as medical imaging. This necessitates new policies and approaches for network design [8] in which messages or packets have deadlines associated with them. A message arriving at its destination after its deadline has expired is practically useless to the application; such messages are considered lost and are discarded. Prior resource reservation with specification of the desired $\operatorname{QoS}$ guarantee and traffic characteristics is required to isolate the needed resources for these applications. The guaranteed service [159] being standardized by the IETF for an integrated services Internet supports deterministic guarantees on loss-less on-time data delivery.

There are a large class of emerging applications, however, that can adapt to fluctuations in the delivered QoS through additional buffering and/or adjusting their rate of consumption and generation of network data. Such adaptive applications, also called soft real-time, may be sensitive to QoS parameters such as end-to-end communication delay, but can be designed to be accommodate delay jitter and packet loss. By providing additional buffers and adaptively controlling the rate at which packets are consumed at the receiver, these
applications can adapt to existing network conditions [8,39, 145]. The destination buffers serve to restore the spacing between successive data samples and buffer out variations in network delay. A study on packet video transport [91] illustrated the effectiveness of using network feedback about load conditions to modulate the frame transmission rate of video sources. The feasibility of adapting frame transmission rates to the available network bandwidth was also demonstrated in [86].

For such applications it suffices to provide statistical performance bounds on end-to-end communication delay and packet loss, which could also be computed using the measured performance of the network [85]. In general, adaptive applications allow the network to trade off strict QoS guarantees for simpler network design, higher network utilization, and looser QoS guarantees supplemented with additional intelligence and resources at the senders and receivers. The QoS delivered by the communication subsystem directly influences the type and design of applications that can be supported effectively. For example, for adaptive applications that can adjust to existing network load conditions, the delivered QoS may determine the amount of buffering needed for acceptable performance. Recent studies using voice conferencing indicate that the delivered QoS determines the degree and exact nature of adaptivity required in the application [145]. The controlled load service [183] being standardized by the IETF for an integrated services Internet is intended for such adaptive real-time applications.

### 2.2 Communication Subsystem Overview

Before discussing the factors affecting communication subsystem performance, we present a brief overview of typical host communication subsystems. The communication subsystem can be viewed as a pipeline, comprising several stages formed by the different modules that participate in network communication. Application data is shepherded between the application task and network through this pipeline. Figure 2.1 shows the generic structure of such a communication pipeline.

Application tasks generate communication requests by invoking the appropriate procedures in the application programming interface (API). On transmission, the API forwards the requests to the communication software, possibly after performing some protection checks and/or buffering. The communication software, which includes the communication


Figure 2.1: Communication subsystem as a pipeline.
protocols that constitute the protocol stack, processes these requests by invoking the specified protocol(s) that constitute the protocol stack. After creating appropriate protocol data units, the communication software issues appropriate commands to the communication hardware to transmit the data on the network. Communication hardware is comprised by one or more network adapters.

For reception, the API may block the requesting task if the requested data has not arrived. On reception of a datum, the communication hardware "interrupts" the communication software, thus initiating processing of the received datum. After processing the datum is passed to the API, which passes it on to the waiting (destination) task, possibly after some buffering (if the destination task is not waiting) and/or protection checks. In a multi-stage pipeline such as this, the slowest stage determines the throughput and latency of communication, and hence the performance delivered to the application. Similarly, variable per-packet delay (e.g., due to uncontrolled first-in-first-out queueing) incurred at a stage may introduce significant amounts of jitter in the observed end-to-end delay.

During protocol processing and data transfer, the protocols may invoke various operating system resource management functions such as timer services, buffer management. and device management (i.e., interrupt servicing and low-level device operations), as shown in Figure 2.2. Depending upon the protocol architecture, kernel architecture, and process architecture [152], other resource management functions such as process management and scheduling may also occur during data transfer. On multiprocessor hosts, processor allocation may also occur in addition to the above. An extensive survey of transport system architecture services and implementation strategies in a variety of operating systems such as System V UNIX, BSD UNIX, $x$-kernel, and Choices is presented in [152].


Figure 2.2: Interaction between protocols and resource management functions

### 2.3 Factors Affecting Performance

As mentioned, communication subsystems provide applications with a range of communication services through a variety of communication protocols, management of the necessary communication resources, and interaction with network devices for data transmission and reception. With slower networks, packets (or messages) were generated and consumed at a slower rate, and therefore the host was generally not the bottleneck. Gigabit networks have shifted the bottleneck from the transmission media to the end hosts [145, 161]. For the designers of the communication subsystem, therefore, the primary challenge has been realization of high-throughput and low-latency communication.

The performance of communication subsystems is primarily determined by three factors:

- the semantics of the API, which determines the cost of moving data to/from the communication subsystem,
- the overhead of protocol stack execution, including the protocol processing performed by individual protocols and the numerous OS resource management services invoked during execution, and
- the multiprogramming and network input load on the host, that determines the extent
of resource contention experienced by communicating tasks and within the communication subsystem.

We do not consider factors that affect end-to-end communication performance, such as the traffic characteristics and contention in the network, and the network topology. Contention can occur for resources such as processing capacity, network buffers, and network links, and may occur inside the sending as well receiving hosts. We discuss each of the above-mentioned factors in detail next.

### 2.3.1 API Semantics

The location and data passing semantics [25] of the API affects communication performance in a variety of ways. Typically the API is implemented by the kernel (e.g. BSD Sockets [108]), or by a trusted server at user level, and the overhead of crossing protection domains (e.g., the user-kernel boundary) during data transfer degrades communication throughput. Splitting the API into data transfer and control parts, with the data transfer part implemented as a library at user level, was shown to improve throughput substantially [112]. The amount of buffering available at the API also affects the protocol dynamics of end-to-end protocols. An application transferring large amounts of data may be blocked if enough socket buffers are not available. Similarly, the amount of buffer space available is used by protocols such as TCP to invoke flow control and congestion control mechanisms [84].

Existing APIs such as BSD Sockets have traditionally provide applications no control over resource management for communication-related activities. Thus, for the application the communication subsystem is a "black box," accepting requests for data transmission or reception and informing the application upon completion. There can be wide variation in the application-generated traffic patterns presented to the communication subsystem. These patterns include bulk data transfers, short, interactive request-response style communication, and the sustained access patterns of applications supporting continuous media. Together with the size of the transfers, the time between successive communication requests (the "think time") reflects the grain of the application and determines how often the application performs network data transfer. For an application performing uni-directional video transfer, for example, frames of varying sizes may be generated at periodic ( 33 ms ) intervals.

The access pattern might be significantly different for interactive multimedia applications.
Knowledge of such application patterns may benefit communication subsystems, which could employ resource management policies significantly different from those used for computation. The scheduling schemes for messages and packets, the priorities assigned to them, and the management of protocol threads can then be tuned to the characteristics of network communication and QoS requirements of applications. In addition, this allows protocol processing to be scheduled via thread scheduling schemes distinct from those developed for application threads, especially for multimedia applications [6,70].

In recent years, resource management for computation has moved towards giving more control to the applications, e.g., user-level threads [113], scheduler activations [7], and application-kernel coordination to dynamically vary the degree of active parallelism in scientific computing applications [174]. Providing applications with similar control over thread management and scheduling within the communication subsystem can potentially improve performance by exploiting locality, improving resource utilization, and reducing context switching and scheduling overheads.

In general, the API can be extended to allow application-specific resource management. This flexibility allows the application to manage its own computation and communication resources. However, leaving resource management entirely up to the application may not suffice for QoS-sensitive management of resources. Alternately, applications and operating systems can be designed to cooperate with one another to perform QoS negotiation and adaptation to maximize service accessibility and continuity [2,33,104]. A novel way to realize application-specific policies in networking is via installing of application code directly in the kernel [64]. We note that requiring applications to specify their traffic characteristics and desired QoS levels also realizes application-specific resource management, in that the communication subsystem and the operating system are made aware of, and undertake to allocate and manage resources in accordance with, application QoS requirements.

### 2.3.2 Protocol Stack Execution

Once application data is handed to the communication subsystem, it is processed by all the protocols constituting the protocol stack. For outgoing data, this may involve fragmentation and header encapsulation, while for incoming data this may involve packet classification, header removal, and reassembly. Additional computationally-intensive functions such as
checksum computation, encryption, coding and compression may also be performed. For example, growing concerns of security and privacy on the Internet have led to the development of a number of security standards such as the Secure Socket Layer (SSL) and Secure HTTP.

The execution performance of protocol stacks depends on a number of factors. The first and foremost is the processing cost imposed by each layer in the protocol stack. This cost depends on the particular function performed by the corresponding protocol, which in turn may depend on the type of the data to be processed. The aggregate processing cost of the protocol stack depends on the depth of the protocol stack, i.e., the number of protocols comprising the stack. Recent trends in the development of WWW point to the increasing prevalence of deeper protocol stacks which enhance the functionality provided by the communication subsystem.

One of the primary factors determining communication subsystem performance is the number of times data is copied during processing. Excessive data copying has been identified as one of the main reasons behind the relatively smaller improvements in the performance of networking software compared to the advances made in networking hardware [142]. While data copying primarily impacts data transfer throughput, protocol processing latency is significantly affected by the complex, protocol-specific cache behavior of network protocols $[16,133]$.

Finally, protocol stack execution performance is significantly affected by operating system overheads such as context switching and device interrupts [163]. The number of context switches incurred during protocol processing are a function of the protocol architecture employed [152], while the number of interrupts is a function of the design of the network adapter and the packet input mechanism adopted [151,173]. Further, since the communication subsystem typically shares processing resources with application threads, additional scheduling and context switching overheads, and associated cache misses [124], may be incurred. Additional sources of overhead include buffer management, timer management, and error-recovery mechanisms such as retransmissions. As highlighted in the remaining chapters of this dissertation, support for QoS-sensitive handling of data imposes new overheads and demands on communication subsystem performance.

With faster networks, acceptable application-level throughputs and latencies cannot be achieved without a substantial investment in managing the communication subsystem
resources efficiently. As described in Section 2.4, this has fueled significant redesign, optimization, and exploitation of parallelism within the communication subsystem.

### 2.3.3 Multiprogramming and Network Load

There are two primary aspects to multiprogramming and network load as it relates to communication performance: (a) a task engaged in network I/O may compete for host resources with other purely computational tasks, and (b) it may compete with other tasks also simultaneously engaged in network $I / O$. In both cases the background load and operating system scheduling policy together determine the frequency and duration of execution of the task. Scenario (a) disrupts the execution profile (and hence the packet input or output rate) of the network task due to uncontrolled contention for the CPU. Scenario (b) introduces additional uncontrolled contention for communication resources such as output queues and link bandwidth.

For a sending task, scenario (a) can arbitrarily lower network utilization or produce bursty traffic on the network, thus introducing significant jitter in the packet transmission profile and even incurring substantial packet loss. For a receiving task, delays in receiving arrived messages (possibly due to contention from other higher priority tasks) may result in dropped packets due to buffer overflow. Since the task is unable to receive data from the socket buffers, flow control mechanisms in protocols like TCP may stall the sender until the received data is acknowledged. Both these effects lower throughput drastically and also increase the end-to-end communication delay. QoS degradation can occur with asynchronous sends as well; because of limited socket buffer space, the sender may be blocked if the previous network transmission requests were pending, or the excess data may get dropped inside device driver or adapter queues.

Scenario (b) is similar to scenario (a) in that the tasks still experience QoS degradation due to uncontrolled contention for the CPU. However, due to multiple tasks performing network input/output, the order of packet processing and transmission is also arbitrary. This interference manifests itself in higher, variable queuing delays for protocol processing and transmission/reception, and hence unpredictable degradation in the delivered QoS. Due to higher total aggregate traffic, the likelihood of packet loss is also significantly higher and unpredictable. Once again, the packet transmission profile is rendered extremely bursty, which may increase network load and hence further QoS degradation in downstream routers
or the receiving host.
For example, the receiving host may be unable to keep up with the packet arrival rate, which is now higher because of a barsty sender. A persistent burst of packet arrivals at the receiver can result in receive livelock [151]. Receive livelock is a phenomenon in which, under network input overload, a host or router is swamped with processing and discarding arriving packets to the extent that the effective throughput of the system falls to zero. We highlight strategies to prevent or eliminate receive livelock in Section 2.4.

## Experimental and analytical studies

Several studies have attempted to study the effects of multiprogramming on communication performance experimentally as well as analytically.

An in depth study of the effect of background load on communication performance for the 4.2 BSD TCP/IP protocol stack is reported in [31]. The delivered end-to-end delay and throughput for TCP and UDP traffic is measured against background load for a range of message sizes. The effect of background Ethernet load on TCP and UDP performance is studied in [21]. More recently, the effect of background load on the performance of SunOS inter-process communication (IPC) mechanisms and TCP/IP protocol stack is studied in [143], for an artificial CPU-intensive workload as well as a real distributed application. The study highlights the negative influence of UNIX scheduling mechanisms on IPC performance; delays in scheduling processes engaged in network I/O interferes with the flow control mechanisms of the communication protocols coordinating the data transfer, causing an increase in end-to-end delay and a substantial drop in throughput.

Useful insights into the subtle effects of multiprogramming and network input load on packet reception time are provided by Danzig [47]. He constructs a performance model of protocol processing in UNIX [108] to capture the effects of multiprogramming and limited socket buffers. The model accounts for protocol processing overhead and the variability introduced by interrupt servicing, scheduling latency, and memory contention, in the time taken by a destination process to receive arriving packets. This study provides ample evidence that both multiprogramming and network load introduce subtle degradations in the delivered QoS.

## Implications for CPU scheduling

Provision of guarantees on the delivered QoS necessitates appropriate operating system support to schedule applications. While we describe possible approaches to QoS-sensitive CPU scheduling in Section 2.5, here we describe the results from an interesting study done by Mogul [126]. He argues that communication delays in a multiprogrammed system may be reduced through "dallying". Dallying, or latency-sensitive scheduling, is a scheduling strategy in which the CPU scheduler allows a process waiting for network input to busy-wait on the CPU for some additional time in the current quantum, instead of blocking it and selecting another process to run. The tradeoff is between busy-waiting (and avoiding later contention from background load) and excessive context switching.

Mogul's observations are based on the presence of locality between communicating processes resident on distinct hosts connected by a local area network. He observes high per-process locality such that three quarters of all packets arriving at a host are for the same process that received the previous packet, while one quarter to two thirds of incoming packets are for the process that most recently sent a packet. Clearly, the effectiveness of dallying largely depends on the heuristics used for predicting the delay until the next packet arrival based on the history of packet arrivals for the process. We note that provisioning QoS guarantees on end-to-end communication allows such packet arrival characteristics to be readily constructed from the traffic and QoS specifications supplied by applications. assuming bounded traffic distortions through the network.

### 2.4 Efficient Protocol Architectures and Implementations

To reap the benefits of the advances made in networking technology, and translate them to good application-level performance (i.e., high throughput and low latency), it is necessary to minimize transmission and reception overheads within the communication subsystem via careful implementation. The techniques employed to improve the delivered throughput and latency of communication protocols include [61]

- minimization of data-copying within the communication subsystem and across the API [52, 181],
- optimization of protocol implementations, such as hand-optimized critical paths [40].
and integrated layer processing [1,41],
- appropriate network interface design for high performance [161], and,
- exploitation of concurrency and parallelism within the commanication subsystem [152].

We discuss each of these techniques and their compatibility with, and implications for, QoS-sensitive communication subsystem design.

### 2.4.1 Performance optimizations for efficient data transfer

A wide variety of performance optimizations have been applied to communication subsystems. The most significant of these are briefly described below.
Buffer management for data copy elimination: Elimination of unnecessary data copying via appropriate buffer management has been the focus of numerous research efforts in recent years. Proposals to achieve high-bandwidth data transfer across protection domains (e.g., between the kernel and an application) include restricted virtual memory remapping [175], container shipping [147], and Fbufs [54]. Support for in-kernel device-to-device data transfers for multimedia applications is described in [60,93]. An extensive taxonomy of the software and hardware tradeoffs involved in data passing and performance comparison of different buffering semantics is provided in [25], and two copy avoidance techniques evaluated in [27]. Network adapter support for checksummed, multiple-packet communication in an ATM network is explored in [26].
Protocol stack optimization: A number of research efforts have focused on the optimization of protocol stack execution latency. These include protocol-specific optimizations for TCP [40] and UDP [146], improving data touching overheads of checksumming for UDP /IP stacks [97], and exploring the non-data touching processing and related operating system overheads in TCP/IP stacks [96]. A detailed study of factors affecting end-to-end communication latency in LAN environments is described in [170]. ILP, first proposed in [41] and subsequently implemented and evaluated in [1], reduces the number of accesses to network data by effectively collapsing protocol layers and executing them in an integration fashion for each data word accessed. Several recent efforts have also focused on optimizing the protocol processing latency in TCP/IP protocol stacks [16, 129, 176].
User-level protocol processing: Several research efforts have focused on increasing communication subsystem throughput via user-level handling of network data [57,112, 167]. In
addition to data copy minimization compared to a server-based implementation, user-level protocol processing offers significant flexibility in developing and debugging communication protocols. With appropriate support in the network interface and the operating system, it is possible to grant applications full access to the network interface, thereby bypassing the operating system completely $[28,55]$.
Application-specific networking: Recently there has been much interest in OS extension technologies, in which trusted application code is installed for execution within the OS. This allows operating systems to be customized or "extended" to implement application-specific policies. Plexus [64] and application-specific handlers in the Aegis kernel [180] are two examples of approaches to realize application-specific networking via OS extensions.
Packet classification: Packet filters provide general and flexible classification (i.e., demultiplexing) of incoming packets to application end-points, at the lowest layer of the protocol stack. They were first proposed primarily to enable user-level network capture for developing new protocols without kernel modifications [127], but are increasingly being utilized for realizing protocols such as UDP and TCP as user-level libraries. Successive implementations of packet filters have reduced classification overhead significantly, e.g., BPF [114], MPF [186], and PATHFINDER [11]. While all of these filter designs perform classification via interpretation, more recently dynamic code generation techniques have been applied to realize very efficient packet filters, as in DPF [59]. Packet filters are necessary for packet classification in connectionless networks, such as the IPv4-based Internet. Further, they may also be needed in native ATM networks that aggregate multiple end-to-end connections over virtual circuits [11].
Receive livelock elimination: Besides optimizing the receive data path through the communication subsystem, efforts have also been made to address another key problem associated with data reception, namely, receive livelock [151]. Receive livelock has been addressed at length in [125] via a combination of techniques (such as limiting interrupt arrival rates, fair polling, processing packets to completion, and regulating CPU usage for protocol processing) to avoid receive livelock and maintain system throughput near the maximum system input capacity under high load. Lazy receiver processing (LRP) [53], while not completely eliminating it, significantly reduces the likelihood of receive livelock even under high input load. In LRP, an incoming packet is classified and enqueued, but not processed, until the application receives the data. We have studied adapter support for
receive livelock elimination using the END [81].
"Paths" through the communication subsystem: The Path abstraction realized in the Open Software Foundation's CORDS framework [172] provides a rich framework for development of real-time communication services for distributed applications. Using this abstraction, unique paths can be defined through the communication subsystem, and pathspecific allocation performed for resources such as packet buffers, input packet queues, and input shepherd threads. Similarly, the Scout operating system from the University of Arizona proposes the use of explicit paths as an important abstraction in operating system design to improve performance [128]. However, while paths in [172] are envisioned primarily as a static, relatively coarse-grain mechanism, paths in [128] are not associated with communication resources and assigned deadlines or priorities via admission control.

## Implications for QoS-sensitive protocol processing

With the exception of paths, most of the optimizations and design strategies described above are geared primarily towards traditional best-effort traffic with the primary goal of increasing data transfer throughput or reducing latency. As such these efforts are complementary to our work, which focuses on provision of QoS guarantees for communication. Moreover, these optimizations continue to be applicable in our proposed QoS-sensitive architecture as well as the enhancements made to TCP/IP stacks for integrated services. In constrast, we examine the overheads imposed by new data-handling components in the protocol stack. We adapt and extend the notion of paths in $[128,172]$ to obtain QoS guarantees and communication resources via admission control, and perform fine-grain path-based resource management to maintain QoS guarantees.

While packet filters were designed primarily to classify incoming packets, they can also be used to classify outgoing traffic at network routers. However, traffic classification for provision of QoS guarantees imposes additional requirements on the classification function, and as such may require more elaborate functionality [178]. Regarding receive livelock elimination, while approaches such as LRP work well for best-effort traffic, appropriate OS support is needed to ensure the application is scheduled to run in a QoS-sensitive fashion. Moreover, architectural support similar to that presented in this dissertation is needed to multiplex resources across multiple connections originating from the same application.

### 2.4.2 Network Interface Design

With network bandwidth increasing faster than processor and memory bandwidth, efficient hardware support may be provided for low-level communication protocols, thus relieving the burden on the communication subsystem software. By migrating frequent and timeconsuming communication functions into hardware, the available network bandwidth can be utilized effectively. Since the network adapter defines the communication primitives available to the communication software, flexible support for network I/O necessitates a careful division of functionality between the adapter and the host processor [89, 164]. Network adapters either facilitate flexibility in supporting different protocols through simple designs $[46,103,120]$, or restrict flexibility, and hence improve performance, by supporting specific communication protocols and resource management strategies [37,90].

In general, the overhead of host-adapter interaction and unnecessary data movement across the system bus can limit the amount of useful concurrency between the software and hardware portions of the protocol stack, thus affecting communication subsystem performance. The design of high-speed network adapters, their performance characteristics, and implications for protocol stacks in uniprocessor workstation environments has received significant attention recently, for FDDI [151] as well as ATM [48, 173] networks.
Uniprocessor front-ends and network adapters: With dedicated network front-ends, the network adapter operates under control of a front-end communication processor which handles all communication-related functions including network interrupts. Data exchange between the host and the communication processor is performed either by explicit data copying or through shared memory. Not only does this permit special tuning of the functionality desired and significantly reduce the number of interrupts delivered to the host, it also permits exploitation of available concurrency through pipelining of the transmission and reception datapaths [90].

More importantly, it permits management of the communication subsystem by a separate executive designed for communication-related operations, such as the $x$-kernel [76]. The VMP NAB [90] and Nectar CAB [120] are two examples of this functional partitioning. For example, the Nectar CAB [10,120] off-loads all protocol processing functions from the host processor, freeing it from adapter handshake overheads and permitting greater overlap between useful computation and communication processing.

Multiprocessor front-ends: Multiprocessor front-ends may be designed using specialpurpose or general-purpose hardware. Special-purpose designs facilitate efficient interaction with the host and the network interface unit $[82,83]$, while general-purpose designs must explicitly coordinate accesses to these interfaces [14,138,182]. More processing power in the front-end can improve the quality of service provided to the applications, by reducing queuing delays within the communication subsystem.

Network interfaces for multicomputers: Network interface design for multicomputer environments presents unique opportunities and cost-performance tradeoffs. In dedicated multicomputers, network interface designs are typically tightly coupled with the processor, and as such can exploit attributes of such a tight coupling. For example, the Hamlyn [30] network interface performs sender-controlled data transfer, in which the sender controls the memory location at the receiver where data will be deposited. Similarly, the network interface for the SHRIMP multicomputer [18] realizes direct writes to remote memory via virtual memory mapped communication [56]. This requires specialized network interface hardware that maintains virtual to physical addressing mappings.

## Implications for QoS-sensitive transmission/reception

Neither of these approaches are feasible for QoS-sensitive communication between workstationtype clients and servers across WANs. For example, unlike these approaches, clients and servers do not trust one another. Moreover, the operating system cannot be bypassed; instead, it must explicitly validate remote accesses and, at the very minimum, schedule packet transmissions and receptions. Further, all application data must be processed using appropriate protocols, thus necessitating CPU involvement during data transfer.

Most of the network adapter design tradeoffs highlighted above have been explored primarily in the context of best-effort network traffic. That is, while these design optimizations improve data transfer throughput, no explicit guarantees are given; furthermore, improvements in throughput may be obtained at the expense of low, predictable latency. For example, FIFO queueing in the network adapter allows successive packet transmissions to be pipelined, thereby improving throughput; however, it exacerbates packet transmission latency while making it more unpredictable. Appropriate queueing and scheduling support is needed on network interfaces to support QoS-sensitive traffic. We have studied the implications of network adapter characteristics for real-time communication on a Fibre

Channel adapter manufactured by Ancor Communications [77]. As highlighted in Chapter 4, QoS-sensitive handling of network data also requires appropriate support on network adapters.

### 2.4.3 Parallel Protocol Implementations

While we do not consider multiprocessor hosts or parallelized communication subsystems in this dissertation, it is important to understand the issues and tradeoffs in exploiting and managing communication parallelism. Multiprocessor hosts are increasingly be adopted as workstations or servers. Accordingly, our design for a QoS-sensitive communication subsystem should, at the very least, permit extension to multiprocessor hosts. Moreover. we have derived the basic structure for the architecture described in Chapter 3 from the proposed architectural approaches to manage communication parallelism, as outlined below.

With the advent of high-speed networks, uniprocessor protocol implementations (on the host or the network interface) are often unable to keep up with, or fully utilize, the network [83], resulting in performance bottlenecks within the communication subsystem. This performance degradation is all the more pronounced for multiprocessor hosts due to a higher rate of message generation and consumption. The pursuit of application-level gigabits-per-second has prompted recent efforts to develop faster communication subsystems through the exploitation of parallelism.

In general, communication subsystems employ one or more processes (or threads) to implement a protocol graph [76]. Depending upon the allocation of work to these processes. communication subsystems can be classified into horizontal or vertical process architectures [152]. In horizontal architectures [182], each process implements a specific layer of a protocol graph; at most two processes can be assigned to each layer, one each for transmission and reception. In vertical process architectures $[14,76,83]$, on the other hand, processes are assigned to active entities such as connections or messages and each process implements one path through the protocol graph. This approach significantly reduces context switches and message buffering that are unavoidable in horizontal process architectures.
Grains of parallelism: Several grains of parallelism can be exploited within both these approaches [152]. These grains roughly correspond to the mapping between the process architecture and the available processing resources. Finer grains of parallelism can be exploited for vertical process architectures. A relatively coarse-grain technique, connectional
parallelism, associates a processor with each active connection. All messages belonging to a connection are handled by the associated processor. Relatively fine-grain techniques include message parallelism and packet parallelism. With message parallelism a processor is associated with each message generated or consumed at the host.

Packet parallelism, on the other hand, associates a processor with each arriving or departing packet [83]. Various combinations of these approaches are also possible. Fine-grain techniques provide more scalable parallelism and hence potentially greater performance gains. In practice, though, synchronization constraints, resource contention, and load balancing requirements limit the speedups, and hence the message throughputs, observed. Overheads of managing parallelism: The techniques used in [14] to parallelize $x$ kernel [76, 141] and the protocols, including the locking mechanisms used and dedication of special $x$-kernel functions to specific processors, suggest that special synchronization paradigms and processor allocation mechanisms are needed to manage communication parallelism effectively. Synchronization and contention overheads may seriously limit the amount of parallelism that can be exploited effectively in practice. As shown in [14], parallel implementations of contemporary transport layer protocols like TCP are synchronization-limited because these protocols retain a significant amount of connection state that must be maintained consistently. In comparison, the results obtained for UDP show higher speedups since UDP maintains significantly less state than TCP.

This limitation is in part due to the fact that protocols such as TCP were not designed with parallel implementations in mind. Large connection state and the requirement of in-order delivery of packets to applications are two examples of features that limit performance in parallel implementations. Increased parallelism is likely to be a feature of the next generation of communication protocols $[150,191]$. Recent results have shown that connectional parallelism delivers comparatively more scalable performance than message parallelism [134, 153, 154].
Protocol processing in SMMPs: Similar problems arise when implementing protocol processing in shared-memory multiprocessors (SMMPs), where the approaches adopted essentially lie on two extremes. In one approach, each processor executing a process also performs protocol processing for messages transmitted by that process [169]. In this model, protocol processing is treated as work strictly local to each processor, resulting in an implicit sharing between the computation and communication subsystems. An alternative approach
treats protocol processing as global work that can be scheduled uniformly on any available processor $[67,99]$; this results in explicit sharing between the two subsystems.

## Implications for QoS-sensitive protocol processing

These approaches to exploiting communication parallelism may not suffice for QoS-sensitive protocol processing since they introduce unpredictability in the availability and allocation of processing resources, and complicate global coordination for network access. A process-per-message model seems unsuitable for QoS-sensitive protocol processing. Assuming that each message's shepherd process is independently scheduled on the protocol processors, simultaneous processing of multiple messages from the same connection would lead to out-oforder consumption of protocol processing and transmission bandwidth. Further, shepherd processes handling messages belonging to the same connection must now synchronize to maintain consistent connection state.

With potentially several connections mapped to the same processor, it becomes more expensive to coordinate handling of messages on a connection and between connections. Accordingly, the process-per-connection model, with appropriate extensions, seems the most suitable candidate for QoS-sensitive protocol processing. We have proposed an architecture for QoS-sensitive protocol processing on SMMPs that maps and schedules protocol processing for different guaranteed-QoS connections on a dedicated set of protocol processors [119], with each connection handler mapped to exactly one processor. Our approach of statically partitioning the processing resources is similar to multiprocessor front-ends [138], except that a set of processors within the host are dedicated for protocol processing and communication-related functions, as in [14]. Accordingly, the architecture described in Chapter 3 is based on the process-per-connection model of protocol processing.

### 2.5 QoS-Sensitive Communication and Computation

The preceding section focused on techniques that improve the average performance of communication subsystems, and hence the application-level throughput and latency realized. However, these techniques do not attempt to perform QoS-sensitive data handling. In this section we survey related work in QoS-sensitive communication and computation, and compare and contrast it with the contributions made by this dissertation.

A number of approaches are being explored to realize QoS-sensitive communication and computation in the context of distributed multimedia systems. An extensive survey of QoS architectures is provided in [32], which provides a comprehensive view of the state of the art in the provisioning of end-to-end QoS. In the discussion below, we highlight a subset of these approaches, focusing on enhancements and the associated implications for end hosts. We first discuss approaches to QoS negotiation and adaptation, then highlight communication architectures for QoS, followed by related work in multimedia and real-time operating systems.

### 2.5.1 Dynamic QoS Negotiation and Adaptation

Since a broad class of multimedia applications are soft real-time in nature, i.e., can tolerate limited fluctuations in the delivered QoS, several research efforts have explored the issues involved in supporting QoS negotiation and adaptation functions at end hosts. The AQUA system [104] is one such effort which has developed QoS negotiation and adaptation support for allocation of CPU and network resources. Similarly, a QoS adaptive transport system is described in [33] that incorporates a QoS-aware API and mechanisms to assist applications to adapt to fluctuations in the delivered network QoS. A scheme for adaptive rate-controlled scheduling is presented in [184].

A dynamic QoS control scheme using optimistic processor reservation and application feedback is described in [135]. This system, which is implemented in RT-Mach [171], reserves processing capacity based on average processing usage of applications and provides notifications to applications to adjust QoS levels. QoS negotiation and adaptation support has also been developed for real-time applications [2], which provides support for specification of QoS compromises and supports graceful QoS degradation under overload or failure conditions.

The negative effects of the scheduling variability introduced by the UNIX operating system on audio playback is highlighted in [102]. Application-level support to adapt to such QoS variations and its realization in a real-time audio tool is also described.

While we do not consider dynamic QoS negotiation and adaptation in this dissertation, most of the architectural mechanisms and enhancements can be utilized for such scenarios. For example, the architectures proposed in Chapters 3 and 7 provide mechanisms to enforce application traffic contracts and generate notifications in response to which applications
can adapt. Future incarnations of the guaranteed-QoS service described in Chapter 5 will include support for dynamic QoS negotiation.

### 2.5.2 Communication Architectures for QoS

Architectural support for QoS in communication includes network and protocol support for signaling and data transfer, appropriate $\mathbf{Q o S}$ architectures for host communication subsystems, run-time support to manage QoS-sensitive traffic, and appropriate design of network adapters. Related work in each of these areas is described below.

Network and protocol support for QoS: The DASH project [4,5] explored provision of performance guarantees for unicast sessions in IP networks. It argued that bounded processing delays and overheads within the communication subsystem can be achieved through appropriate priority-based scheduling [6]. The Tenet real-time protocol suite [12] is one of the first implementations of real-time channels [63] on wide-area networks (WANs), and supports both deterministic and statistical service guarantees. In addition to providing protocol support for end-to-end signalling, support is provided for QoS-sensitive packet scheduling at hosts and routers via Rate-Controlled Static-Priority Queueing [187].

However, the Tenet project does not consider incorporation of protocol processing overheads into the network-level resource management policies. In particular, it has not addressed the problem of QoS-sensitive protocol processing inside hosts. Further, they do not consider incorporation of implementation constraints and overheads, and simultaneous management of CPU and link bandwidth for transmission and reception. While they also develop architectural enhancements for a sockets based communication subsystem, the protocol suite adopted does not conform to IETF standards for integrated services. Moreover, they do not provide support for network interfaces with widely differing capabilities.

In the context of integrated services on the Internet, much support being provided on the Internet is geared towards multicast communication, in contrast with our primary focus on unicast real-time channels. We note that the architectural approach, mechanisms, and extensions developed in this dissertation are applicable to unicast as well as multicast sessions, for both sender-initiated and receiver-initiated signalling.
QoS architectures: The OMEGA [132] end point architecture provides support for end-to-end QoS guarantees. In this architecture, application QoS requirements are translated to network $\operatorname{QoS}$ requirements by the QoS Broker [131], which negotiates for the necessary
host and network resources. The OMEGA approach assumes appropriate support from the operating system for QoS-sensitive application execution, and the network subsystem for provision of transport-to-transport layer guarantees. The primary focus of OMEGA is development of an integrated framework for the specification and translation of application QoS requirements and allocation of the necessary resources.

QoS-A [34] is a layered architecture focusing on provision of QoS within the communication subsystem and the network. It provides features such as end-to-end admission control, resource reservation, QoS translation between layers, and QoS monitoring and maintenance. QoS-A specifies a functionally rich and general architecture supporting networked multimedia applications. Practical realization of QoS-A, however, would necessitate architectural mechanisms and extensions similar in flavor to the ones demonstrated in this dissertation.

We have designed and implemented an RSVP-based QoS architecture supporting integrated services in TCP/IP protocol stacks, running on legacy (e.g., Token Ring and Ethernet) LAN interfaces as well as high-speed ATM networks [13], as described in Chapter 7. A native-mode ATM transport layer has been designed and implemented in [3], and enhanced with QoS support for a user space implementation [75]. Similar to our RSVP-based QoS architecture, traffic policing and shaping is performed while copying application data into kernel buffers; the application is blocked if it is violating its traffic specification. However, our design is applicable to general TCP/IP protocol stacks, including legacy LAN and ATM interfaces. Further, whether shaping is performed on traffic associated with a reservation is determined from the service class that reservation belongs to.
Support for QoS-sensitive communication: The design of a QoS-controlled communications system for ATM networks is described in [43]. However, implementation overheads and constraints are not incorporated in the resource management policies. Moreover, no performance impact of supporting QoS in communication is reported.

Real-time upcalls (RTUs) [68] are a mechanism to schedule protocol processing for networked multimedia applications via event-based upcalls [38]. Protocol processing activities are scheduled via an extended version of the rate monotonic (RM) scheduling policy [111]. Similar to our approach, delayed preemption adopted to reduce the number of context switches. Our approach differs from RTUs in that we use thread-based execution model for protocol processing, schedule threads via a modified earliest-deadline-first (EDF) policy [111], and extend resource management policies within the communication subsystem
to account for a number of implementation overheads and constraints.
Similar to our approach, rate-based flow control of multimedia streams via kernel-based communication threads is also proposed in [185]. In contrast to our notion of per-connection threads, however, a coarser notion of per-process kernel threads is adopted. This scheme is clearly not suitable for an application with multiple QoS connections, each with different QoS requirements and traffic characteristics. Mechanisms for scheduling multiple communication threads, and the issues involved in reception side processing, are not considered. More importantly, the architecture outlined in [185] does not consider provision of signaling and resource management services within the communication subsystem.

Communication support for efficient messaging in distributed real-time environments is provided in FLIPC [15]. FLIPC exploits programmable communication controllers to realize low latency message transfer. Similar to our approach, arriving messages are not processed in interrupt context, but processed by a thread that is in turn scheduled for execution. However, FLIPC does not provide any explicit QoS guarantees on the end-to-end message delivery. The CORDS path abstraction [172], which is similar to Scout paths [128], provides a rich framework for development of real-time communication services for distributed applications, as demonstrated with the guaranteed-QoS communication service in Chapter 5.

As mentioned earlier, while LRP [53] works well for receive-livelock elimination for besteffort traffic, the architectural approach outlined in this dissertation is needed to extend it to accommodate QoS -sensitive traffic. Similar to LRP, our approach also utilizes early demultiplexing and channel-specific queueing of incoming packets. However, packet processing and message reassembly is performed in a QoS-sensitive fashion via EDF scheduling of channel handlers, as and when communication capacity is made available. Demultiplexing incoming packets early and absorbing bursts in distinct per-connection queues is an attractive way to prevent receive livelock, an observation also made in the context of paths in Scout [128]. Our architectural approach facilitates provision of QoS guarantees while preventing receive livelock.
Network adapter design: The MNI [17] is a network interface unit designed specifically for continuous media applications. It supports functions for full end-to-end multimedia communication in addition to protocol processing, and is capable of moving data directly between I/O devices and the network via device-to-device communication. The Credit Net ATM network interface [101] provides appropriate buffer management and flow scheduling
support suitable for connections engaged in guaranteed-QoS communication.
We have examined the impact of adapter characteristics on the ability to support realtime communication effectively [77], and have explored QoS support on network adapters for point-to-point and shared networks [80]. We have designed SPIDER [51], an adapter supporting real-time communication in point-to-point networks. Other adapter features that facilitate provision of QoS guarantees include allowing the communication software to exercise fine-grain control over packet transmissions, and the ability to efficiently examine packet headers and selectively discard packets, if needed, on reception.

### 2.5.3 Multimedia/Real-Time Operating Systems

A number of commercial and research efforts have focused on the development of multimedia and real-time operating systems, as described below.

Commercial and research operating systems: Govindan and Anderson [70] first proposed scheduling and IPC mechanisms for operating systems supporting continuous media. Key abstractions proposed and implemented were a split-level scheduling architecture featuring an EDF [111] kernel scheduler and an application-level scheduler for efficient realtime scheduling. The application-level and kernel-level schedulers communication with each other via shared memory.

Support for continuous media in the Chorus microkernel is described in [42] which utilizes the IPC and scheduling techniques proposed in [70]. Nemesis [109] is a multimedia operating system design from scratch. While many aspects of operating system design have been considered, not much attention has been given to $\mathbf{Q o S}$ issues in communication subsystem design. The Rialto operating system [87,88] combines minimum-laxity and fair scheduling policies to realize integrated scheduling of real-time and non real-time processes. The primary unit of execution in Rialto is an activity, which is a time-constrained section of code which can adapt to overload conditions. The focus of Rialto is primarily on QoS-sensitive application scheduling, and issues in QoS-sensitive communication subsystem design are not considered.

Real-Time Mach (RT-Mach) [171] provides processor capacity reserves [123], a mechanism to allow applications to reserve processing capacity for execution of its threads. Reserves are independent of application threads and can account for execution of a thread in multiple protection domains. While capacity reserves are useful for applications with a pri-
ori knowledge resource requirements, they are also useful in environments requiring dynamic QoS control [106]. Virtual memory management for interactive multimedia applications has also been realized in RT-Mach [136].

Modifying an existing operating system to support multimedia and real-time applications is typically a major undertaking and prone to subtle timing issues. Commercial operating systems such as Solaris have been enhanced with some support for real-time applications, such as fixed priorities and priority inheritance [99]. However, such mechanisms have been found to be insufficient in a dynamic execution environment [104]. Extensions to Windows NT to support dynamic real-time applications are described in [162]. Support for real-time processes, admission control, and detecting and managing overrun is provided. However, as stated by the authors, they have not yet accounted for implementation overheads and constraints. Moreover, the issues and tradeoffs involved in realizing QoS-sensitive communication subsystems are not considered.

Modeling of multimedia/real-time operating systems: A number of recent efforts have attempted to bridge the gap between theory and practice for real-time systems and multimedia computing $[29,69,95,98]$. The admission control extensions developed in Chapter 4 are geared towards the real-time communication needs of distributed systems, and hence complement these efforts. The implications of priority inversion due to non-preemptible critical sections was studied in [121]; however, preemption costs such as context switches and cache misses, and the resulting degradation in useful resource capacity, were not considered. We take these costs into account when developing the admission control extensions described in Chapter 4.
OS support for QoS-sensitive communication: The need for scheduling protocol processing at priority levels consistent with those of the communicating application was highlighted in [6], and some implementation strategies demonstrated in [70]. More recently, processor capacity reserves in RT-Mach [123] have been combined with user-level protocol processing [112] for predictable protocol processing inside hosts [107]. Operating system support for multimedia communication is explored in [73], where the focus is on provision of preemption points and EDF scheduling in the kernel, and in [177], which also focuses on the scheduling architecture.

None of these approachees provide support for traffic enforcement or decoupling of protocol processing priority from application priority. Our design approach decouples the
protocol processing priority from that of the application, allowing the former to be derived from the traffic characteristics and run-time behavior of the application.
QoS-sensitive CPU scheduling: Recently several QoS-sensitive CPU scheduling policies have been proposed recently $[66,71,165,179]$. Scheduling algorithms for integrated scheduling of multimedia soft real-time computation and traditional hard real-time tasks on a multiprocessor multimedia server are proposed and evaluated in [94]. These schemes do not directly consider support for QoS guarantees on communication-related CPU processing; however, the architecture and extensions described in this dissertation can be integrated with these policies for application-level QoS, as outlined in Chapter 8.

## CHAPTER 3

## A QOS-SENSITIVE COMMUNICATION SUBSYSTEM

### 3.1 Introduction

In this chapter, we propose and evaluate a QoS-sensitive communication subsystem architecture for guaranteed-QoS connections. Our primary focus is on the architectural mechanisms for run-time traffic management within the communication subsystem to satisfy the $\mathbf{Q o S}$ requirements of all connections, without undue degradation in the performance of best-effort traffic. While the proposed architecture is applicable to other proposals for guaranteedQoS connections [8,188], we focus on real-time channels, a paradigm for guaranteed-QoS communication services in packet-switched networks [63,92].

Consider the problem of servicing several guaranteed-QoS and best-effort connections engaged in network input/output at a host. The data to be transmitted over each connection resides either in an input device (such as a frame-grabber) or in host memory; the computation subsystem prepares outgoing data in a QoS-sensitive fashion before handing it to the communication subsystem. Each guaranteed-QoS connection has traffic-flow semantics of unidirectional data flow, in-order message delivery, and unreliable data transfer. That is, on each channel, data is transferred from the source to the destination, successive messages on a channel are delivered in the order they were generated, and data that suffers loss of QoS guarantees within the network is unasable and hence not retransmitted. Generally speaking, these connection semantics are applicable to a large class of multimedia and real-time command/control applications. Best-effort traffic (i.e., traffic with no QoS guarantees) does not require in-order delivery, but may require retransmissions to ensure loss-free data transfer.

Protocol processing for large data transfers, common in multimedia applications, can be quite expensive. Resource management policies geared towards statistical fairness and/or time-sharing can introduce excessive interference between different connections, thus degrading the delivered QoS on individual connections. Since the local delay bound at a node may be fairly tight, the unpredictability and excessive delays due to interference between different connections may even result in QoS violations. This performance degradation can be eliminated by designing the communication subsystem to provide: (i) maintenance of QoS guarantees, (ii) overload protection via per-connection traffic enforcement, and (iii) fairness to best-effort traffic. These requirements together ensure that per-connection QoS guarantees are maintained as the number of connections or per-connection traffic load increases.

The proposed architecture features a process-per-channel model for protocol processing on each channel, coordinated by a unique channel handler created on successful establishment of the channel. While the service within a channel is FIFO, QoS guarantees on multiple channels are provided via appropriate CPU scheduling of channel handlers and link scheduling of packet transmissions. Traffic isolation between channels is facilitated via per-channel traffic enforcement and interaction between the CPU and link schedulers. Channels violating their traffic specification are prevented from consuming processing and link capacity either by blocking the execution or lowering the priority of the corresponding handlers relative to the well-behaved channels. Protocol processing can be work-conserving or non-work-conserving, with best-effort traffic given processing and transmission priority over "work ahead" real-time traffic. The architectural framework adopted utilizes an abstraction of the underlying communication subsystem in terms of various processing costs, overheads, and policies, which are used for admission control [116] and run-time resource management.

We have developed a prototype implementation of the proposed architecture using a communication executive derived from $x$-kernel 3.1 [76] that exercises complete control over a Motorola 68040 CPU. This configuration avoids any interference from computation or other operating system activities on the host, allowing us to focus on the communication subsystem. We evaluate the proposed architecture under varying degrees of traffic load, and demonstrate the efficacy with which it maintains QoS guarantees on real-time channels and provides fair performance for best-effort traffic, even in the presence of ill-behaved real-time
channels.
While the proposed architecture is designed to handle both incoming and outgoing traffic, this paper focuses primarily on run-time communication resource management for outgoing traffic. The issues involved in QoS-sensitive handling of incoming traffic and the associated admission control extensions are presented in Chapter 4. Based on the proposed architecture and admission control extensions, we have designed, implemented, and evaluated a full-fledged guaranteed-QoS communication service on Open Software Foundation's MK 7.2/CORDS framework, as described in Chapter 5.

For end-to-end guarantees, resource management within the communication subsystem must be integrated with that for applications. The architecture proposed and analyzed in this chapter is directly applicable if a portion of the host processing capacity can be reserved for communication-related activities [107,123]. The proposed architectural extensions can be realized as a server with appropriate capacity reserves and/or execution priority. Our prototype implementation is indeed such a server executing in a standalone configuration. More importantly, our approach decouples protocol processing priority from that of the application. We believe that the protocol processing priority of a connection must be derived from the QoS requirements, traffic characteristics, and run-time communication behavior of the application on that connection.

We note that the proposed architecture and the admission control extensions described in Chapter 4 are also applicable to application-level framing [41] and user-level protocol processing architectures explored in recent efforts [55, 112, 167] to improve data transfer throughput in high-speed networks. In our design approach we have not made any specific assumptions about the location of the protocol stack, which could reside in the kernel or in user space. Architectural features such as CPU scheduling of channel handlers and cooperative preemption can be utilized irrespective of the address space and protection domain. With user-level protocol processing, however, allocation of communication resources is coupled directly with allocation of computation resources, and as such the admission control and run-time resource management must be more comprehensive. Regardless of the location of the protocol stack, realization of QoS guarantees in practice necessitates architectural mechanisms and admission control extensions similar in nature to the ones considered in this and the next chapter, respectively. The issues and mechanisms for integrating the proposed architecture with QoS-sensitive application scheduling and/or processor capacity
reserves are discussed in Chapter 8.
The architectural framework and methodology we have adopted can be applied to other host platforms and networking technologies. Since provision of QoS guarantees is platformspecific, specific instances of this architecture depend on the CPU and network capacities of a platform. Implementing this architecture requires that the host communication subsystem be parameterized accurately to capture overheads and processing costs that comprise the abstraction of the underlying communication subsystem. The admission control extensions and run-time management support can then be re-targeted for a given host platform and/or networking technology. Chapter 6 addresses the issues of portability and accurate parameterization of QoS-sensitive communication subsystems. While we have implemented the architecture on an $x$-kernel platform, the architecture and the implementation do not utilize any features specific to this platform. The underlying resource management policies can be supported on any operating system platform.

The remainder of this chapter is organized as follows. We first discuss the architectural requirements for guaranteed-QoS communication and provides a brief description of realtime channels. Next we present a QoS-sensitive communication subsystem architecture realizing these requirements followed by a description of our prototype implementation of this architecture. We then present results demonstrating the efficacy of the proposed architecture via an experimental evaluation of the implementation. Finally, we conclude the chapter after summarizing the key contributions and highlighting some directions for future work.

### 3.2 Architectural Requirements for Guaranteed-QoS Communication

For guaranteed-QoS communication, we consider unidirectional data transfer, from source to sink via intermediate nodes, with data being delivered at the sink in the order in which it is generated at the source. Corrupted, delayed, or lost data is of little value; with a continuous flow of time-sensitive data, there is insufficient time for error recovery. Thus, we consider data transfer with unreliable-datagram semantics with no acknowledgements and retransmissions. To provide per-connection QoS guarantees, host communication resources must be managed in a QoS-sensitive fashion, i.e., according to the relative importance of
the connections requesting service. Host communication resources include CPU bandwidth for protocol processing, link bandwidth for packet transmissions and reception, and buffer space.

A QoS-sensitive communication subsystem must provide services for the two related aspects of guaranteed-QoS communication [8], namely, traffic specification and resource management. Figure 3.1 illustrates a generic software architecture for guaranteed-QoS communication services at the host. The components constituting this architecture are briefly discussed below.

Application programming interface (API): The API must export routines that can be used to specify traffic and QoS requirements, set up and teardown guaranteed-QoS connections, and perform data transfer on these connections.
Signalling and admission control: A signalling protocol is required to establish/tear down guaranteed-QoS connections across the communicating hosts, possibly via multiple network nodes. The communication subsystem must keep track of communication resources, perform admission control on new connection requests, and establish connection state to store connection specific information.

Network data transport: Protocols are needed for unidirectional (reliable and unreliable) data transfers, including fragmentation (reassembly) of application data into (from) smaller units (packets) for network transmission (reception).
Traffic enforcement: Traffic enforcement forces an application to conform to its traffic specification and provide overload protection between established connections. This is required at the session level, and may be required at the link level depending on the nature of the traffic violation; link level traffic enforcement may be required at receiving hosts.
Link access scheduling and link abstraction: Link bandwidth must be managed such that all active connections receive their promised QoS. This necessitates abstracting the link in terms of transmission delay and bandwidth, and scheduling all outgoing packets for network access. The minimum requirement for provision of QoS guarantees is that packet transmission time on the link be bounded and predictable.

Assuming support for signalling, our primary focus in this chapter is on the components involved in data transfer, namely, traffic enforcement, protocol processing and link transmission. In particular, we study architectural mechanisms for structuring host communication software to provide QoS guarantees. Issues in admission control are dealt with


Figure 3.1: Desired overall software architecture.
in Chapter 4.

### 3.2.1 Software Structure for QoS-Sensitive Data Transport

In Figure 3.2, an application presents the API with data (messages) to be transported on a guaranteed-QoS connection. The API must allocate buffers for this data and queue it appropriately. Data that is conformant (as per the traffic specification) is forwarded for protocol processing and transmission.

Maintenance of per-connection QoS guarantees: Protocol processing involves, at the very least, fragmentation of application messages, including transport and network layer encapsulation, into packets with length smaller than a certain maximum (typically the MTU of the attached network). Additional computationally intensive services such as coding, compression, or checksums may also be performed during protocol processing. QoSsensitive allocation of processing bandwidth necessitates multiplexing of the CPU amongst active connections under control of the CPU scheduler, which must provide deadline-based or priority-based policies for scheduling protocol processing on individual connections.

Non-preemptive protocol processing on a connection implies that the CPU can be reallocated to another connection only after processing an entire message, resulting in a coarser temporal grain of multiplexing and making admission control less effective. More importantly, admission control must consider the largest possible message size (maximum number of bytes presented by the application in one request) across all connections, including best-


Figure 3.2: Software structure for QoS-sensitive data transmission.
effort traffic. While maximum message size for guaranteed-QoS connections can be derived from application-level attributes such as frame size for multimedia applications, the same for best-effort traffic may not be known a priori. Accordingly, mechanisms to suspend and resume protocol processing on a connection are needed. Protocol processing on a connection may also need to be suspended if there are no packet buffers available for that connection.

The packets generated via protocol processing cannot be directly transmitted on the link as that would result in FIFO (i.e., QoS-insensitive) consumption of link bandwidth. Instead, they are forwarded to the link scheduler, which must provide QoS-sensitive policies for scheduling packet transmissions. The link scheduler selects a packet and initiates packet transmission on the network adapter. Notification of packet transmission completion is relayed to the link scheduler so that another packet can be transmitted. The link scheduler must signal the CPU scheduler to resume protocol processing on a connection that was suspended earlier due to shortage of packet buffers.

Overload protection via per-connection traffic enforcement: As mentioned earlier, only conformant data is forwarded for protocol processing and transmission. This is necessary since QoS guarantees are based on a connection's traffic specification; a connection violating its traffic specification should not be allowed to consume communication resources over and above those reserved for it. Traffic specification violations on one connection should
not affect QoS guarantees on other connections and the performance delivered to best-effort traffic. Accordingly, the commanication subsystem must police per-connection traffic; in general, each parameter constituting the traffic specification (e.g., rate, burst length) must be policed individually. An important issue is the handling of non-conformant traffic, which could be buffered (shaped) until it is conformant, provided with degraded QoS, treated as best-effort traffic, or dropped altogether. Under certain situations, such as buffer overflows, it may be necessary to block the application until buffer space becomes available, although this may interfere with the timing behavior of the application. The most appropriate policy, therefore, is application-dependent.

Buffering non-conformant traffic till it becomes conformant makes protocol processing non-work-conserving since the CPU idles even when there is work available; the above discussion corresponds to this option. Alternately, protocol processing can be work-conserving, with CPU scheduling mechanisms ensuring QoS-sensitive allocation of CPU bandwidth to connections. Work-conserving protocol processing can potentially improve CPU utilization, since the CPU does not idle when there is work available. While the unused capacity can be utilized to execute other best-effort activities (such as background computations), one can also utilize this CPU bandwidth by processing non-conformant traffic, if any, assuming there is no pending best-effort traffic. This can free up CPU processing capacity for subsequent messages. In the absence of best-effort traffic, work-conserving protocol processing can also improve the average QoS delivered to individual connections, especially if link scheduling is work-conserving.
Fairness to best-effort traffic: Best-effort traffic includes data transported by conventional protocols such as TCP and UDP, and signalling for guaranteed-QoS connections. Best-effort traffic should not be unduly penalized by non-conformant real-time traffic, especially under work-conserving processing.

### 3.2.2 Real-Time Channels: A Model for Guaranteed-QoS Communication

Several models have been proposed for guaranteed-QoS communication in packet-switched networks [8]. While the architectural mechanisms proposed in this paper are applicable to most of the proposed models, we focus on real-time channels [63,92], using the model proposed and analyzed in [92]. A real-time channel is a simplex, fixed-route, virtual con-
nection between a source and destination host, with sequenced messages and associated performance guarantees on message delivery. It therefore conforms to the connection semantics mentioned earlier. A real-time channel can be viewed as a pipe between a data source and a data sink, with unidirectional data flow from the source to the sink.

An application requests a real-time channel by specifying its QoS requirements and traffic characteristics, as outlined in Chapter 1. During admission control, the resources required to satisfy the application's request are computed based on the specified worstcase traffic, and the request accepted if sufficient resources can be reserved for it. A local bound, which determines the worst-case transit delay seen by a packet on this channel plus a certain slack, is assigned to each node. Once the channel is successfully established. the communication subsystem and the network maintain QoS guarantees via appropriate resource management and traffic enforcement policies. When the application requests that the channel be destroyed, all resources allocated for the channel are released by the network and the communication subsystems at the source and destination hosts.
Traffic and QoS Specification: Traffic generation on real-time channels is based on a linear bounded arrival process $[4,44]$ characterized by three parameters: maximum message size ( $M_{\max }$ bytes), maximum message rate ( $R_{\max }$ messages/second), and maximum burst size ( $B_{\max }$ messages). In any interval of length $\delta$, the number of messages generated is bounded by $B_{\text {max }}+\delta \cdot R_{\text {max }}$. Message generation rate is bounded by $R_{\text {max }}$, and its reciprocal, $I_{\text {min }}$, is the minimum inter-generation time between messages. The burst parameter $B_{\text {max }}$ bounds the allowed short-term variation in message generation, and partially determines the buffer space requirement of the real-time channel. The notion of logical arrival time is used to enforce a minimum separation $I_{\min }=\frac{1}{R_{\text {max }}}$ between messages on the same real-time channel. This ensures that a channel does not use more resources than it reserved at the expense of other channels. The logical arrival time, $\ell(m)$, of a message $m$ is defined as:

$$
\begin{aligned}
& \ell\left(m_{0}\right)=t_{0} \\
& \ell\left(m_{i}\right)=\max \left\{\left(\ell\left(m_{i-1}\right)+I_{\min }\right), t_{i}\right\}
\end{aligned}
$$

where $t_{i}$ is the actual generation time of message $m_{i} ; \ell\left(m_{i}\right)$ is the time at which $m_{i}$ would have arrived (generated) if the $\boldsymbol{R}_{\max }$ constraint was strictly obeyed.

The QoS on a real-time channel is specified as the desired deterministic, worst-case bound on the end-to-end delay experienced by a message. ;the delay bound is, therefore,
specified independent of the desired bandwidth. If $\boldsymbol{d}$ is the desired end-to-end delay bound for a channel, message $m_{i}$ generated at the source is guaranteed to be delivered at the sink by time $\ell\left(m_{i}\right)+d$. See [92] for more details.
Resource Management: As with other proposals for guaranteed-QoS communication [8], there are two related aspects to resource management for real-time channels: admission control and (run-time) scheduling. Admission control for real-time channels is provided by Algorithm D_order [92], which uses fixed-priority scheduling for computing the worst-case delay experienced by a channel at a link. When a channel is to be established at a link, the worst-case response time for a message (when the message completes transmission on the link) on this channel is estimated based on non-preemptive fixed-priority scheduling of packet transmissions. The total response time, which is the sum of the response times over all the links on the route of the channel, is checked against the maximum permissible message delay and the channel established only if the latter is greater. A local delay bound is derived from the worse-case response time and the specified end-to-end delay bound. The priority assignment algorithm ensures that the new channel does not affect the QoS promised to existing channels. D_order assumes that the worst-case delay at each link for any channel does not exceed its message inter-arrival time. The total end-to-end delay. however, can exceed the message inter-arrival time of the channel.

Contrary to the approach for admission control, run-time link scheduling is governed by a variation of the multi-class earliest-deadline-first (EDF) policy [111]. The above approach only accounts for management of link bandwidth at the host. As shown in [116], and discussed in the next chapter, it cannot be applied directly to CPU bandwidth management.

### 3.2.3 Performance Related Considerations

To provide deterministic QoS guarantees on communication, all processing costs and overheads involved in managing and using resources must be accounted for. Processing costs include the time required to process and transmit a message, while the overheads include preemption costs such as context switches and cache misses, costs of accessing ordered data structures, and handling of network interrupts. It is important to keep the overheads low and predictable (low variability) so that reasonable worst-case estimates can be obtained.

An important performance metric is scalability, i.e., the number of guaranteed-QoS connections that can be serviced at the host. Resource management policies must maximize
the number of connections accepted for service. In addition to processing costs and implementation overheads, factors that affect admissibility include the relative bandwidths of the CPU and link and any coupling between CPU and link bandwidth allocation. In the next chapter we study the extent to which these factors affect admissibility in the context of real-time channels.

### 3.3 QoS-Sensitive Communication Subsystem Architecture

In the process-per-message model [152], a process or thread shepherds a message through the protocol stack. Besides eliminating extraneous context switches encountered in the process-per-protocol model [152], it also facilitates protocol processing to be scheduled according to a variety of policies, as opposed to the software-interrupt level processing in BSD Unix. However, the process-per-message model introduces additional complexity for supporting per-channel QoS guarantees.

Creating a distinct thread to handle each message makes the number of active threads a function of the number of messages awaiting protocol processing on each channel. Not only does this consume kernel resources (such as process control blocks and kernel stacks), but it also increases scheduling overheads which are typically a function of the number of runnable threads in dynamic scheduling environments. More importantly, with a process-per-message model, it is relatively harder to maintain channel semantics, provide QoS guarantees, and perform per-channel traffic policing. For example, bursts on a channel get translated into "bursts" of processes in the scheduling queues, making it harder to police ill-behaved channels and ensure fairness to best-effort traffic. Further, scheduling overhead becomes unpredictable, making worst-case estimates either overly conservative or impossible to provide.

Since QoS guarantees are specified on a per-channel basis, it suffices to have a single thread coordinate access to resources for all messages on a given channel. We employ a process-per-channel model, which is a QoS-sensitive extension of the process-per-connection model [152]. In the process-per-channel model, protocol processing on each channel is coordinated by a unique channel handler, a lightweight thread created on successful establishment of the channel. With unique per-channel handlers, CPU scheduling overhead is only a function of the number of active channels, those with messages waiting to be transported. Since the number of established channels, and hence the number of active channels,
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Figure 3.3: Proposed communication subsystem architecture.
varies much more slowly compared to the number of messages outstanding on all active channels, CPU scheduling overhead is significantly more predictable. As we discuss later. a process-per-channel model also facilitates per-channel traffic enforcement. Further, since it reduces context switches and scheduling overheads, this model is likely to provide good performance to connection-oriented best-effort traffic.

Figure 3.3 depicts the key components of the proposed architecture at the source (transmitting) and destination (receiving) hosts; only the components involved in data transfer are illustrated. Associated with each channel is a message queue, a FIFO queue of messages to be processed by the channel handler (at the source host) or to be received by the application (at the destination host). Each channel also has associated with it a packet queue, a FIFO queue of packets waiting to be transmitted by the link scheduler (at the source host) or to be reassembled by the channel handler (at the destination host).
Transmission-Side Processing: In Figure 3.3(a), invocation of message transmission transfers control to the API. After traffic enforcement (traffic shaping and deadline assignment), the message is enqueued onto the corresponding channel's message queue for subsequent processing by the channel handler. Based on channel type, the channel handler is assigned to one of three CPU run queues for execution (described in Section 3.3.1). It executes in an infinite loop, dequeueing messages from the message queue and performing


Figure 3.4: Channel state maintained at host.
protocol processing (including fragmentation). The packets thus generated are inserted into the channel packet queue and into one of three (outbound) link packet queues for the corresponding link, based on channel type and traffic generation, to be transmitted by the link scheduler.

Reception-Side Processing: In Figure 3.3(b), a received packet is demultiplexed to the corresponding channel's packet queue, for subsequent processing and reassembly. As in transmission-side processing, channel handlers are assigned to one of three CPU run queues for execution, and execute in an infinite loop, waiting for packets to arrive in the channel packet queue. Packets in the packet queue are processed and transferred to the channel's reassembly queue. Once the last packet of a message arrives, the channel handler completes message reassembly and inserts the message into the corresponding message queue. The application retrieves the message from the message queue by invoking the API's receive routine.

At intermediate nodes, the link scheduler relays arriving packets to the next node along the route. In the following discussion, we focus on transmission-side processing at the sending host. Much of this discussion is also applicable to reception-side processing. The issues involved in QoS-sensitive handling of incoming traffic are discussed in Chapter 4, and implementation of the receive-side architecture considered in Chapter 5.

### 3.3.1 Salient Features

Figure 3.4 illustrates a portion of the state associated with a channel at the host upon successful establishment. In addition to application requirements, channel state includes parameters associated with admission control, data structures associated with buffer man-


Figure 3.5: Execution profile of a channel handler.
agement, and attributes associated with protocol processing. Each channel is assigned a priority relative to other channels, as determined by the admission control procedure. The local delay bound computed during admission control at the host is used to compute deadlines of individual messages. Each handler is associated with a type, and execution deadline or priority, and execution status (runnable, blocked, etc.). In addition, two semaphores are allocated to each channel handler, one to synchronize with message insertions into the channel's message queue (the message queue semaphore), and the other to synchronize with availability of buffer space in the channel's packet queue (the packet queue semaphore).

Channel handlers are broadly classified into two types, best-effort and real-time. A besteffort handler is one that processes messages on a best-effort channel. Real-time handlers are further classified as current real-time and early real-time. A current real-time handler is one that processes on-time messages (obeying the channel's rate specification), while an early real-time handler is one that processes early messages (violating the channel's rate specification).

Figure 3.5 shows the execution profile of a channel handler at the source host. As long as messages are available, the handler executes in an infinite loop processing messages one
at a time. When initialized, it simply waits for messages to process from the message queue. Once a message becomes available, the handler dequeues the message and inherits its deadline. If the message is early, the handler computes the time until the message will become current and suspends execution for that duration. If the message is current, the handler initiates protocol processing of the message. After creating each packet, the handler checks for space in the packet queue (via the packet queue semaphore); it is automatically blocked if space is not available and is woken up when space becomes available subsequently.

The packets created are enqueued onto the channel's packet queue, and if the queue was previously empty, the link packet queues are also updated to reflect that this channel has packets to transmit. That is, only the head packet from the channel's packet queue resides in the ordered link packet queues at any given time. When a packet from this channel completes transmission, another packet is transferred from the channel packet queue to the link packet queues. This design incurs a worst-case packet enqueueing overhead proportional to the number of active channels, instead of the total number of packets outstanding on all active channels. The overhead of managing per-channel packet queues is, therefore, minimal. assuming that the device driver can classify a packet (i.e., identify the corresponding channel packet queue) without any extra overhead. This is true in our architecture since only one packet is kept outstanding on the network adapter. The preemption model employed for handler execution is one of cooperative preemption; the currently-executing handler relinquishes the CPU to a waiting higher-priority handler after processing a block of packets, as explained below.

While the above suffices for non-work-conserving protocol processing, a mechanism is needed to continue handler execution in the case of work-conserving protocol processing. Accordingly, in addition to blocking the handler as before, a channel proxy is created on behalf of the handler. A channel proxy is a thread that simply signals the (blocked) channel handler to resume execution. It competes for CPU access with other channel proxies in the order of logical arrival time, and exits immediately if the handler has already woken up. This mechanism ensures that the handler is made runnable if the channel proxy obtains access to the CPU before the handler becomes current. Note that an early handler must still relinquish the CPU to a waiting handler that is already current.

## Maintenance of QoS guarantees

Per-channel QoS guarantees are provided via appropriate preemptive scheduling of channel handlers and non-preemptive scheduling of packet transmissions. While CPU scheduling can be priority-based (using relative channel priorities), we consider deadline-based scheduling for channel handlers and proxies. Execution deadline of a channel handler is inherited dynamically from the deadline of the message to be processed. Execution deadline of a channel proxy is derived from the logical arrival time of the message to be processed. Channel handlers are assigned to one of two run queues based on their type (best-effort or real-time), while channel proxies (representing early real-time traffic) are assigned to a separate run queue. The relative priority assignment for handler run queues is such that on-time real-time traffic gets the highest protocol processing priority, followed by best-effort traffic and early real-time traffic in that order.

Provision of QoS guarantees necessitates bounded delays in obtaining the CPU for protocol processing. As shown in the next chapter, immediate preemption of an executing lower-priority handler results in significant overheads due to context switches and cache misses; channel admissibility is significantly improved if preemption overheads are amortized over the processing of several packets. The maximum number of packets processed in a block is a system parameter determined via experimentation on a given host architecture. Cooperative preemption provides a reasonable mechanism to bound CPU access delays while improving utilization, especially if all handlers execute within a single (kernel) address space.

Link bandwidth is managed via multi-class non-preemptive EDF scheduling with link packet queues organized similar to CPU run queues. Link scheduling is non-work-conserving to avoid stressing resources at downstream hosts; in general, the link is allowed to "work ahead" in a limited fashion, as determined by the link horizon [92].

## Overload protection

Per-channel traffic enforcement is performed when new messages are inserted into the message queue, and again when packets are inserted into the link packet queues. The perchannel message queue absorbs message bursts on a channel, preventing violations of $B_{\text {max }}$ and $R_{m a x}$ on this channel from interfering with other, well-behaved channels. During deadline assignment, new messages are checked for violations in $M_{\max }$ and $R_{m a x}$. Before insert-
ing each message into the message queue, the inter-message spacing is enforced according to $I_{m i n}$. For violations in $M_{m a x}$, the (logical) inter-arrival time between messages is increased in proportion to the extra packets in the message.

The number of packet buffers available to a channel is determined by the product of the maximum number of packets constituting a message (derived from $M_{m a x}$ ) and the maximum allowable burst length $B_{m a x}$. Under work-conserving processing, it is possible that the packets generated by a handler cannot be accommodated in the channel packet queue because all the packet buffers available to the channel are exhausted. A similar situation could arise in non-work-conserving processing with violations of $M_{m a x}$. Handlers of such violating channels are prevented from consuming excess processing and link capacity, either by blocking their execution or lowering their priority relative to well-behaved channels.

Blocked handlers are subsequently woken up when the link scheduler indicates availability of packet buffers. Blocking handlers in this fashion is also useful in that a slowdown in the service provided to a channel propagates up to the application via the message queue. Once the message queue fills up, the application can be blocked until additional space becomes available. Alternately, messages overflowing the queue can be dropped and the application informed appropriately. Note that while scheduling of handlers and packets provides isolation between traffic on different channels, interaction between the CPU and link schedulers helps police per-channel traffic.

## Fairness to best-effort traffic

Under non-work-conserving processing, early real-time traffic does not consume any resources at the expense of best-effort traffic. With work-conserving processing, best-effort traffic is given processing and transmission priority over early real-time traffic.

### 3.3.2 Accounting for CPU Preemption Delays and Overheads

The admission control procedure (D_order) mast account for CPU preemption overheads, access delays due to cooperative preemption, and other overheads involved in managing resources. For each new channel to be admitted, D_order computes message service time, the worst-case time for which the CPU and link must be allocated to the channel for processing a message, and wait time, the worst-case time spent waiting for a lower-priority handler to relinquish the CPU and link. Accordingly, it must also account for the overlap

| $\mathcal{C}_{s w}$ | time to switch contexts between channel handlers (EDF) |
| :--- | :--- |
| $\mathcal{C}_{c m}$ | penalty due to cache misses resulting from a context switch |
| $\mathcal{C}_{P}^{\text {lst }}$ | CPU processing cost for the first packet |
| $\mathcal{C}_{p}$ | CPU processing cost for packets other than the first packet |
| $\mathcal{C}_{l}$ | per-packet link scheduling cost |
| $\mathcal{P}$ | number of packets processed between preemption points |
| $\mathcal{S}$ | maximum packet size in bytes |
| $\mathcal{C}_{x}(s)$ | packet transmission time for packet size $s$ |

Figure 3.6: Important system parameters in the proposed architecture.
between CPU processing and link transmission, and hence the relative bandwidths of the CPU and link. The deadlines assigned to messages are derived from the worst-case service and wait times computed by D_order. The next chapter presents extensions to D_order to account for the above-mentioned factors.

These extensions are derived in terms of certain system parameters that together comprise the abstraction of the underlying communication subsystem. These system parameters represent the overheads and processing costs of the target implementation platform. Of these parameters, only $\mathcal{P}$ and $\mathcal{S}$ can be explicitly configured up to a certain extent. The other parameters relate to the host CPU and memory architecture, and hence are fixed for a given platform, protocol stack, and operating system. $\mathcal{P}$ determines the granularity at which the CPU is multiplexed between channels, while $\mathcal{S}$ determines the multiplexing granularity of the link; the choice of these parameters therefore determines channel admissibility at the host, as demonstrated in the next chapter. Below we briefly discuss the factors that influence determination of $\mathcal{P}$ and $\mathcal{S}$. We also discuss determination of $\mathcal{L}_{x}$ since we are interested in exploring the relationship between CPU and link bandwidth.
Packets between preemptions: Selection of $\mathcal{P}$ is governed by the architectural characteristics of the host CPU, as captured by the parameters listed in Table 4.1. For a given message (and packet) size, small values of $\mathcal{P}$ imply a higher number of preemptions, increasing the total overhead incurred and reducing the CPU bandwidth available to channel handlers; this in turn reduces channel admissibility. Large values of $\mathcal{P}$, on the other hand, increase the temporal granularity at which the CPU is multiplexed between channel handlers and hence the window of non-preemptibility. This may also reduce the number of
channels admitted for service. For a given host architecture, $\mathcal{P}$ can be selected such that channel admissibility is maximized while delivering reasonable data transfer throughput. Packet size: $\mathcal{S}$ can be selected either using end-to-end transport protocol performance or host/adapter design characteristics. End-to-end protocol performance has been used to determine packet size in IP and IP-over-ATM networks for optimum TCP performance. However, since data transfer on real-time channels is unidirectional and unreliable, end-toend protocol performance may not be the best guide for selection of $\mathcal{S}$. A particular choice for $\mathcal{S}$ determines the number of packets constituting a message, and hence total CPU and link bandwidth required to process and transmit it. In general, the latency and throughput characteristics of the adapter as a function of packet size can be used to pick a packet size that minimizes $\mathcal{L}_{x}$ (see below) while delivering reasonable data transfer throughput. However, the value chosen for $\mathcal{S}$ must be less than the MTU of the attached network. Note that in channels spanning heterogeneous networks, $\mathcal{S}$ can be different at each hop, as long as the cost of additional fragmentation within the network is accounted for when determining end-to-end delays.
Packet transmission time: For a typical network adapter, the transmission time for a packet of size $s, \mathcal{L}_{x}(s)$, depends primarily on the overhead of initiating transmission and the time to transfer the packet to the adapter and on the link. The latter is a function of the packet size and the data transfer bandwidth available between host and adapter memories. The data transfer bandwidth itself is determined by host/adapter design features such as pipelining, on-board queueing on the adapter, and the raw link bandwidth. If $\mathcal{C}_{\boldsymbol{x}}$ is the overhead to initiate transmission on an adapter feeding a link of bandwidth $B_{l}$ bytes/second, $\mathcal{L}_{x}(s)$ can be approximated as

$$
\mathcal{L}_{x}(s)=\mathcal{C}_{x}+\frac{s}{\min \left(\mathcal{B}_{l}, \mathcal{B}_{x}\right)},
$$

where $B_{x}$ is the data transfer bandwidth available to/from host memory. $\mathcal{B}_{x}$ is determined by factors such as the mode (direct memory access (DMA) or programmed IO) and efficiency of data transfer, and the degree to which the adapter pipelines packet transmissions. $\mathcal{C}_{x}$ includes the cost of setting up DMA transfer operations, if any. Our experience with adapter design and the implications for packet transmission time are highlighted in [77].

| Routines | Invoked By | Function Performed |
| :--- | :--- | :--- |
| rtc_init | receiving task | create local queue to receive messages |
| rtc_create | sending task | create real-time channel with given parameters <br> to remote end point (queue); return channel ID |
| rtc_send |  | sending task |
| rtc_rect | send message on the specified real-time channel |  |
| rtc_close | sending task | close specified real-time channel |

Table 3.1: Routines constituting the real-time channel API.

### 3.4 Prototype Implementation

We have implemented the proposed architecture using a communication executive derived from $x$-kernel (v3.1) [76] that exercises complete control over a 25 MHz Motorola 68040 CPU. Accordingly, CPU bandwidth is consumed only by communication-related activities, facilitating admission control and resource management for real-time channels. ${ }^{1} x$-kernel (v3.1) employs a process-per-message protocol-processing model and a priority-based nonpreemptive scheduler with 32 priority levels; the CPU is allocated to the highest-priority runnable thread, while scheduling within a priority level is FIFO.

### 3.4.1 Architectural Configuration

Real-time communication is accomplished via a connection-oriented protocol stack in the communication executive (see Figure 3.7). The API exports routines for real-time channel establishment, channel teardown, and data transfer (see Table 3.1); it also supports routines for best-effort data transfer (not shown here). Network transport for signalling is provided by a (resource reservation) protocol layered on top of a remote procedure call (RPC) protocol derived from $x$-kernel's CHAN protocol. Network transport for data is provided by a fragmentation (FRAG) protocol, which packetizes large messages so that communication resources can be multiplexed between channels on a packet-by-packet basis. The FRAG transport protocol is a modified, unreliable version of $x$-kernel's BLAST protocol with timeout and data retransmission operations disabled. The protocol stack also provides
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Figure 3.7: Real-time communication protocol stack ( $x$-kernel).
protocols for clock synchronization and network layer encapsulation. The network layer protocol is connection-oriented and provides network-level encapsulation for data transport across a point-to-point communication network. The link access layer provides support for link scheduling and includes the network device driver.

Our choice of protocols was based on the perceived requirements for guaranteed-QoS communication. An alternative approach would be to utilize the TCP/IP suite of protocols used on the Internet. Most TCP/IP stacks do not provide a sequenced, unreliable message transport protocol that supports fragmentation. TCP is a reliable byte-stream protocol while UDP does not fragment outbound messages or support message sequencing. Thus, while TCP is suitable for transporting best-effort traffic, it is not suitable for guaranteedQoS communication. Further, IP is a connectionless protocol and would require either modifications to make it connection-oriented or mechanisms to classify packets. Note that the proposed architecture does not preclude employing TCP to transport best-effort traffic, but this would require IP as the network layer.

### 3.4.2 Realizing a QoS-Sensitive Architecture

Process-per-channel model: On successful establishment, a channel is allocated a channel handler, space for its message and packet queues, and the message and packet queue semaphores. If work-conserving protocol processing is desired, a channel proxy is also allo-
cated to the channel. A channel handler is an $x$-kernel process (which provides its thread of control) with additional attributes such as the type of channel (best-effort or real-time). flags encoding the state of the handler, its execution priority or deadline, and an event identifier corresponding to the most recent $x$-kernel timer event registered by the handler. In order to suspend execution until a message is current, a handler utilizes $x$-kernel's timer event facility and an event semaphore which is signaled when the timer expires. A channel proxy is also an $x$-kernel process with an execution priority or deadline. The states of all established channels are maintained in a linked list that is updated during channel signalling.

We extended $x$-kernel's process management and semaphore routines to support handler creation, termination, and synchronization with events such as message insertions and availability of packet buffers after packet transmissions. Each packet of a message must inherit the transmission deadline assigned to the message. We modified the BLAST protocol and message manipulation routines in $x$-kernel to associate the message deadline with each packet. Each outgoing packet carries a global channel identifier, allowing efficient packet demultiplexing at a receiving node.

QoS-sensitive CPU scheduling: Two policies are available for scheduling channel handlers on the CPU: (i) multi-class EDF scheduling and (ii) fixed-priority scheduling with 32 priority levels. The following discussion applies to (i). Three distinct run queues are maintained for channel handlers, one for each of the three classes mentioned in Section 3.3.1, similar to the link packet queues. Q1 is a priority queue implemented as a heap ordered by handler deadline while Q2 is implemented as a FIFO queue. Q3, utilized only when the protocol processing is work-conserving, is a priority queue implemented as a heap ordered by the logical arrival time of the message being processed by the handler. Channel proxies are also realized as $x$-kernel threads and are assigned to Q3. Since Q3 has the lowest priority, proxies do not interfere with the execution of channel handlers.

The multi-class EDF scheduler is layered above the $x$-kernel scheduler, as illustrated in Figure 3.8. When a channel handler or proxy is selected for execution from the EDF run queues, the associated $x$-kernel process is inserted into a designated $x$-kernel priority level for CPU allocation by the $x$-kernel scheduler. To realize this design, we modified $x$-kernel's context switch, semaphore, and process management routines appropriately. For example, a context switch between channel handlers involves enqueuing the currently-active handler


Figure 3.8: EDF CPU scheduler layered above native $\boldsymbol{x}$-kernel scheduler.
in the EDF run queues and picking another runnable handler, before invoking the normal $x$-kernel code to switch process contexts. To support cooperative preemption, we added new routines to check the EDF and $x$-kernel run queues for waiting higher-priority handlers or native $x$-kernel processes, respectively, and yield the CPU accordingly.
QoS-sensitive Link scheduling: In order to support real-time communication, network adapters must provide a bounded, predictable transmission time for a packet of a given size. Since network adapters are typically best-effort in nature, their design is optimized for throughput and may be unsuitable for real-time communication, even with a bounded and predictable packet transmission time. Even when explicit support for real-time communication is provided, on-board buffer space limitations may necessitate staging of outgoing traffic in host memory, for subsequent transfer to the adapter.

To support real-time communication on these adapters, link scheduling must be provided in software on the host processor. In our implementation, packets created by channel handlers are scheduled for transmission by a non-preemptive multi-class EDF link scheduler. The implementation can be configured such that link scheduling is performed:
Option 1: via a function call by the currently executing handler or in interrupt context,
Option 2: by a dedicated process/thread, or
Option 3: by a new thread created after each packet transmission.
As shown in the next chapter, option 1 gives the best performance in terms of throughput and sensitivity of channel admissibility to $\mathcal{P}$ and $\mathcal{S}$; accordingly, we focus on option 1 in the discussion below.

1. Mark the link as busy.
2. Examine Q3; transfer (via pointer manipulations) all packets that are current to Q1.
3. Transmit packet at head(Q1) if $Q 1$ non-empty, else transmit packet at head(Q2).
4. If Q1 and Q2 are both empty, and packet at head(Q3) is not current, mark the link as idle, and register wakeup event with $x$-kernel for the time head(Q3) becomes current.

Figure 3.9: Processing done by the link scheduler.

The organization of link packet queues is similar to that of handler run queues, except that $\mathbf{Q 3}$ is used for early packets when protocol processing is work-conserving. After inserting a packet into the appropriate link packet queue, channel handlers invoke the scheduler directly as a function call. If the link is busy, i.e., a packet transmission is in progress, the function returns immediately and the handler continues execution. If the link is idle, the processing shown in Figure 3.9 is performed. Scheduler processing is repeated when the network adapter indicates completion of packet transmission or the wakeup event for early packets expires. Additional packets can be kept outstanding on the network adapter as long as packet transmission time is bounded and predictable.

Per-channel traffic enforcement: A channel's message queue semaphore is initialized to $B_{m a x}$; messages overflowing the message queue are dropped. The packet queue semaphore is initialized to $B_{m a x} \cdot \mathcal{N}_{p k t s}$, the maximum number of outstanding packets permitted on a channel. Upon completion of packet transmission, the corresponding channel's packet queue semaphore is signalled to indicate availability of packet buffers and enable execution of a blocked handler. If the overflow is due to a violation in $M_{m a x}$, the priority (or deadline) of the handler is degraded in proportion to the extra packets in its payload, so that further consumption of CPU bandwidth does not affect other well-behaved channels. Table 3.2 summarizes the policies and options available in the implementation.

### 3.4.3 System Parameterization

Figure 3.10(a) lists the system parameter settings for our implementation, determined via detailed performance profiling. Selection of $\mathcal{P}$ and $\mathcal{S}$ is based on the tradeoff between

| Category | A vailable Policies |
| :---: | :---: |
| Protocol processing model | process-per-channel |
|  | work-conserving ${ }^{\text {non-work-conserving }}$ |
| CPU scheduling | fixed-priority with 32 priority levels |
|  | multi-class earliest-deadline-first |
| Handler execution | cooperative preemption with configurable number of packets between preemptions |
| Link scheduling | multi-class EDF (options 1, 2 and 3) |
| Overload protection | block handler, decay handler deadline, enforce $I_{\text {min }}$, drop overflow messages |

Table 3.2: Available policies in the prototype implementation.
available resource capacity and channel admissibility [116], as discussed in the next chapter. To use the model of packet transmission time presented in Section 3.3.2, $\mathcal{C}_{\boldsymbol{x}}$ and $\mathcal{B}_{x}$ must be determined for a given network adapter and host architecture. This in turn involves experimentally determining the latency-throughput characteristics of the adapter.

Using our implementation, a parameterization of the networking hardware available to us revealed significant performance-related deficiencies such as poor data transfer throughput and high, unpredictable packet transmission time [77]. Since these deficiences were due to adapter design, they severely limited our ability to demonstrate the capabilities of our architecture and implementation. Given our primary focus on unidirectional data transfer, it suffices to ensure that transmission of a packet of size $s$ takes $\mathcal{L}_{x}(s)$ time units. This can be achieved by emulating the behavior of a network adapter such that $\mathcal{L}_{x}(s)$ time units are consumed for each packet being transmitted. We have implemented such a device emulator, referred to as the null device, that can be configured to emulate any desired packet transmission time $\mathcal{L}_{x}$ for a given packet size.

The device emulator is a thread that, once signalled, tracks time by consuming CPU resources for $\mathcal{L}_{r}(s)$ time units before signalling completion of packet transmission (see Figure $3.10(\mathrm{~b})$ ). This emulator is implemented on a separate processor that is connected via a backplane system bus to the processor implementing the communication subsystem (the host processor). Upon expiration of $\mathcal{L}_{x}(s)$ time units (i.e., completion of packet trans-

| Symbol | Value | Unit |
| :--- | :--- | :--- |
| $\mathcal{C}_{s w}$ | 55 | $\mu s$ |
| $\mathcal{C}_{c m}$ | 90 | $\mu s$ |
| $\mathcal{C}_{p}^{1 s t}$ | 420 | $\mu s$ |
| $\mathcal{C}_{p}$ | 170 | $\mu s$ |
| $\mathcal{C}_{t}$ | 160 | $\mu s$ |
| $\mathcal{P}$ | 4 | packets |
| $\mathcal{S}$ | 4096 | bytes |
| $\mathcal{L}_{x}(\mathcal{S})$ | 245 | $\mu s$ |

(a) System parameters for implementation

(b) Null network device

Figure 3.10: Implementation environment.
mission) the emulator issues an interrupt to the host processor, similar to the mechanism employed in typical network adapters. We experimentally determined $\mathcal{C}_{x}$ to be $\approx 40 \mu \mathrm{~s}$. For the experiments reported in the next section, we select $\min \left(\mathcal{B}_{l}, \mathcal{B}_{x}\right)$ to correspond to a link (and data transfer) speed of 50 ns per byte. This corresponds to an effective packet transmission bandwidth (for 4 KB packets) of $16 \mathrm{MB} / \mathrm{s}$.

While the emulator allows us to study a variety of tradeoffs, including the effects of the relationship between CPU and link bandwidth, it is not completely accurate since no packet data is actually transferred from host memory. If packet data were transferred from host memory via DMA, there would be additional contention for the system bus and main memory, resulting in somewhat higher packet processing time and cache miss penalties upon resumption of execution after preemption. This would result in slightly optimistic estimates of the message service and wait times, and hence channel admissibility. However, a performance degradation of this nature would affect all real-time channels and best-effort traffic more or less equally, for option 1 as well as option 2.

Therefore, while the absolute performance observed may not be entirely accurate, the observed trends and performance comparisons reported continue to be valid. Also, it may be possible to extend the message service time computation to accurately account for the potential perturbation caused by the DMA transfers via careful analysis [74]. We note that at least two other efforts have employed such artificial sources and sinks of data, namely,
the virtual network device in [14] that resides on a separate processor, and the "in-memory" network device used in [134].

### 3.5 Experimental Evaluation

We evaluate the efficacy of the proposed architecture in isolating real-time channels from each other and from best-effort traffic. The evaluation is conducted for a subset of the policies listed in Table 3.2, under varying degrees of traffic load and traffic specification violations. In particular, we evaluate the process-per-channel model with non-work-conserving multi-class EDF CPU scheduling and non-work-conserving multi-class EDF link scheduling using option 1 (Section 3.4.2). Overload protection for packet queue overflows is provided via blocking of channel handlers; messages overflowing the message queues are dropped. The parameter settings given in Figure 3.10(a) are used for the evaluation.

### 3.5.1 Methodology and Metrics

Using the null device, the performance of the proposed architecture is compared with and without features such as cooperative preemption and traffic enforcement. We choose a workload that stresses the resources on our platform, and is shown in Table 3.3. Similar results were obtained for other workloads, including a large number of channels with a wide variety of deadlines and traffic specifications. Message size is fixed at 60 KB ; experiments with other message sizes reveal that our architecture is insensitive to message size. However, if we relax any of the constraints of our architecture, larger messages tend to introduce greater QoS violations. Three real-time channels are established (channel establishment here is strictly local) with different traffic specifications. Channels 0 and 1 are bursty while channel 2 is periodic in nature. Best-effort traffic is realized as channel 3, with a variable load depending on the experiment, and has similar semantics as the real-time traffic, i.e., it is unreliable with no retransmissions under packet loss.

Messages on each real-time channel are generated by an $x$-kernel process, running at the highest priority, as specified by a linear bounded arrival process with bursts of up to $B_{m a x}$ messages. Violations in the specified rate ( $R_{\text {max }}$ ) are realized by generating messages at rates that are multiples of $\boldsymbol{R}_{\text {max }}$. The best-effort traffic generating process is similar, but runs at a priority lower than that of the real-time generating processes and higher than the

| Channel | Type | Traffic Specification |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $B_{\max }$ <br> (messages) | $R_{\max }$ <br> $(\mathrm{KB} / \mathrm{s})$ | $I_{\min }$ <br> $(\mathrm{ms})$ | Deadline <br> $(\mathrm{ms})$ |  |
| 0 |  | 60 | 12 | 1200 | 50 | 40 |
| 1 | real-time (RT) | 60 | 8 | 2000 | 30 | 25 |
| 2 | real-time (RT) | 60 | 1 | 2000 | 30 | 30 |
| 3 | best-effort (BE) | 60 | 10 | variable | - | - |

Table 3.3: Workload used for the evaluation.
$x$-kernel priority assigned to channel handlers. Each experiment's duration corresponds to the transmission of 32 K packets; the first 2 K and last 2 K packets are ignored so that the evaluation is based on steady-state behavior. All the results are obtained after averaging over multiple runs; different runs consistently gave similar results, and hence low standard deviation.

Our evaluation focuses on the efficacy of the proposed architecture and the need for cooperative preemption. All the experiments reported here have traffic enforcement and deadline-based CPU and link scheduling enabled. We use the following metrics measuring per-channel performance. Throughput refers to the service received by each real-time channel and best-effort traffic. It is calculated by counting the number of packets successfully transmitted within the experiment duration. Message laxity is the difference between the transmission deadline of a real-time message and the actual time that it completes transmission. Deadline misses measures the number of real-time packets missing deadlines. Recall all packets of a message inherit the deadline of the message. Deadline misses are detected by checking the actual transmission time of a real-time packet against its deadline. Finally, Packet drops measures the number of packets dropped for both real-time and best-effort traffic. Deadline misses and packet drops account for the QoS violations on individual channels.

### 3.5.2 Efficacy of the Proposed Architecture

Figure 3.11 depicts the efficacy of the proposed architecture in maintaining QoS guarantees when all channels honor their traffic specifications. Figure 3.11(a) plots the throughput


Figure 3.11: Maintenance of QoS guarantees when traffic specifications are honored.
received by each real-time channel and best-effort traffic as a function of (offered) besteffort load. Several conclusions can be drawn from the observed trends. First, all realtime channels receive their desired level of throughput; since no packets were dropped (not shown here) or late (Figure 3.11(b)), the QoS requirements of all real-time channels are met. Increase in offered best-effort load has no effect on the service received by real-time channels. Second, the service received by best-effort traffic continues to increase linearly until the system capacity is exceeded. That is, real-time traffic (early as well as current) does not deny service to best-effort traffic. Third, even under extreme overload conditions, besteffort throughput saturates and declines slightly due to packet drops. However, performance of real-time traffic is not affected.

Figure 3.11(b) plots the message laxity for real-time traffic, also as a function of offered best-effort load. As can be seen, no messages miss their deadlines, since minimum laxity is non-negative for all channels. In addition, the mean laxity for real-time messages is largely unaffected by an increase in best-effort load, regardless of whether the channel is bursty or not.

Figure 3.12 demonstrates the same behavior even in the presence of traffic specification violations by real-time channels. Channel 0 generates messages at a rate faster than specified


Figure 3.12: Maintenance of QoS guarantees under violation of $\boldsymbol{R}_{\max }$. while best-effort traffic is fixed at $\approx 1900 \mathrm{~KB} / \mathrm{s}$. In Figure 3.12(a), not only do well-behaved real-time channels and best-effort traffic continue to receive their expected service, channel 0 also receives only its expected service. The laxity behavior is similar to that shown in Figure 3.11(b). No real-time packets miss deadlines, including those of channel 0 . However, as can be from Figure 3.12(b), channel 0 overflows its message queue and drops excess messages. None of the other real-time channels or best-effort traffic incur any packet drops.

### 3.5.3 Need for Cooperative Preemption

The preceding results demonstrate that the features provided in the architecture are sufficient to maintain QoS guarantees. The following results demonstrate that these features are also necessary.

In Figure 3.13(a), protocol processing for best-effort traffic is non-preemptive. Even though best-effort traffic is processed at a lower priority than real-time traffic, once the besteffort handler obtains the CPU, it continues to process messages from the message queue regardless of any waiting real-time handlers. That is, CPU scheduling is QoS-insensitive. As can be seen, this introduces a significant number of deadline misses and packet drops, even at low best-effort loads. The deadline misses and packet drops increase with besteffort load until the system capacity is reached. At this point, all excess best-effort traffic is dropped, while the drops and misses for real-time channels decline. The behavior is largely


Figure 3.13: Violation of QoS guarantees with cooperative preemption disabled.
unpredictable, in that different real-time channels are affected differently, and depends on the mix of channels. Further, this behavior is exacerbated by an increase in the amount of buffer space allocated to best-effort traffic; the best-effort handler now runs longer before blocking due to buffer overflow, thereby increasing the window of non-preemptibility.

Figure 3.13(b) shows the effect of processing real-time messages with preemption only at message boundaries. In addition, early handlers are allowed to execute in a work-conserving fashion but at a priority higher than best-effort traffic. Note that all real-time traffic is still being shaped since logical arrival time is enforced. As before, we observe significant deadine misses and packet drops for all real-time channels. In this case, best-effort throughput also declines due to early real-time traffic having higher processing priority. This behavior worsens when the window of non-preemptibility is increased by draining the message queue each time a handler executes.

### 3.5.4 Discussion

The above results demonstrate the need for cooperative preemption, in addition to traffic enforcement and CPU scheduling, for access to the CPU. While CPU and link scheduling were always enabled, CPU access by real-time channels was also shaped due to traffic
enforcement. If traffic was not shaped, one would observe significantly worse real-time and best-effort performance due to non-conformant traffic. We also note that a fully-preemptive kernel is likely to have larger, unpredictable costs for context switches and cache misses. This is because preemption due to unrelated, even lower priority, activities can occur frequently and at arbitrary instants.

Not only does this result in loss of CPU capacity to unnecessary context switches, it also increases the likelihood of disturbing the footprint in the cache [124], unless the cache is suitably partitioned [110]. This is particularly true for preemption caused by external events such as network interrupts. One can account for the cache miss penalty due to preemption via careful schedulability analysis [105], but frequent preemption still degrades available CPU capacity, as also observed in [69].

Moreover, an important implication of arbitrary preemption for the proposed architecture is that a handler may get preempted just before initiating transmission, even though it had finished preparing a packet for transmission, thus idling the link. Cooperative preemption, on the other hand, provides greater control over preemption points, which in turn improves utilization of resources that may be used concurrently. With cooperative preemption, a handler can initiate transmission on the link before yielding to any higher priority activity.

### 3.6 Summary and Future Work

In this chapter we have proposed and evaluated a new QoS-sensitive communication subsystem architecture for end hosts that supports guaranteed-QoS connections. The architecture provides various services for managing communication resources, such as admission control, traffic enforcement, buffer management, and CPU \& link scheduling. Using our implementation of real-time channels, we demonstrated the efficacy with which the architecture maintains per-channel QoS guarantees and delivers reasonable performance to best-effort traffic. While we demonstrated the need for specific features and policies in the architecture for a relatively lightweight stack, such support will be even more important if computationally intensive services such as coding, compression, or checksums are added to the protocol stack. The usefulness of these features also depends significantly on the relationship between CPU and link bandwidths.

Our work assumes that the network adapter (i.e., the underlying network) does not provide any explicit support for QoS guarantees, other than providing a bounded and predictable packet transmission time. This assumption is valid for a large class of networks prevalent today, such as FDDI and switch-based networks. Thus, link scheduling is realized in software, requiring lower layers of the protocol stack to be cognizant of the delaybandwidth characteristics of the network. A software-based implementation also enables experimentation with a variety of link sharing policies, especially if multiple service classes are supported. For example, alternative approaches such as setting aside a certain minimum CPU and link bandwidth for best-effort traffic can be explored [65]. The architecture can also be extended to networks providing explicit support for QoS guarantees, such as ATM. However, the communication software may need to track adapter buffer usage in order to schedule the transfer of outgoing packets to the adapter.

The architectural framework and methodology we have adopted is applicable to other host platforms as well. This requires that the host communication subsystem be parameterized accurately to capture overheads and processing costs that comprise the abstraction of the underlying communication subsystem. While we have implemented the architecture on an $x$-kernel platform, the architecture and the prototype implementation do not utilize any features specific to this platform. We argue that the underlying resource management policies can be supported on any operating system platform and communication subsystem. Chapter 5 demonstrates this by developing a guaranteed-QoS communication service based on this architecture, but for a completely different software and hardware platform.

For true end-to-end QoS guarantees, scheduling of channel handlers must be integrated with application scheduling. Chapter 8 examines the issues involved in realizing such an integration. The proposed architecture can be extended in several directions. We have extended the null device into a sophisticated network device emulator, called END, providing link bandwidth management [78]. Using END, we can explore additional issues involved when interfacing to adapters with support for QoS guarantees. In addition to the nature of QoS guarantees, various alternatives for adapter support for buffer management can be explored [101,130].

While we have focused on per-channel QoS guarantees, this architecture can be easily extended to allow aggregation of multiple connections on the QoS "pipe" provided by a channel. This would then provide effective support for adaptive applications which are built
with a certain degree of tolerance for QoS violations. Various elements of this architecture can also be utilized to realize statistical real-time channels [63]. Statistical QoS guarantees can potentially be useful to a large class of distributed multimedia applications. Finally. we have extended this architecture to realize a QoS-sensitive communication subsystem for shared-memory multiprocessor multimedia servers [119]. However, numerous issues involved in managing parallelism while providing QoS guarantees need to be explored.

## CHAPTER 4

## ADMISSION CONTROL EXTENSIONS FOR END HOSTS

### 4.1 Introduction

The previous chapter focused on architectural components within the communication subsystem to realize QoS guarantees. This chapter focuses on bridging the gap between theory and practice in the management of host CPU and link resources for real-time communication. Using our implementation of real-time channels, we illustrate the tradeoff between useful resource capacity, which is the proportion of the raw resource capacity that can be utilized effectively, and channel admissibility. In the context of real-time channels, useful resource capacity determines the number and type of real-time channels accepted for service and the performance delivered to best-effort traffic.

A channel requires a portion of the available CPU bandwidth to process each generated message and packetize it. Similarly, on a sending host it requires a portion of the available link bandwidth to transmit each packet on the link. Since these two resources typically differ in their performance characteristics, they present different tradeoffs for resource management. Assuming that both the CPU and link can be reallocated only at packet boundaries, allocating the link to transmit a packet from another channel usually has no additional overheads associated with it. However, allocating the CPU to perform protocol processing for another channel incurs significant overheads in the form of context switches and cache misses. Excessive CPU preemption, therefore, reduces available resource capacity, effectively increasing the resource usage attributed to a channel. Limiting preemption, however. increases the temporal window of priority inversion for CPU access, potentially reducing channel admissibility. Correspondingly, if packet size is increased, the total CPU bandwidth
required to process a given message is reduced. However, this is accompanied by an increase in packet transmission time, and hence in the temporal window of priority inversion for link access; again, this potentially impacts channel admissibility negatively.

We demonstrate that the above-mentioned tradeoffs are affected significantly by the choice of implementation paradigms and the (temporal) grain at which CPU and link resources are multiplexed amongst active channels. To account for this effect, we extend the admission control procedure for real-time channels originally proposed using idealized resource models. Our results show that, compared to idealized resource models, practical considerations significantly reduce channel admissibility. Further, the optimum choice of the multiplexing grain depends on several factors such as resource preemption overheads. the relationship between CPU and link bandwidth, and the interaction between CPU and link bandwidth allocations.

Similar tradeoffs arise for message handling at a receiving host. In addition, the mechanism adopted for packet input must also be considered, since it affects performance and hence channel admissibility significantly. In interrupt-mode packet input, the adapter interrupts the host on each packet arrival. This may result in excessive overheads and leave the host susceptible to receive livelock [151], a scenario in which the host is continuously receiving and discarding arriving packets (due to queue overflow, say) such that effective system throughput falls to zero. Polled-mode packet input, an alternative mechanism in which the host periodically polls the network adapter for arrived packets, can be effective in preventing receive livelock [125]. Packets can also be input using a hybrid mechanism combining interrupts (under low network input load) with polling (under high network inpat load). We develop admission control extensions for a receiving host under interrupt-mode and polled-mode packet input, and for hosts that are both a source and destination of real-time channels.

The issues of simultaneous management of CPU and link bandwidth for real-time communication are of wide-ranging interest. Our present work is applicable to other proposals for real-time communication and QoS guarantees [8,188]. Further, the proposed admission control extensions are general and applicable to other host and network architectures. In particular, Internet servers running TCP/IP protocol stacks supporting Integrated Services [22,65], especially the guaranteed service class [159], can also benefit from these extensions. Similarly, Internet routers can apply these extensions when incoming packets must
be fragmented before forwarding in order to reconcile the different MTUs of the attached networks.

While we only consider management of communication resources, the present work can be extended to incorporate application scheduling as well. Our analysis is directly applicable if a portion of the host processing capacity can be reserved for communicationrelated activities, e.g., via capacity reserves [107, 123]. Chapter 8 discusses applicability of these admission control extensions to application-level framing and user-level protocol processing architectures.

The rest of the chapter is organized as follows. The next section the issues involved in managing CPU and link bandwidth at a sending host for QoS-sensitive protocol processing and packet transmissions, respectively. The modifications required in the admission control procedure to manage CPU and link bandwidth simultaneously are presented next. The following section studies the tradeoff between useful resource capacity and channel admissibility. Admission control extensions for receiving hosts, including hosts engaged in simultaneous data transmission and reception, are developed subsequently. Finally, we conclude the chapter with a summary of the key contributions and implications.

### 4.2 Managing CPU and Link Bandwidth

As mentioned earlier, Algorithm D_order [92] computes the worst-case response time for a message. This response time has two components: the time spent waiting for resources and the time spent using resources. At the sending host, the time spent using resources is equal to the message service time, the time required to process and transmit all the packets constituting the message. Similarly, at the receiving host the message service time includes the time to receive and process all the packets constituting the message. To calculate the time spent waiting for resources, one must consider the preemption model used for resource access. The following discussion focuses on the sending host, but, much of the discussion is also applicable to the receiving host. Specific issues affecting receiving hosts are discussed in Section 4.5.

The real-time channel model presented in [92] accounts for non-preemptive packet transmissions, but assumes an ideal preemption model for CPU access, i.e., the CPU can be allocated to a waiting higher-priority handler immediately at no extra cost. Under this
assumption, message service time is determined solely by the CPU processing bandwidth required to packetize the message, and the link bandwidth required to transmit all the packets. The time spent waiting for resources is calculated by accounting for resource usage by messages from all higher-priority channels, and the one-packet delay (due to non-preemptive packet transmission) in obtaining the link. However, as explained below, implementation issues necessitate extensions to the model to account for implementation overheads and constraints.

### 4.2.1 Implementation Issues

Several implementation issues impact resource management policies. These include handler execution requirements, implementation of link scheduling, and the relationship between CPU and link bandwidth.

## Handler Execution

Preemption of an executing process/thread comes with a significant cost due to a context switch and the associated cache miss penalty. Preemption effectively increases the CPU usage attributed to a channel, which in turn reduces the CPU processing bandwidth available for real-time channels; immediate preemption is thus too expensive. It is desirable to limit the number of times a handler is forced to preempt the CPU in the course of processing a message.

At the other extreme, non-preemptive execution of handlers implies that the CPU can be reallocated to a waiting handler only after processing an entire message. This results in a coarser (temporal) grain of channel multiplexing on the CPU and makes admission control less effective. More importantly, admission control must consider the largest possible message size across all real-time and best-effort channels; maximum message size for best-effort traffic may not even be known a priori. An intermediate solution is to preempt the CPU only at specific preemption points, if needed. Since message processing involves packetization, the CPU can be preempted after processing every packet. The important parameter here is the number of packets processed between preemption points, which determines the (temporal) grain at which the CPU can be multiplexed between channels. Admission control must account for the extra delay in obtaining the CPU which may be currently allocated to a lower-priority handler.

In the absence of per-byte copying overheads, the total CPU time required to process a message is directly proportional to the number of packets constituting the message. Clearly. assuming that the communication subsystem does not copy message data unnecessarily (true for our implementation), the CPU processing time will be minimum if a single packet constituted the entire message, i.e., if the packet size was the same as the message size. However, as explained below, the total time required to transmit a packet on the link is determined primarily by the size of the packet, although initiation of transmission involves non-zero per-packet overhead.

If the set of channels requesting service have identical traffic specifications, and hence the same maximum message size, then single-packet messages maximize channel admissibility. However, under a heterogeneous mix of real-time channels (with large and small messages). a large packet size would significantly reduce the admissibility for channels with messages smaller than the chosen packet size. Packet size, therefore, also plays a significant role in determining channel admissibility.

## Implementation of Link Scheduling

An assumption often made when formulating resource management policies for communication is that CPU and link bandwidth can be independently allocated to a channel. This assumption may get violated in an implementation depending on the paradigm used to implement link scheduling.

We consider three options for implementing link scheduling in software:
O1: Packets are scheduled for transmission either in the context of the currently-executing channel handler (via a function call) or in interrupt context after each packet transmission.

02: Packets are scheduled for transmission by a dedicated process that executes at the highest priority and is signalled via semaphore operations.

O3: Packets are scheduled for transmission either in the context of the currently-executing channel handler or in the context of a new thread that is fired up after every packet transmission.

O 1 and O 2 differ significantly in the implications for CPU and link bandwidth allocation.
since with 02 the link scheduler must also be scheduled for execution on the CPU. Since O 3 presents tradeoffs similar to $\mathrm{O2}$, we focus on O 1 and O 2 in the discussion below.

Selecting a packet for transmission incurs some overhead in addition to that of initiating transmission on the link. Additional overhead may be involved if the link scheduler must transfer packets between link packet queues [117]. In O1, the scheduler is frequently invoked from the interrupt service routine (ISR) announcing completion of packet transmission. Since the scheduling overhead involved can be substantial in the worst case, it is undesirable to incur this penalty in the ISR, as this prolongs the duration for which network interrupts are disabled. If the host is also receiving data from the network, there is now a greater likelihood of losing incoming data.

02, on the other hand, does not suffer from this problem; since scheduler processing is scheduled for execution, it is performed outside the ISR. In addition to keeping the ISR short, this paradigm also has some software structuring benefits such as a relatively cleaner implementation. However, because the link scheduler is itself scheduled for execution on the CPU, there is now an additional overhead of a context switch and the accompanying (instruction) cache miss penalty for each packet transmission. More importantly, allocation of CPU and link bandwidth is closely coupled in O2. This coupling can potentially lower the utilization of the link and, as demonstrated in Section 4.4, significantly reduces channel admissibility and also makes it unpredictable.

## Relationship Between CPU and Link Bandwidth

A conservative estimate of message service time can be obtained by adding the total CPU processing time and the total link transmission time. However, this ignores the overlap between CPU processing and link transmission of packets constituting the same message. The extent of this overlap depends largely on the relationship between the CPU and link bandwidth, i.e., on the relative speed of the two. To improve channel admissibility, message service time must be calculated to account for this overlap. The extent of the overlap also depends on the implementation option used for link scheduling. While Ol allows link utilization to be kept relatively high, $\mathbf{0 2}$ can cause the link to idle even when there are packets available for transmission. From another perspective, $\mathbf{O 2}$ forces link scheduling to be non-work-conserving while $\mathbf{O 1}$ allows for work-conserving packet transmissions.

While admission control can utilize the overlap between CPU processing and link trans-


Figure 4.1: Throughput as a function of packets processed between preemption points (packet size 4 KB ).
mission of packets belonging to a message, it cannot do so for the potential overlap between CPU processing and link transmission of packets belonging to different messages. Since message arrivals serve as system renewal points, no a priori assumptions can be made about the presence of messages in the system. This makes admission control slightly pessimistic, but is necessary for provision of deterministic QoS guarantees.
Determination of $\mathcal{L}_{x}$ : As mentioned earlier, the packet transmission time $\mathcal{L}_{x}(s)$ for a packet of size $s$ measures the delay between initiation and completion of packet transmission on the network adapter. That is, it determines the minimum time between successive packet transmission invocations by the link scheduler. Note that with non-preemptive packet transmissions on the link, $\mathcal{L}_{x}(\mathcal{S})$ is also the delay experienced by a waiting highest-priority packet to commence transmission, where $\mathcal{S}$ is the maximum packet size. In order to explore the effects of the relationship between CPU and link bandwidth using the null device, we select $\min \left(\mathcal{B}_{l}, \mathcal{B}_{x}\right)$ to conform to a desired link (and data transfer) speed, measured in nanoseconds ( $n s$ ) required to transfer one byte. On the null device, $\mathcal{C}_{\boldsymbol{x}}$ is determined by the granularity of time-keeping and overhead of communication with the host processor; the measured value of $\mathcal{C}_{x}$ is $\approx 40 \mu s$.

### 4.2.2 Performance Implications

To illustrate the performance implications of some of the above-mentioned issues, we ran several experiments using our real-time channel implementation to measure system throughput (kilobytes(KB)/second) as a function of parameters such as the number of packets processed between preemption points, the packet size, and link speed. For a given CPU processing power, varying the speed of the link allows us to explore the relationship between CPU and link bandwidth. In the experiments reported here, four best-effort channels were created and messages generated on these channels continuously; each experimental run involved transmission of over $\mathbf{2 5 , 0 0 0}$ packets. Multiple runs produced consistently repeatable results. The results reported are representative in that similar trends were obtained with more channels and other parameter settings. An experimental parameterization of our implementation yielded the values listed in Table 4.1.

Figure 4.1 shows system throughput (useful resource capacity) as a function of the number of packets processed between preemption points (PBP) for several message sizes. The packet size is fixed at 4 KB and the link speed (LS) is set at 0 ns per byte, i.e., the link is "fast" relative to the CPU. For 01 (Figure 4.1(a)), changing PBP has no effect when the message size is 4 KB ; this is expected for single-packet messages. As message size increases. so do the number of packets and throughput increases until PBP equals the number of packets in the message. After this point PBP has no effect on throughput. As can be seen, for large messages an increase in PBP improves throughput significantly and consistently.

02 (Figure 4.1(b)) reveals the same behavior as 01 for small-to medium-sized messages. However, for large messages throughput rises initially as throughput rises initially as PBP increases. Subsequently, throughput starts falling sharply, in a non-linear fashion. The decline in throughput is due to increasingly poor utilization of the link bandwidth and a corresponding increase in the time to transmit all the packets belonging to the message. The oscillations in throughput are due to subtle interactions between the CPU preemption window and link transmission, as investigated in Section 4.3.

Figure 4.2 shows the measured system throughput as a function of packet size and link speed. Three values of link speed are considered: $0 n s$ per byte (fast link), $50 n s$ per byte (medium-speed link), and 100 ns per byte (slow link). For each link speed, we consider two values of PBP, namely, 1 and 4. Message size is kept fixed at 32 KB and packet size is


Figure 4.2: Throughput as a function of packet size and link speed.
varied from 2 KB to 12 KB .
Consider system throughput for $\mathbf{O 1}$ (Figure 4.2(a)). For a given packet size (i.e., fixed CPU processing time), an increase in link speed results in higher throughput for Ol and O 2 , with O 1 outperforming 02 . We again notice that, with a fast link (when CPU is the bottleneck), increasing PBP from 1 to 4 provides a significant gain in throughput. For a given value of PBP and link speed, throughput increases with packet size since the CPU processing time reduces due to a reduction in the number of packets constituting the message. An increase in packet size from 8 KB to 10 KB does not change the number of packets and the throughput remains unchanged. As the link becomes slower, however, there is a saturation in the achieved throughput due to the link tending to become a bottleneck. After a certain packet size, for a given link speed, link transmission time exceeds the protocol processing time; thus any gains from a higher PBP cease to matter and the two curves converge. From Figure 4.2(a), this occurs at a packet size of 8 KB for link speed of 50 ns per byte and at 4 KB for link speed of 100 ns per byte.

Figure 4.2(b) shows the system throughput for 02. The trends are similar to those observed when the link is either very fast (CPU is the bottleneck) or very slow (link is the bottleneck) since CPU and link processing overlap almost completely. For a medium speed link (CPU and link bandwidths are more balanced), however, throughput behavior is more non-linear. Subtle interactions between CPU preemption window and link transmission
time cause the link to idle until the next preemption point. This explains the drop in throughput at a packet size of 6 KB and PBP of 1 . Subsequently, throughput climbs because link utilization improves and CPU requirements continue to decrease. This effect is analyzed in Section 4.3.

### 4.3 Worst-Case Service and Wait Times

For a channel requesting admission, D_order can compute the worst-case message response time (the system time requirement in [92]) by accounting for three components:

- the worst-case waiting time $\left(\mathcal{T}_{w}\right)$ due to lower-priority handlers or packets,
- the worst-case service time for the message ( $\mathcal{T}_{s}$ ), and
- the worst-case waiting time due to message arrivals on all existing higher-priority channels ( $T_{t}^{h p}$ ).

We show below how $\mathcal{T}_{w}$ and $\mathcal{T}_{s}$ can be estimated for a sending host to account for the implementation-related issues highlighted above; $\mathcal{T}_{t}^{h p}$ can then be recomputed using $\mathcal{T}_{s}$. Section 4.5 estimates $\mathcal{T}_{w}$ and $\mathcal{T}_{s}$ for a receiving host.

Suppose the CPU is reallocated to a waiting handler, if needed, every $\mathcal{P}$ packets; that is, up to $\mathcal{P}$ packets are processed between successive preemption points. Further, (see Table 4.1) let the maximum packet size be $\mathcal{S}$, context switch overhead between handlers be $\mathcal{C}_{s w}$ (this includes scheduling overhead to select a handler for execution), cache miss penalty due to a context switch be $\mathcal{C}_{c m}$, and packet transmission time be $\mathcal{L}_{x}(\mathcal{S})$ for packet size $\mathcal{S}$. Per-packet protocol processing $\operatorname{cost}$ is $\mathcal{C}_{p}$ and per-packet (link) scheduling overhead of selecting a packet and initiating transmission is $\mathcal{C}_{l} . \mathcal{C}_{p}$ includes the cost of creating a new fragment, traversing the layers of the protocol stack performing header encapsulation, and enqueueing the packet for transmission. In general, it may also include the cost of copying data, computing checksums, and performing encryption. $\mathcal{C}_{l}$ includes the cost of a timestamp, accessing the link packet queues, invoking device driver transmit routines, and fielding the transmission-completion interrupt.

| Symbol | Description | Value |
| :--- | :--- | :--- |
| $\mathcal{C}_{s w}$ | time to switch contexts between channel handlers | $55 \mu \mathrm{~s}$ |
| $\mathcal{C}_{c m}$ | cache miss penalty due to a context switch | $90 \mu \mathrm{~s}$ |
| $\mathcal{C}_{p}^{1 s t}$ | first-packet CPU processing cost | $420 \mu \mathrm{~s}$ |
| $\mathcal{C}_{p}$ | per-packet CPU processing cost | $170 \mu \mathrm{~s}$ |
| $\mathcal{C}_{l}$ | per-packet link scheduling cost | $160 \mu \mathrm{~s}$ |
| $\mathcal{P}$ | number of packets processed between preemption points | 4 |
| $\mathcal{S}$ | maximum packet size | 4 KB |
| $\mathcal{L}_{x}(\mathcal{S})$ | link transmission time for packet of size $\mathcal{S}$ | $245 \mu \mathrm{~s}$ |

Table 4.1: Important system parameters.

### 4.3.1 Estimating Service Time

Consider a message of size $\mathcal{M}$ bytes constituting $\mathcal{N}_{p}$ packets, i.e., $\mathcal{N}_{p}=\left\lceil\frac{\mathcal{M}}{\mathcal{S}}\right\rceil$ packets, with $\left(\mathcal{N}_{p}-1\right)$ packets of size $\mathcal{S}$ and the last packet of size $\mathcal{S}^{l a s t}=(\mathcal{M} \bmod \mathcal{S})$ if $(\mathcal{M} \bmod \mathcal{S}) \neq 0$. else $\mathcal{S}^{\text {last }}=\mathcal{S}$. Thus, link transmission time is $\mathcal{L}_{x}(\mathcal{S})$ for all but the last packet and $\mathcal{L}_{x}\left(\mathcal{S}^{\text {last }}\right)$ for the last packet. Protocol processing cost for the first packet is $\mathcal{C}_{p}^{1 s t}$ while subsequent fragments each incur a lower cost $\mathcal{C}_{p} . \mathcal{C}_{p}^{1 s t}$ includes the fixed cost of obtaining the message for processing, the cost of a timestamp, and the cost of preparing the first packet. ${ }^{1}$ Both $\mathcal{C}_{p}^{1 s t}$ and $\mathcal{C}_{p}$ include the cost of network-level encapsulation. We estimate $\mathcal{T}_{s}$ for 01 and 02 separately.
Option O1: Given the system parameters listed in Table 4.1, the worst-case service time for Ol is given by

$$
\mathcal{T}_{s}^{O 1}= \begin{cases}\mathcal{C}_{p}^{1 s t}+\mathcal{L}_{x}^{m}+\mathcal{C}_{l}^{m}+\mathcal{C}_{p r} & \text { if } \mathcal{C}_{p}<\mathcal{L}_{x}(\mathcal{S}) \\ \mathcal{C}_{p}^{m}+\mathcal{C}_{l}^{m}+\mathcal{L}_{x}\left(\mathcal{S}^{l a s t}\right)+\mathcal{C}_{p r} & \text { otherwise }\end{cases}
$$

where $\mathcal{L}_{x}^{m}=\left(\mathcal{N}_{p}-1\right) \mathcal{L}_{x}(\mathcal{S})+\mathcal{L}_{x}\left(\mathcal{S}^{\text {last }}\right)$ is the total link transmission time for the message, $\mathcal{C}_{l}^{m}=\mathcal{N}_{p} \mathcal{C}_{l}$ is the total link scheduling overhead for the message, $\mathcal{C}_{p r}=\left\lfloor\frac{\mathcal{N}_{p}-1}{p}\right\rfloor \mathcal{C}_{c s p}$ is the total cost of preemption during the processing of the message $\left(\mathcal{C}_{c s p}=\mathcal{C}_{c m}+\mathcal{C}_{s w}\right)$, and $\mathcal{C}_{p}^{m}=\mathcal{C}_{p}^{1 s t}+\left(\mathcal{N}_{p}-1\right) \mathcal{C}_{p}$ is the total protocol processing cost for the message. Protocol processing and link transmission overlap in O 1 is illustrated in Figure 4.3.

[^1]
$$
\text { (a) } \mathcal{C}_{p}<\mathcal{L}_{x}(\mathcal{S})
$$

(b) $\mathcal{C}_{P} \geq \mathcal{L}_{x}(\mathcal{S})$


Figure 4.3: Protocol processing and link transmission overlap in 01.
If $\mathcal{C}_{p}<\mathcal{L}_{x}(\mathcal{S})$, there is at least the cost of processing the first packet. Since the link transmission time dominates the time to process subsequent packets (see Figure 4.3(a)), message service time is determined by link transmission time for the message and the total link scheduling and preemption overheads incurred. If $\mathcal{C}_{p} \geq \mathcal{L}_{x}(\mathcal{S})$ (Figure $4.3(\mathrm{~b})$ ), however, message service time corresponds to the total protocol processing time for the message plus the time to transmit the last packet, in addition to the total link scheduling and preemption overheads.
Option 02: Calculation of the worst-case service time for $\mathbf{O 2}$ is done similarly; however, we must now consider the processing of blocks of packets with each block comprising no more than $\mathcal{P}$ packets. The number of blocks in a message with $\mathcal{N}_{p}$ packets is given by $\mathcal{N}_{b}=\left\lfloor\frac{\mathcal{N}_{p}-1}{\mathcal{P}}\right\rfloor+1$. The protocol processing cost for the first block is given by $\mathcal{C}_{b}^{1 s t}=\mathcal{C}_{p}^{\text {lst }}+$ $\left(\min \left(\mathcal{N}_{p}, \mathcal{P}\right)-1\right) \mathcal{C}_{p}$, while the cost of processing the last block of packets is given by

$$
\mathcal{C}_{b}^{\text {last }}= \begin{cases}\mathcal{C}_{b} & \text { if }\left(\mathcal{N}_{p} \bmod \mathcal{P}\right)=0 \\ \left(\mathcal{N}_{p} \bmod \mathcal{P}\right) \mathcal{C}_{p}+\mathcal{C}_{c s p} & \text { otherwise }\end{cases}
$$

where $\mathcal{C}_{b}=\mathcal{P} \mathcal{C}_{p}+\mathcal{C}_{c s p}$ is the cost of processing the other blocks, if any. The worst-case service time is given by

$$
\mathcal{T}_{s}^{O 2}= \begin{cases}\mathcal{T}^{A}+\mathcal{T}_{w}^{O 2, \text { cpu }} & \text { if } \mathcal{C}_{b}<\mathcal{L}_{x}(S) \\ \mathcal{T}^{B} & \text { otherwise }\end{cases}
$$

where $\mathcal{T}^{A}=\mathcal{C}_{b}^{1 s t}+\mathcal{L}_{x}^{m}+\mathcal{C}_{l}^{m}$ and

(a) $\mathcal{C}_{b}<\mathcal{L}_{x}(\mathcal{S})$

(b) $\mathcal{C}_{b} \geq \mathcal{L}_{x}(\mathcal{S})$
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Figure 4.4: Protocol processing and link transmission overlap in 02.

$$
\mathcal{T}_{w}^{\text {O2.cpu }}=\mathcal{C}_{p}^{1 s t}+(\mathcal{P}-1) \mathcal{C}_{p}+\mathcal{C}_{c s p}+\mathcal{C}_{l}^{\prime},
$$

with $\mathcal{C}_{l}^{\prime}=\mathcal{C}_{l}+\mathcal{C}_{\text {csp }} . \mathcal{T}^{B}$ is given by

$$
\mathcal{T}^{B}= \begin{cases}\mathcal{T}^{A} & \text { if } \mathcal{N}_{b}=1 \\ \mathcal{T}_{a}^{C}+\mathcal{T}_{b}^{C} & \text { otherwise }\end{cases}
$$

where $\mathcal{T}_{a}^{C}=\mathcal{C}_{b}^{1 s t}+\left(\mathcal{N}_{b}-2\right) \mathcal{C}_{b}+\max \left(\mathcal{C}_{b}^{\text {last }}, \mathcal{L}_{x}(\mathcal{S})\right)$ and $\mathcal{T}_{b}^{C}=\left(\mathcal{N}_{p}-\mathcal{N}_{b}\right) \mathcal{L}_{x}(\mathcal{S})+\mathcal{L}_{x}\left(\mathcal{S}^{\text {last }}\right)+\mathcal{C}_{l}^{m}$. Protocol processing and link transmission overlap in $\mathbf{O 2}$ is illustrated in Figure 4.4.

If $\mathcal{C}_{b}<\mathcal{L}_{x}(\mathcal{S})$ (Figure 4.4(a)), each block will complete processing its packets before a packet gets transmitted. This is because in 02 , the link scheduler does not get to run until the CPU is preempted. So the message service time simply corresponds to the time to process the first block of packets and transmit each packet. However, the link scheduler may now have to wait for time $\mathcal{T}_{w}^{02, e p u}$ to obtain access to the CPU and initiate packet transmission; in the worst-case this wait penalty must be assumed for each packet that is to be transmitted. If $\mathcal{C}_{b} \geq \mathcal{L}_{x}(\mathcal{S})$, however, the link transmission time is faster than the time to process the packets in a block (Figure 4.4(b)). Except for the first block, each block will overlap precisely one packet transmission. This implies that message service time is determined by the processing time for all the blocks, the transmission time of $\left(\mathcal{N}_{p}-\mathcal{N}_{b}\right)$ packets, and the total link scheduling overhead. There is no wait time in this case because the link scheduler is guaranteed to run next, even if the handler must preempt the CPU to another handler. If the last block of packets is shorter than $\mathcal{L}_{x}(\mathcal{S})$, only the time to
transmit the last packet contributes to the message service time; else the time to process the last block must be considered.

Note that the analysis of O 1 conservatively accounts for the link scheduling overhead for each packet to be transmitted. As a result, the link is not being utilized fully even when packets are ready for transmission, as is evident from Figure 4.3. This tends to reduce channel admissibility in 01 , especially when $\mathcal{C}_{p}>\mathcal{L}_{x}(\mathcal{S})$, relative to 02 , where we already consider processing of blocks of packets. If $\mathcal{N}_{p} \geq \mathcal{P}$, we only need to account for the link scheduling overhead once every $\mathcal{P}$ packets, while still accounting for interrupt overhead per packet. Between two successive yield points, the packet transmission order corresponds to the packet generation order. This is because the packet transmission time is completely overlapped with packet processing time, and a handler will not preempt the CPU before processing $\mathcal{P}$ packets. The link scheduling overhead can be reduced further by pre-selecting the packet to transmit next (thus overlapping with ongoing packet transmission) and recovering from any potential priority inversions. Moving the link scheduling function to the adapter improves performance significantly [80] by facilitating greater overlap between packet processing and packet selection, and reducing context switches and cache perturbation, thus increasing channel admissibility for both O 1 and O 2 .

### 4.3.2 Estimating Wait Time

To compute the total message wait time, we first consider the time spent waiting for a lower-priority handler to relinquish the CPU, followed by the time spent waiting for the link.

Option 01: The worst-case CPU time for a block of packets is $\mathcal{C}_{b}^{\text {max }}=\mathcal{C}_{b}^{1 s t}+(\mathcal{P}-1) \mathcal{C}_{p}$, during which up to $\left\lceil\frac{\mathcal{C}_{b}^{\max }}{\mathcal{L}_{x}(\mathcal{S})}\right\rceil$ packets could complete transmission. Thus, the worst-case CPU wait time is

$$
\mathcal{T}_{w}^{O 1, c p u}=\mathcal{C}_{b}^{\max }+\left\lceil\frac{\mathcal{C}_{b}^{\max }}{\mathcal{L}_{x}(\mathcal{S})}\right\rceil \mathcal{C}_{l}+\mathcal{C}_{c s p}
$$

Now, consider the worst-case link wait time. A lower-priority transmission could be started in an ISR just before the currently executing handler makes a packet ready for transmission. Due to non-preemptive packet transmission, the packet generated by the handler will have to wait for the lower-priority packet to complete transmission. Therefore, the worst-case link wait time is simply $\mathcal{T}_{w}^{O 1, \text { link }}=\mathcal{L}_{x}(\mathcal{S})$, and $\mathcal{T}_{w}^{O 1}=\mathcal{T}_{w}^{O 1, \text { cpu }}+\mathcal{T}_{w}^{\text {O1,link }}$.
Option 02: The worst-case CPU wait time equals the time to process up to $\mathcal{P}$ packets


Figure 4.5: Comparison of measured (m) and predicted (p) throughput ( $\mathcal{P}=4$ ).
on a lower-priority channel followed by a context switch to the link scheduler, followed by another context switch to the waiting handler. Thus,

$$
\mathcal{T}_{w}^{O 2, c p u}=\mathcal{C}_{b}^{\max }+\mathcal{C}_{c s p}+\mathcal{C}_{l}^{\prime},
$$

where $\mathcal{C}_{l}^{\prime}=\mathcal{C}_{l}+\mathcal{C}_{\text {csp }}$. Similarly, $\mathcal{T}_{w}^{\text {O2,link }}$ is derived as follows. If $\mathcal{L}_{x}(\mathcal{S}) \leq \mathcal{C}_{b}^{\text {max }}, \mathcal{T}_{w}^{\text {O2,link }}=0$; else $\mathcal{T}_{w}^{\text {O2,link }}=\mathcal{T}_{w}^{O 2, \text { cpu }}$. If the link scheduler completed transmission before the first block is processed, the next packet can be transmitted as soon as the handler yields the CPU . In the worst case, a lower-priority handler begins processing a non-preemptive block of packets, making the link scheduler wait for this block to end before it gets a chance to run and transmit the next higher-priority packet. Thus, $\mathcal{T}_{w}^{O 2}=\mathcal{T}_{w}^{O 2, c p u}+\mathcal{T}_{w}^{O 2, \text { link }}$.

### 4.3.3 Experimental Validation

Our implementation provides admission control based on the above estimates of service and wait times. While these estimates are geared towards real-time guarantees, and therefore are necessarily conservative, it is insightful to compare the throughput predicted by these estimates and the best-effort throughput measured using the real-time channel implementation. For this purpose, we parameterized the communication subsystem, including the
protocol stack, extensively to determine the system parameter values listed in Table 4.1. We validated the implementation as a function of packet size, for different values of link speed; the main results are summarized below.

Figure 4.5 compares the predicted and measured throughputs as a function of packet size, for three values of link speed (LS). Predicted throughput tracks measured throughput well for 01 (Figure 4.5(a)) as well as 02 (Figure 4.5(b)). However, for Ol with medium link speeds, the predicted and measured throughputs diverge significantly; we attribute this to overly conservative estimates of $\mathcal{C}_{s w}$ and $\mathcal{C}_{c m}$. The estimates are necessarily conservative in accounting for worst-case times which, though necessary for real-time traffic, may be relatively small on average.

These validation experiments reveal certain shortcomings in determining the system parameter values listed in Table 4.1; part of the discrepancy stems from the unpredictability introduced by caches. More refined experiments are necessary to select accurate values for $\mathcal{C}_{p}, \mathcal{C}_{s w}$ and $\mathcal{C}_{c m}$. It has been shown that the cache behavior of network protocols is protocol-specific and that cache misses play a significant role in protocol stack execution latency [16, 133]. For partitioned caches, cache behavior can be made more predictable under control of the operating system [110]. We examine some of the issues involved and the difficulty of accurate parameterization in Chapter 6.

### 4.4 Channel Admissibility

In this section, we demonstrate that the tradeoff between resource capacity and channel admissibility is influenced significantly by $\mathcal{P}$, the number of packets between preemptions, and $\mathcal{S}$, the packet size. As expected, the mechanism employed to implement link scheduling and the relationship between CPU and link bandwidth also have a profound effect on channel admissibility. We studied channel admissibility for O 1 and O 2 for a range of link speeds, message sizes, rates and deadlines. In the following, we present and compare the results for a link speed of 50 ns per byte, message size of 32 KB , and message inter-arrival of 100 ms . We admit as many channels as possible with deadline of 100 ms .


Figure 4.6: Effect of $\mathcal{P}$ and $\mathcal{S}$ on channel admissibility in 01.

### 4.4.1 Channel Admissibility in O 1

From Figure 4.6, channel admissibility in $\mathbf{O 1}$ rises with both $\mathcal{P}$ and $\mathcal{S}$ due to the accompanying reduction in protocol processing cost and work-conserving packet transmissions. As $\mathcal{P}$ rises (Figure 4.6(a)), protocol processing costs decline, resulting in a small increase in channel admissibility. As $\mathcal{P}$ continues to rise, the marginal benefits in protocol processing costs decline. Due to an increase in the window of non-preemptibility, channel admissibility either saturates or shows a small decline. Figure 4.6(b) shows that increasing $\mathcal{S}$ increases channel admissibility substantially, since the reduction in the required CPU bandwidth more than compensates for the increase in the non-preemptibility window.

The above resuits might suggest that arbitrary-sized packets (i.e., sending each message as a single packet) are desirable to maximize channel admissibility: While this is true if all channels carry same-sized messages, the same cannot be said for channels with smaller (single-packet) messages. Increasing $\mathcal{P}$ and $\mathcal{S}$ arbitrarily only serves to increase the window of non-preemptibility with no reduction in CPU requirements for small messages. Large values of $\mathcal{P}$ and $\mathcal{S}$ lower admissibility for channels with small messages, especially those with tight deadlines. Selection of $\mathcal{P}$ and $\mathcal{S}$ therefore depends on system parameters as well as the targetted mix of communication traffic.


Figure 4.7: Effect of $\mathcal{P}$ and $\mathcal{S}$ on channel admissibility in 02.

### 4.4.2 Channel Admissibility in $\mathbf{O 2}$

In contrast to $\mathbf{O 1}$, channel admissibility when using $\mathbf{O 2}$ to schedule packets is significantly lower and the behavior is highly non-linear. This is explained easily using our preemption model. Consider the effect of $\mathcal{P}$ on channel admissibility (Figure 4.7(a)) for 8 KB packets. With the given link speed and $\mathcal{P}=1$, link transmission time is greater than protocol processing time for a block of packets. The model in Figure 4.4(a) applies, making the channel susceptible to long idle periods (Section 4.3). For $\mathcal{P}=2$, the transmission time for a packet remains unchanged, but the processing time for a preemption block increases, making it more than the link transmission time. This results in the scenario in Figure 4.4(b)), in which the worst-case transmission time is reduced substantially, thereby increasing channel admissibility.

As $\mathcal{P}$ increases further, the nature of overlap between CPU processing and link transmission remains unchanged. Channel admissibility either remains unchanged or declines slightly due to an increase in the window of non-preemptibility. This transition occurs for all but the smallest packet sizes. In general, the larger the packet, the greater the $\mathcal{P}$ that causes a change in the nature of overlap, namely, from packet transmission time being slower to it being faster than the processing time for the longest block of packets.

Figure 4.7(b) presents the same information as a function of $\mathcal{S}$. As packet size increases.
there is an initial increase in admissibility due to reduced protocol processing load. At a certain value of $\mathcal{S}$, link transmission time becomes larger than block processing time, changing the scenario from that in Figure 4.4(b) to that in Figure 4.4(a). Further increase in packet size slowly increases channel admissibility due to reduced CPU bandwidth requirements. As seen from Figure 4.7, the best operating point for $\mathbf{O} 2$ depends critically on system parameters. Since a change in channel characteristics will significantly change channel admissibility, a system parameterized and optimized for a particular workload is unlikely to perform well under a heterogeneous workload.

Using a model of ideal resources, i.e., with no CPU preemption cost and an immediately preemptible CPU, we found $\approx 40 \%$ improvement in channel admissibility over and above 01 with $\mathcal{P}=1$. Thus, it is necessary to account for non-ideal characteristics (context switch overhead, cache miss penalty) of real systems.

### 4.5 Admission Control Extensions for Receiving Hosts

The previous sections have considered admission control extensions for sending hosts. In this section we illustrate how similar admission control extensions for communication resource management can be developed for receiving hosis as well. While the approach and methodology adopted are the same, the analysis must take into account key differences between sending and receiving hosts, as outlined in Section 4.5.1. We first consider a receiving host that serves as the destination for multiple channels, i.e., only handles incoming data traffic (Section 4.5.2). Then, in Section 4.5.3 we consider simultaneous data transmission and reception on different channels at a host. Since the tradeoffs are similar to those considered previously for a sending host, we only present the analysis and admission control extensions. A subset of these extensions, as well as the ones presented for sending hosts, have been implemented in the guaranteed-QoS communication service described in Chapter 5.

### 4.5.1 Reception Issues and Assumptions

Communication resource management at a receiving host differs from that at a sending host in several ways. First, with heterogeneous hosts, the preemption overheads and CPU speed of the receiver, and hence the granularity at which the receiver CPU multiplexes between
handlers, could be substantially different from that of the sender. Similarly, the CPU capacity available (reserved) for communication processing at the receiver may also differ from that at the sender. Further, the raw performance of the receive path may be different from that of the transmission path, necessitating accurate parameterization of the costs incurred during message reception. In addition to protocol processing overheads such as message reassembly, a receiving host incurs the overhead of classifying arriving packets, i.e., determining which channels the packets belong to. Such support may be available directly from the adapter (e.g., the VCI in ATM network adapters), or the necessary information may be carried in link-level packet headers [172], in which case the host does not incur any significant packet classification overhead. In the absence of such support, the receiving host must rely upon efficient packet filters [59,186] to perform the packet classification. Note that this overhead is not incurred at the sending host if the API directly associates outgoing messages with channels. If this is not the case, some classification may be required, but only on a per-message basis, since distinct channel handlers shepherd individual packets down the protocol stack.

Second, the aggregate packet arrival rate at a receiving host may be significantly higher than the aggregate message rate associated with the established channels. This is because it could potentially receive best-effort traffic from other hosts as well, depending on the configuration of the network. Note that the packet transmission rate of a sending host is determined by the aggregate message generation rate of the channels (real-time or besteffort) established at the host. The worst-case aggregate packet arrival rate at a receiving host depends in part on the configuration of the network, i.e., multi-access or point-topoint. In the worst case, a (possibly best-effort) packet could arrive every $\mathcal{L}_{\boldsymbol{r}}\left(\mathcal{S}_{\text {min }}\right)$ time units, where $\mathcal{S}_{\text {min }}$ is the minimum packet size (determined from the network technology) and $\mathcal{L}_{\tau}\left(\mathcal{S}_{\text {min }}\right)$ is defined as before, i.e.,

$$
\mathcal{L}_{r}\left(\mathcal{S}_{\min }\right)=\mathcal{C}_{r}+\frac{\mathcal{S}_{\min }}{\min \left(\mathcal{B}_{l}, \mathcal{B}_{r}\right)}
$$

Again, $\mathcal{B}_{r}$ is the data transfer bandwidth available to host memory and $\mathcal{B}_{l}$ is the bandwidth of the attached network link. $\mathcal{C}_{\boldsymbol{\tau}}$ includes the cost of setting up DMA transfer operations, if any. We assume that the adapter signals packet arrival (via an interrupt, say) after completing any DMA operations. Also implicit is the assumption that the attached network link can be utilized maximally for back-to-back packet transmissions.

For a point-to-point network (our main focus), however, the aggregate packet arrival rate
at the receiver is limited by the aggregate packet transmission rate at the sender attached to the same network link, assuming the receiving host is single-homed. This sender would likely be a router forwarding traffic to the receiver from multiple sending hosts. We assume that the router performs admission control and QoS-sensitive packet forwarding as outlined earlier, such that real-time traffic is serviced at a priority higher than best-effort traffic. It follows that no best-effort traffic will arrive at the receiver during reception of a realtime message. Further, at most one lower-priority real-time packet will arrive ahead of a higher-priority real-time message. We compute the message service and wait times as per the approach adopted in Section 4.3. Unlike the sending host, however, at the receiver we must account for any packet arrivals on other channels (real-time or best-effort) during the processing of a real-time message but after all the packets of this message have arrived.

Third, a persistent burst of packet arrivals at the receiver can result in receive livelock $[125,151]$, as explained in Chapter 2. Receive livelock can occur even in a point-topoint network with QoS-sensitive forwarding, especially when there is low real-time traffic (which is subjected to admission control) but high, persistent best-effort traffic. One way to prevent or eliminate receive livelock is to limit the rate at which the adapter interrupts the host, and/or to schedule protocol processing of arrived packets at a priority that does not starve other activities on the host.

As described in Chapter 3, in our QoS-sensitive architecture protocol processing for received packets is explicitly scheduled via channel handlers once the device driver receives the packet from the adapter and classifies it. Our architecture, therefore, facilitates provision of QoS guarantees while preventing receive livelock. We note that an alternative approach is outlined in [53], in which receive livelock is prevented by deferring protocol processing of a received packet until the receiving application is scheduled for execution. Besides coupling protocol processing priority with application priority, this approach may not be able to exploit the overlap between packet reception from the network and protocol processing on the host, as discussed in Chapter 8.

We consider provision of QoS guarantees under two different mechanisms by which arriving packets are handled by the host processor, namely, interrupt mode and polled mode. Interrupt mode handling represents the traditional and most prevalent packet handling mechanism in operating systems and network adapters. For a stable system, the overhead to field an interrupt (denoted as $\mathcal{C}_{i}$ ) and demultiplex (i.e., classify) a packet to the corre-
sponding channel packet queue (denoted as $\mathcal{C}_{0}$ ) must be sufficiently low compared to the minimum packet interarrival time $\mathcal{L}_{\tau}\left(\mathcal{S}_{\text {min }}\right)$; else, the host will be completely overloaded under persistent packet arrivals regardless of how protocol processing is scheduled. Polled mode handling is an alternative to interrupt mode handling that can be effective in preventing receive livelock [125].

Fourth, in order to keep the analysis tractable, we must make additional assumptions about the support available in the adapter for QoS guarantees, as outlined in the discussion below. The nature of adapter support depends on whether the receiving host employs interrupt mode or polled mode handling for packet input, with interrupt mode requiring comparatively less adapter intelligence. These assumptions can be validated easily using the END [78], a sophisticated network device emulator that was evolved from the null device described in Chapter 3. We have used END as a tool to study design improvements in existing adapters [79], and explore adapter-based strategies for receive livelock elimination [81], the details of which are beyond the scope of this dissertation. As for the sending host, we assume that the entire capacity of the host is available for communication processing; our results can be easily adapted for the case where only a certain fraction of the host capacity is reserved for communication processing.

### 4.5.2 Pure Reception

Under the assumptions made above, we develop admission control extensions for a receiving host that only handles incoming data traffic. That is, it does not generate any real-time or best-effort traffic. Some of the extensions developed continue to apply even in the presence of outgoing traffic, as discussed in Section 4.5.3. We first analyze interrupt mode packet input, followed by an analysis of polled mode packet input.

## Interrupt Mode

In this mode the adapter signals arrival of a packet by interrupting the host processor. As part of handling the interrupt, the ISR examines packet headers (possibly via a packet filter) to classify the packet, i.e., determine the channel it corresponds to, and enqueues the packet in the channel's input queue for subsequent processing by the corresponding channel handler [117]. Note that the handler performs message reassembly after processing the last packet of a message, and enqueues the message in the channel message queue for subsequent
retrieval by the application. Let $\mathcal{C}_{p}^{r}$ denote the cost of processing a packet other than the last packet of a received message, and $\mathcal{C}_{p}^{\text {last,r }}$ denote the time to process the last packet. reassemble and deliver the message to the application. Then, $\mathcal{C}_{p}^{m, r}=\left(\mathcal{N}_{p}-1\right) \mathcal{C}_{p}^{r}+\mathcal{C}_{p}^{\text {last.r }}$ is the total protocol processing time for a message of size $\mathcal{M}$ comprising $\mathcal{N}_{p}$ packets. Assuming cooperative preemption as before, the message service time at the receiving host is

$$
\mathcal{T}_{s}^{\text {intr }}=\left\{\begin{array}{cl}
\mathcal{C}_{p}^{\text {last,r }}+\left(\mathcal{N}_{p}-1\right) \mathcal{L}_{r}(\mathcal{S})+\max \left(\mathcal{L}_{r}\left(\mathcal{S}^{\text {last }}\right), \mathcal{C}_{p}^{r}+\mathcal{C}_{o i}\right) & \\
& +\mathcal{C}_{o i}+\mathcal{C}_{i}^{\prime}+\mathcal{C}_{p r}^{r}
\end{array} \quad \text { if } \mathcal{C}_{p}^{r}+\mathcal{C}_{o i}<\mathcal{L}_{\tau}(\mathcal{S}) .\right.
$$

where $\mathcal{C}_{p r}^{r}=\left\lfloor\frac{N_{p}-1}{p r}\right\rfloor C_{c s p}^{r}$ is the total cost of preemption during the processing of the message ( $\mathcal{C}_{c s p}^{r}=\mathcal{C}_{c m}^{r}+\mathcal{C}_{s w}^{r}$ ). If $\mathcal{C}_{i}$ is the overhead of fielding a packet arrival interrupt (including the associated preemption overhead), then $\mathcal{N}_{p} \mathcal{C}_{o i}$ is the total message handling overhead for fielding and servicing these interrupts, where $\mathcal{C}_{o i}=\mathcal{C}_{o}+\mathcal{C}_{i} . \mathcal{C}_{o}$ includes the cost of classifying the packet (e.g., via a packet filter), and enqueueing it in the channel input packet queue. $\mathcal{C}_{i}^{\prime}=\left\lceil\frac{\max \left(0, \mathcal{C}_{p}^{r}+\mathcal{C}_{o i}-\mathcal{L}_{r}\left(\mathcal{S}^{\text {tast }}\right)\right)+\mathcal{C}_{p}^{\text {last,r }}}{\mathcal{L}_{r}\left(\mathcal{S}_{\text {min }}\right)}\right\rceil \mathcal{C}_{o i}$ is the overhead of packet arrival interrupts at the maximal possible rate due to packets arriving after the arrival of all packets belonging to the real-time message, but during the remaining CPU processing by the handler. The worst-case scenario corresponds to minimum-sized best-effort packets arriving back-to-back. Figure 4.8 illustrates link reception and protocol processing overlap in this case.

If $\mathcal{C}_{p}^{\tau}+\mathcal{C}_{o i}<\mathcal{L}_{r}(\mathcal{S})$ (Figure 4.8(a)), packet input overhead and processing time is completely overlapped by packet reception time for all but the last two packets of the message. While all packets arrive before processing of the last packet begins, processing of the preceding packet only partially overlaps with the reception time of the last packet in the message, which could be smaller than the other packets. If $\mathcal{C}_{p}^{r}+\mathcal{C}_{o i} \geq \mathcal{L}_{\tau}(\mathcal{S})$ (Figure 4.8(b)), on the other hand, packet input overhead and processing time completely overlaps packet reception time for all but the first packet of the message.
$\mathcal{C}_{i}^{\prime}$ can be reduced further if we assume that the adapter distinguishes between best-effort and real-time traffic, and allows the host to selectively mask interrupts due to best-effort traffic during the processing of a real-time message. With this assumption, a tighter bound on packet arrival rate can be computed using the aggregate real-time traffic generation at the sender (i.e., the immediately upstream host/router). Assuming that the sender performs strict traffic shaping, the aggregate real-time packet arrival rate at the receiver is


(a) $\mathcal{C}_{p}^{\tau}+\mathcal{C}_{o i}<\mathcal{L}_{\tau}(\mathcal{S})$

(b) $\mathcal{C}_{p}^{r}+\mathcal{C}_{o i} \geq \mathcal{L}_{r}(\mathcal{S})$
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Figure 4.8: Link reception and protocol processing overlap in interrupt mode input.
tablished between the sender and receiver. $\mathcal{C}_{i}^{\prime}$ can then be computed using this aggregate real-time packet arrival rate, which could be substantially less than the maximum possible packet arrival rate $\frac{1}{\mathcal{L}_{r}\left(\mathcal{S}_{\text {min }}\right)}$, expressed in packets/second. Without this assumption, however, worst-case best-effort packet arrivals must be assumed as above, since, in the absence of any real-time traffic, best-effort traffic could completely consume unutilized resources at the sender.

Computation of the worst-case CPU wait time due to a lower-priority handler must consider the delay before the handler begins processing the first packet of the message being considered, and is given by

$$
\tau_{w}^{i n t r, c p u}=\mathcal{C}_{b}^{r}+\left\lceil\frac{\max \left(0, \mathcal{C}_{b}^{r}-\min \left(\left\lfloor\frac{\mathcal{C}_{b}^{r}}{\mathcal{L}_{r}(\mathcal{S})}\right\rfloor, \mathcal{N}_{p}-1\right) \mathcal{L}_{r}(\mathcal{S})\right)}{\mathcal{L}_{r}\left(\mathcal{S}_{\min }\right)}\right\rceil \mathcal{C}_{o i}+\mathcal{C}_{c s p}^{r},
$$

where $\mathcal{C}_{b}^{r}=\mathcal{C}_{p}^{\text {last,r }}+\left(\mathcal{P}^{r}-1\right) \mathcal{C}_{p}^{r}$ is the worst-case cost of processing a block of $\mathcal{P}^{r}$ packets. The second term corresponds to the best-effort packet arrival interrupts in the remaining time that the lower-priority occupies the CPU, after accounting for the arrival interrupts due to the rest of the packets of the (real-time) message whose CPU wait time we are considering. Note that we only account for best-effort packet arrival interrupts if all packets of the realtime message arrive before the lower-priority handler yields the CPU. As explained earlier, the second term can be reduced further if appropriate interrupt masking is supported by the adapter, and the aggregate real-time message rate is considered.

The total worst-case wait time can only be computed after accounting for any additional queueing delays experienced by a incoming packet on the adapter. This was not an issue at the sending host, where only one outgoing packet was allowed to reside on the adapter at any time. For an adapter designed to handle QoS-sensitive traffic, an arriving packet would have to wait for at most one maximum-sized lower-priority packet to be received by the host. Thus, the worst-case "link" wait time is given by $\mathcal{T}_{w}^{\text {intr,link }}=\mathcal{C}_{r}+\frac{\mathcal{S}}{\mathcal{B}_{r}}$, assuming that the adapter initiated the transfer of a lower-priority packet just before the arrival of the higher-priority packet. As before, the total message wait time is $\mathcal{T}_{w}^{r}=\mathcal{T}_{w}^{\text {intr,cpu }}+\mathcal{T}_{w}^{\text {intr,link }}$.

## Polled Mode

In this mode the adapter does not interrupt the host processor; instead, the host processor periodically polls the adapter to detect newly-arrived packets. Polling, which is sometimes preferred over interrupts [173], helps amortize interrupt overhead over multiple packets per polling cycle at the expense of increased packet reception latency. As mentioned before, polling can be effective in preventing receive livelock [125]. We assume that polling is realized via clocked interrupts [173] such that a polling timer expires periodically, and at each polling instant inputs up to a certain number of packets (the quota in [125]). The quota is determined by the host processing capacity allocated to servicing the polling timer and inputing packets. We focus below on admission control extensions when packet reception is performed purely via clocked interrupts with quotas. Our analysis can be easily extended to the case where polling is performed by an explicitly-scheduled polling thread, as described in [125].

Suppose the host configures the polling timer to expire every $\mathcal{I}_{p o l l}$ time units, and the quota is $q$ packets; that is, each time the polling timer expires, up to $q$ packets are input from the network adapter. To admit channels, admission control must use the host CPU capacity available for handlers. Assuming the host has mechanisms to schedule a periodic timer, our analysis directly accounts for the CPU capacity consumed by the polling timer service routine. We assume that the adapter has some minimum intelligence to distinguish (and maintain separate input queues for) incoming best-effort and real-time traffic, such that the latter gets higher input priority.

Since arriving packets may have to wait for input by the polling timer, we also assume that the adapter has sufficient per-channel buffers for arriving packets, as derived from
the channel traffic specification. Further, the adapter must ensure (via appropriate QoSsensitive queueing) that the host can receive real-time packets from different channels in the order in which the sender transmitted them. This was not an issue in interrupt mode handling because arriving packets interrupt the host directly, and are immediately classified and enqueued at the corresponding channel's packet queue. Without the above assumptions we cannot compute message service time for a channel in isolation, and bound the link wait time (i.e., the queueing delay on the adapter).

The maximum number of packets of size $\mathcal{S}$ completing arrival at the adapter in a polling period is $n_{I}=\left\lceil\frac{\tau_{\text {polt }}}{\mathcal{L}_{r}(\mathcal{S})}\right\rceil$. For practical purposes $1 \leq q \leq n_{I}$ must hold, i.e., $\mathcal{I}_{\text {poll }}$ is chosen such that at least $q$ packets arrive and can be input without starving channel handlers. The total link reception time for all the packets comprising a message is $\mathcal{L}_{m}^{r}=\left(\mathcal{N}_{p}-1\right) \mathcal{L}_{\tau}(\mathcal{S})+$ $\mathcal{L}_{r}\left(\mathcal{S}^{\text {last }}\right)$, where $\mathcal{N}_{p}$ is the number of packets in the message. While all the packets of the message arrive over $\left[\frac{\mathcal{I}_{\text {poll }}^{r}}{\mathcal{I}_{\text {poll }}}\right]$ polling periods, the total number of polling periods required to input the message is $\left\lceil\frac{N_{p}}{q}\right\rceil$.

Since $n_{I} \geq q$, and hence $\left\lceil\frac{\mathcal{T}_{m}^{r}}{\tau_{\text {poll }}}\right\rceil \leq\left\lceil\frac{\mathcal{N}_{p}}{q}\right\rceil$, it follows that all the packets of the message will arrive before the polling timer inputs all the packets and the channel handler finishes processing them. Once a block of $q$ packets are input and queued, the corresponding channel handler processes them in time $\mathcal{C}_{q}=q \mathcal{C}_{p}^{r}+\left\lfloor\frac{q-1}{p r}\right\rfloor \mathcal{C}_{c s p}^{r}$. The message service time can then be shown to be

$$
\mathcal{T}_{s}^{\text {poll }}=\left\{\begin{array}{lll}
\left(\left\lceil\frac{\mathcal{N}_{p}}{q}\right\rceil-1\right) \mathcal{I}_{p o l l}+\left(\mathcal{N}_{p} \bmod q\right)\left(\mathcal{C}_{o}+\mathcal{C}_{p}^{r}\right)+\left(\mathcal{C}_{p}^{\text {last,r }}-\mathcal{C}_{p}^{r}\right) & \\
& +\left[\frac{\mathcal{N}_{p} \bmod q-1}{p_{r}^{r}}\right] \mathcal{C}_{c s p}^{r} & \text { if } \mathcal{C}_{q}<\mathcal{I}_{\text {poll }}-q \mathcal{C}_{o} \\
\mathcal{C}_{p}^{m, r}+\mathcal{C}_{o}^{m}+\mathcal{C}_{p r}^{r} & & \text { otherwise }
\end{array}\right.
$$

It can be verified that the two expressions are the same when $\mathcal{C}_{q}=\mathcal{I}_{\text {poll }}-q \mathcal{C}_{0}$. Given our assumption that $n_{I} \geq q$, the above equation is valid for $\mathcal{N}_{p} \leq n_{I}$ as well as $\mathcal{N}_{p}>n_{I}$. Figure 4.9 illustrates link reception and protocol processing overlap in polled mode packet input.

If $\mathcal{C}_{q}<\mathcal{I}_{\text {poll }}-q \mathcal{C}_{o}$ (Figure 4.9(a)), the processing of all the $q$ packets input during a polling period will be completed before the next polling period. Accordingly, the message service time is determined by one less than the number of polling periods required to input $\mathcal{N}_{p}$ packets, and the time to input and process the remaining $\mathcal{N}_{p} \bmod \boldsymbol{q}$ packets in the last polling period. If $\mathcal{C}_{q} \geq \mathcal{I}_{\text {poll }}-q \mathcal{C}_{o}$ (Figure $4.9(\mathrm{~b})$ ), however, it suffices to account for the time to input and process all the packets of the message.

(a) $\mathcal{C}_{q}<\mathcal{I}_{\text {poll }}-q \mathcal{C}_{o}$

(b) $\mathcal{C}_{q} \geq \mathcal{I}_{\text {poll }}-q \mathcal{C}_{o}$


Figure 4.9: Link reception and protocol processing overlap in polled mode input.

The worst-case message wait time is incurred when the first packet of the message arrives at an empty adapter queue with the polling timer having just finishing polling; the arrived packet must wait until the next expiration of the polling timer (as shown in Figure 4.9). Further, a lower-priority handler could have been allocated the CPU just before the next expiration of the polling timer. To compute the worst-case CPU wait time due to a lowerpriority handler, note that once the first packet of a message arrives, the corresponding (waiting) handler is unblocked if it is not already running (the worst-case scenario). In the absence of a higher-priority handler, the newly-awakened handler will be scheduled for execution only after the polling timer service routine completes (i.e., relinquishes the CPU), and the lower-priority handler that was preempted by the polling timer yields or completes processing (whichever occurs first). Accordingly, the worst-case CPU wait time is given by $\mathcal{T}_{w}^{\text {poll, }, p u}=\mathcal{I}_{\text {poll }}+\mathcal{C}_{b}^{\tau}+\mathcal{C}_{c s p}^{\tau}$. Note that the wait time in this case is not affected by the back-toback arrival of best-effort packets, since the host is not interrupted on packet arrival. Under the same assumptions of adapter support as in Section 4.5.2, the worst-case link wait time is $\mathcal{T}_{w}^{\text {poll, link }}=\mathcal{C}_{r}+\frac{S}{\mathcal{B}_{r}}$, with the worst-case message wait time being $\mathcal{T}_{w}^{r}=\mathcal{T}_{w}^{\text {poll, }, \text { pu }}+\mathcal{T}_{w}^{\text {poll, }, \text { ink }}$.

### 4.5.3 Simultaneous Send and Receive

We now consider admission control extensions for a host that is both a source and destination for real-time channels, i.e., handles simultaneous outgoing and incoming traffic. We focus on the option O 1 for outgoing traffic and interrupt mode handling for incoming traffic; appropriate extensions can also be developed for the other three possible configurations. such as option O 1 and polled mode handling.

To make the analysis tractable, we must make additional assumptions regarding the support available on the adapter. We assume that the adapter isolates processing and queueing of incoming and outgoing traffic. This is a valid assumption; many modern high-performance adapters use separate processors and on-board logic for the transmit and receive paths. We further assume that the link is full-duplex, so that concurrent data transmission and reception can occur between two hosts on the (point-to-point) network link. Lastly, we assume that the host system bus arbitrates fairly between incoming and outgoing traffic, i.e., between the host and the adapter.

Under these assumptions, the message service times for outgoing and incoming messages must account for the worst-case extra interrupts due to simultaneous outgoing and incoming traffic. The worst-case message service time for an outgoing channel is given by

$$
\mathcal{T}_{s}^{\text {simul }, O 1}=\mathcal{T}_{s}^{O 1}+\left\lceil\frac{\tau_{s}^{O 1}}{\mathcal{L}_{r}\left(\mathcal{S}_{\text {min }}\right)}\right\rceil \mathcal{C}_{o i},
$$

since minimum-sized packets could arrive back-to-back during the processing and transmission of an outgoing message. As before, this estimate can be improved by making additional assumptions about adapter and host support for simultaneous handling of besteffort and real-time traffic. For example, if the host does not allow any best-effort packets to be received if an outgoing real-time message is being processed, then the second term above can be reduced by considering the aggregate packet arrival rate $\sum_{a \in \mathcal{A}^{r}} \mathcal{R}_{\max }^{a}\left\lceil\frac{\left.\mathcal{M}_{\max }^{c}\right\rceil}{\mathcal{S}}\right\rceil$ (packets/second) for the set (denoted by $\mathcal{A}^{r}$ ) of established channels with this host as the destination.

Similarly, the worst-case message service time for an incoming channel is now

$$
\mathcal{T}_{s}^{\text {simul,intr }}=\mathcal{T}_{s}^{\text {intr }}+\left\lceil\frac{\mathcal{T}_{s}^{\text {intr }}}{\mathcal{L}_{x}\left(\mathcal{S}_{m i n}\right)}\right\rceil \mathcal{C}_{l}
$$

since minimum-sized best-effort packets could be transmitted back-to-back during the reception and processing of an incoming message. Again, we can improve this estimate by
assuming that the host does not allow any best-effort packet to be transmitted if an incoming real-time message is being processed, The second term can be reduced by considering the aggregate packet arrival rate $\sum_{a \in \mathcal{A}^{s}} \mathcal{R}_{\max }^{a}\left\lceil\frac{\mathcal{M}_{m_{a x}}^{c}}{S}\right\rceil$ (packets/second) for the set (denoted by $\mathcal{A}^{s}$ ) of established channels with this host as the source.

The message wait time due to lower-priority handlers of packets would also be different. In particular, the worst-case CPU wait time would now be

$$
\mathcal{T}_{w}^{s i m u l, c p u}=\max \left(\mathcal{T}_{w}^{O 1, c p u}, \mathcal{T}_{w}^{i n t r, c p u}\right)
$$

without changing the worst-case link wait time. Correct admission control necessitates that outgoing and incoming channels be distinguished from each other, both in terms of the corresponding system parameters and in the service and wait time computations.

### 4.6 Summary

In this chapter, we focused on management of host communication resources for real-time communication. In particular, we identified the issues involved in extending and implementing resource management policies originally formulated using idealized resource models. Using our real-time channel implementation, we extended the admission control procedure to account for protocol processing and implementation overheads for two implementation paradigms realizing link scheduling at sending hosts. The extensions were validated against measured performance of the implementation and used to study the implications for channel admissibility. We also extended the admission control procedure at receiving hosts for two distinct packet input mechanisms, namely, interrupt mode and polled mode, as well as for hosts engaged in simultaneous data transmission and reception. The analysis and extensions developed in this chapter are applicable to other proposals for guaranteed real-time communication in packet-switched networks $[8,188]$.

Our main conclusions can be summarized as follows. In order to best utilize CPU and link bandwidth, one must account for implementation overheads that reduce useful resource capacity. Further, one must also consider the implications of the implementation paradigm adopted to manage CPU and link bandwidth. For sending hosts, we studied two implementation paradigms that both realize link scheduling but differ significantly in performance. Realization of the link scheduler as a dedicated thread degrades channel admissibility significantly (due to conservative admission control) since it couples link bandwidth allocation
with CPU bandwidth allocation.
Implementing link scheduling in interrupt context provides significant performance advantages in terms of higher channel admissibility and reduced sensitivity to system parameters such as packet size and number of packets processed between preemptions. However. these advantages come at the expense of an unpredictable increase in the interrupt service time, which could be highly undesirable in systems with stringent response-time constraints. We note that the paradigm adopted for implementing link scheduling also depends on the software configuration chosen. For example, with a microkernel operating system, a thread based realization of the link scheduler becomes necessary if the QoS-sensitive communication subsystems is realized at user level.

While similar tradeoffs arise at receiving hosts, developing the admission control extensions necessitates additional assumptions regarding the support available from the network adapter. Without adequate adapter support, it would be almost impossible to provide QoS guarantees on communication. Even with these assumptions, correct formulation of the admission control extensions depends greatly on the QoS-sensitive mechanisms employed by the host to handle simultaneous incoming and outgoing traffic.

These extensions have been further refined and implemented in the guaranteed-QoS communication service described in Chapter 5, where we have considered additional overheads and constraints imposed by a microkernel operating system. Chapter 6 illustrates how the communication subsystem software can be structured to allow these extensions to work with self-parameterizing protocol stacks. Finally, Chapter 8 highlights the generality and applicability of these extensions to other protocol processing architectures, and explores their integration with QoS-sensitive application scheduling.

## CHAPTER 5

## GUARANTEED-QoS COMMUNICATION SERVICES

### 5.1 Introduction

The architecture described in Chapter 3 and the admission control extensions presented in Chapter 4 were implemented and evaluated for a relatively restricted environment. The communication executive exercised complete control over the processor, it was relatively easy to extend the underlying resource management policies to be QoS sensitive, and the API exported by the communication subsystem was relatively primitive. While the restricted environment allowed us to study subtle issues such as the relationship between CPU and link bandwidth, it did not allow us to explore QoS-sensitive communication subsystem design for contemporary operating systems.

A key issue then is to identify and resolve the challenges involved in realizing guaranteedQoS communication services on contemporary operating systems, using appropriate enhancements of the techniques proposed in Chapters 3 and 4. This chapter describes the design, implementation, and evaluation of one such service for a microkernel operating system. Microkernel operating systems continue to play an important role in operating system design $[45,100$ ], and are being extended to support real-time and multimedia applications [162]. With the continued upsurge in the demand for networked multimedia applications on the WWW, it is important, therefore, to examine realization of QoS-sensitive communication subsystems on contemporary microkernel operating systems. The issues and techniques explored in this chapter are also relevant to contemporary monolithic operating systems such as UNIX and its variants.

In this chapter we present our experiences in designing and implementing a guaranteed-

QoS communication service, also based on real-time channels, on OSF MK $\mathbf{7 . 2}$ [166]. a microkernel operating system based on CMU Mach. Besides giving us access to full source code, OSF MK 7.2 allows us to exploit the Path abstraction provided in OSF's $x$-kernelbased CORDS framework [172]. Such a service would provide the underlying end-to-end realtime communication support to enable development of middleware services for distributed real-time applications.

### 5.1.1 Goals, Approach and Assumptions

As mentioned earlier, our primary goal is to explore the architectural issues and implementation tradeoffs that arise when realizing guaranteed-QoS communication services on microkernel operating systems. A complete service must export a QoS-aware API to applications that, in addition to allowing the specification of traffic characteristics and QoS requirements, also allows applications to indicate their intent to be recipients of QoS-sensitive traffic in a generic fashion. Moreover, applications serving as destinations for QoS-sensitive traffic must be allowed to participate in the end-to-end signalling for resource reservation. While we do not consider dynamic QoS negotiation and adaptation, QoS-aware APIs may also allow applications to specify a range of desired QoS levels and receive dynamic notifications regarding overload conditions $[2,104]$.

The communication subsystem must interface to the applications via appropriate mechanisms such as application libraries, maintain additional state regarding applications and active connections, and move data to/from applications as per the associated QoS requirements. Further, it must provide protocol support for end-to-end signalling and resource reservation within the host communication subsystem, in addition to support for QoSsensitive data transfer. Depending on the implementation environment, this support may need to export appropriate interfaces to other communication modules and map its functionality to the appropriate local resource reservation facilities provided within the communication subsystem, the underlying operating system, or both. For correct admission control the costs imposed by any additional structuring constraints and overheads must also be accounted for. The support provided must also be sufficiently modular and generic to facilitate reuse for other middleware services and enable future extensions.

To examine the above-mentioned issues, we realize a new service architecture that extends the architecture and extensions presented in Chapters 3 and 4. This service architec-
ture integrates three primary components: (i) RTCOP, a protocol that coordinates end-to-end signalling, QoS-sensitive resource allocation and reclamation, (ii) CLIPS, a support library that provides QoS-sensitive CPU scheduling for protocol processing and link scheduling of packet transmissions, and (iii) RTC API, the programming interface exported to applications that wish to use the service. These three components together ensure QoS-sensitive handling of network traffic at sending and receiving hosts.

We realize this service architecture as a user-level CORDS server running on the OSF MK 7.2 microkernel. Even though server-based protocol stacks perform poorly compared to user-level protocol libraries or in-kernel implementations [112,168], we choose a server configuration for several reasons. A server configuration considerably eases software development and debugging, particularly the location and correction of timing-related bugs. More importantly, since several applications can establish multiple QoS connections, admission control and run-time resource management of these connections must be localized within one resource management domain. For most contemporary operating systems, this corresponds to a single protection domain and address space, in our case the CORDS server.

Further, in contrast with current trends in high-performance communication to transfer data as fast as possible, a QoS-sensitive communication subsystem can transfer data only as fast as appropriate as determined from the connection's traffic contract and desired QoS. In the worst case, an application can modify a buffer pending network transmission, forcing the server or the user-level library to make a copy in order to maintain data integrity. To build a guaranteed-QoS communication service, we must be conservative and account for the worst-case overheads and processing costs. Once developed and debugged, the server can be placed within the kernel to improve performance and hence relax conservative cost estimates. We note that a server-based configuration is regarded as a reasonable approach to build predictable communication services on microkernel operating systems [107]. Chapter ?? compares and contrasts various protocol processing architectures regarding the extent to which they facilitate per-connection QoS guarantees.

The functionality provided by our CORDS-based server cannot be truly effective without additional support from the underlying operating system. Such support could be in the form of capacity reserves for the service [123] or appropriate system partitioning [19], and would require proper integration of the QoS-sensitive communication subsystem with the operating system for provision of application-level QoS guarantees. We believe that the
architectural support described in this chapter is complementary to the above support. and as such, the tradeoffs and issues highlighted are of significant relevance.

### 5.1.2 Outline

We describe a service architecture that employs well-defined interfaces to integrate the three components mentioned earlier and access local system resources. Using our prototype implementation we illustrate how this service architecture extends and exploits the CORDS framework to facilitate realization of guaranteed-QoS communication services. We highlight implications of a server-based configuration for provision of QoS guarantees. For example, link scheduling must be realized using option 2 (i.e., in thread context) specified in Chapter 3; a colocated server could utilize option 1 instead. We also highlight the difficulties faced and lessons learned in the course of the implementation.

We parameterize the CORDS-based communication subsystem via detailed profiling of the send and receive data paths. Based on this parameterization, we highlight certain overheads and constraints, imposed by the realization of RTC API in the CORDS server, that render the communication subsystem QoS-insensitive. We then propose enhancements to the runtime resource management architecture and admission control procedure to account for these overheads and constraints. An experimental evaluation in a controlled configuration demonstrates the efficacy with which QoS guarantees are maintained, under limitations of the inherent unpredictability imposed by the underlying operating system.

The rest of the chapter is organized as follows. We first present the goals and architecture of the real-time (guaranteed-QoS) communication service. The different components constituting the service are described next, with an emphasis on their internal design and interaction. The subsequent section describes our prototype implementation of the service and the tradeoffs we faced in realizing the service architecture. System profiling and parameterization of the experimentation platform and our implementation is presented next, followed by extensions to the service architecture to account for certain performance-related deficiences. We then present the results of an experimental evaluation of our prototype implementation to determine its efficacy in providing QoS guarantees. Finally, we conclude the chapter with a summary of the primary contributions and directions for future work.

### 5.2 Real-Time Communication Service

We first motivate the goals that our real-time communication service must satisfy. Subsequently, we highlight key aspects of the service architecture that facilitate meeting the stated goals.

### 5.2.1 Goals and Paradigm

Our primary goal is to provide applications and middleware with a service that can be used to request and obtain (real-time) guaranteed-QoS unicast connections between two hosts. Such a service must satisfy the three architectural requirements for guaranteed-QoS communication highlighted in Chapter 3: (i) maintenance of per-connection QoS guarantees. (ii) overload protection via per-connection traffic enforcement, and (iii) fairness to best-effort traffic. A secondary, but very important, goal is to design the service in a way that permits (a) constituent architectural components to be reused for other middleware services, and (b) flexibility and reuse in realizing other QoS paradigms and service models.

The secondary goal is important because multiple middleware services may need to coexist and interoperate; reusing architectural components, whenever possible, makes service integration relatively easier. In order to realize generic components, the service model must be decoupled from the service architecture and its components. This in turn facilitates extension of the service architecture to more relaxed QoS models such as statistical guarantees, and QoS negotiation and adaptation [2]. To realize this service we adopt the real-time channel paradigm and base the service architecture on the architectural mechanisms and extensions described in Chapters 3 and 4.

### 5.2.2 Service Architecture

Figure 5.1 illustrates the software architecture of our guaranteed-QoS service at hosts; a subset of this architecture also applies to intermediate nodes. The core functionality of the service is realized via three distinct components that interact to provide guaranteedQoS communication: real-time communication API (RTC API), RTCOP, and CLIPS. While applications use the service via the RTC API, end-to-end signalling for resource reservation and reclamation is coordinated by RTCOP and run-time management of resources for QoSsensitive data transfer performed by CLIPS. As mentioned above, the run-time resource


Figure 5.1: Real-time communication service architecture.
management in the service architecture is based on the architecture proposed in Chapter 3. with significant enhancements to accommodate the specific requirements of a full-fledged service and the available implementation environment. Below we give a brief overview of the three components of our service architecture; Section 5.3 gives internal details of the components and their interaction.

Invocation via RTC API: Applications establish and teardown guaranteed-QoS connections, and perform data transfer on these connections, by invoking routines exported by the RTC API. The API can be viewed as comprising two parts. The top half interfaces to applications and is responsible for validating application requests and creating internal state. The bottom half interfaces to RTCOP for signalling (i.e., connection setup and teardown), and to CLIPS for QoS-sensitive data transfer. As described in Section 5.3, the design of the API has been significantly influenced by the structure of the sockets API in BSD Unix [108] and its variants.

Signalling via RTCOP: End-to-end signalling and resource reservation is performed by RTCOP to establish and teardown guaranteed-QoS connections across the communicating hosts, possibly via multiple network nodes. RTCOP provides reliable datagram semantics for signalling requests and replies between nodes, and performs consistent channel state man-
agement at each node. It interfaces to the admission control module (that keeps track of available communication resources) to admit new connection requests, and establish appropriate connection state to store connection-specific information. Similarly, it interfaces to the routing module to select a (unicast) path on which to perform the end-to-end signalling. As shown in Figure 5.11, it interfaces to CLIPS and directly to local resources for resource reservation functions.

Data transfer via CLIPS: CLIPS facilitates network data transport on established realtime channels, providing services for management of CPU and link resources during data transfer in order to maintain QoS guarantees. For example, it provides services for allocation of protocol processing resources and fragmentation of application data (messages) into smaller units (packets) for network transmission. In addition to managing CPU resources for protocol processing, CLIPS also performs link access scheduling to manage link bandwidth such that all active connections receive their promised QoS. This involves abstracting the link in terms of transmission delay and bandwidth, and scheduling all outgoing packets for network access. The minimum requirement for provision of QoS guarantees is that packet transmission time on the link be bounded and predictable. CLIIPS also performs traffic enforcement on a per-channel basis, forcing an application to conform to the channel's traffic specification and provide overload protection between established connections.

### 5.3 Service Components and Their Interaction

We begin by describing the service API exported to applications and its internal functionality. This is followed by the design of aTCOP and the various interfaces it exports and utilizes. Finally, we present the design of CLIPS and how the three components interact with each other to provide QoS guarantees.

### 5.3.1 Service Invocation via RTC API

The API exported to applications comprises routines for establishment and teardown of real-time channels, message transmission and reception during data transfer on established channels, and initialization and support routines. Table 5.1 lists the routines currently available in RTC API.

The design of RTC API is based in large part on the well-known sockets API in BSD

| Routines | Invoked By | Function Performed |  |
| :--- | :--- | :--- | :---: |
| Miscellaneous |  |  |  |
| rtcInit | sender, receiver | service initialization |  |
| rtcGetParameter | sender, receiver | query parameter on specified real-time channel |  |
| Signalling |  |  |  |
| rtcRegisterPort | receiver | register local port and agent for signalling |  |
| rtcUnRegisterPort | receiver | unregister local signalling port |  |
| rtcCreateChannel | sender | create channel with given parameters <br> to remote endpoint ; return channel identifier |  |
| rtcAcceptChannel | receiver | obtain the next channel already established <br> at specified local port |  |
| rtcDestroyChannel | sender | destroy specified real-time channel |  |
|  | Data Transfer |  |  |
| rtcSendMessage | sender | send message on specified real-time channel |  |
| rtcRecrMessage | receiver | receive message on specified real-time channel |  |

Table 5.1: Routines comprising RTC API.

Unix. Each real-time channel endpoint is a 2-tuple (IPaddr, port) formed by the IP address of the host (IPaddr) and an unsigned 16-bit port (port) unique on this host, similar to an INET domain socket endpoint. In addition to unique endpoints for data transfer, an application may use multiple endpoints to receive signalling requests from other applications. Applications willing to be destinations of real-time channels are assumed to register their signalling endpoints with a name service or use well-known ports. Applications wishing to create real-time channels to receiving applications must first locate the corresponding endpoints before signalling can be initiated.

Each of the signalling and data transfer routines in Table 5.1 has its counterpart in the sockets API. For example, the routine rtcRegisterPort corresponds to the invocation of bind and listen in succession, and rtcAcceptChannel corresponds to accept. Similarly, the routines rtcCreateChannel and rteDestroyChannel correspond to connect and close, respectively. The key aspect which distinguishes RTC API from the sockets API is that the receiving application explicitly approves the establishment and teardown of realtime channels. This is unlike the establishment of a TCP connection, for example, which is completely transparent to the peer applications. We note that extensions to the sockets API have been proposed to support the requirements of QoS-sensitive traffic, most of these realized via new socket options. The architecture described in Chapter 7 adopts a unique control socket approach to realize a QoS-aware sockets layer [13].

## Signalling Routines

rtcRegisterPort, rteUnregisterPort: An application indicates its intent to receive signalling requests for real-time channels by registering a signalling port with RTCOP via rtcRegisterPort. The application also specifies an agent function that the service must invoke in response to incoming signalling requests. This function, implemented by the receiving application, determines whether sufficient resources are available for the channel being requested. One of the responsibilities of this function is to reserve resources (i.e., allocate CPU capacity, application buffers, etc.) for the new channel, if available, based on the request received, the computation resource requirements, and resource availability. This agent function may also perform authentication checks, if needed, based on the requesting endpoint specified in the signalling request. Since communication resource management is performed by the RTC service, the application need only be concerned with management
of computation resources.
Note that the application can register multiple signalling ports and the corresponding agent functions, allowing it to specify different agents for different classes of traffic. For example, the application may register a signalling port for video traffic and a different one for audio traffic. Clients (or senders) would then send signalling requests to the appropriate receiver port. The application can "free" a signalling port previously registered by invoking rtcUnregisterPort.
rtcCreateChannel, rteDestroyChannel: Once the receiver registers its intent to receive, the sender invokes rtcCreateChannel to request establishment of a real-time channel to a remote (receiving) endpoint. This endpoint corresponds to the signalling port registered by the receiver to receive signalling requests. Besides specifying the remote endpoint, the sender must provide the traffic and QoS specification described in Section 5.2.1, and the desired overload protection policy. The overload protection policy specifies the behavior under violation of traffic specification on the corresponding channel, with the choice between blocking the application, dropping the violating message in entirety, or simply returning an error. If channel establishment is successful, a unique channel identifier is returned to the application for later reference.

When the sender no longer needs an existing channel, it invokes rtcDestroyChannel using the channel identifier returned earlier when the channel was established. If the channel is successfully closed, all resources allocated to this channel are released and the channel identifier reclaimed.
rtcAcceptChannel: The receiving application invokes rtcAcceptChannel to obtain the next real-time channel established at a given signalling port previously registered with the RTC service. We observe that the receiving application gets notified of incoming real-time channels only after acceptance by the application's agent function.

## Data Transfer Routines

rtcSendMessage: The sender invokes rtcSendMessage to send a message buffer on an previously-established channel. If the application is generating traffic as per the channel's traffic specification, this routine is non-blocking, i.e., returns after the message has been copied in and enqueued for protocol processing, without waiting for the message to be transmitted. Copying the message ensures that the application does not subsequently modify the

| RTCOP Requirements |
| :--- |
| Internals |
| network and transport layer functionality |
| best-effort, reliable signalling semantics |
| management of channel state |
| simplicity, isolation of real-time channel information |
|  |
| Interfaces |
| interface to RTC API |
| interface to CLIPS |
| interface to system resources for reservation |
| interface to routing engine to query routes |

## Table 5.2: RTCOP functional requirements.

contents of the message before it has been transmitted. ${ }^{1}$ If the channel's traffic specification is violated, the RTC service may block the application, especially if communication buffers overflow, if the application so specifies.
rtcRecvMessage: This routine receives the next message on a previously-established channel into an application buffer, and can be blocking or non-blocking. If no message is queued for reception, and the call is non-blocking, the routine returns immediately indicating failure. If the call is blocking, the application is blocked until a message is queued for reception. If a message is waiting, the routine retrieves the message and returns success.

### 5.3.2 RTCOP-based Signalling and Resource Reservation

Application requests to create and destroy channels are forwarded by the RTC API to RTCOP, which performs end-to-end signalling, as mentioned in Section 5.2.2. Table 5.2 lists the requirements that RTCOP must satisfy in order to meet the service goals outlined earlier, and Figure 5.2 illustrates its internal structure and external interfaces.

[^2]
## External Interfaces

RTCOP exports an interface to RTC API for specification of channel establishment and teardown requests and replies, and selection of logical ports for channel endpoints. The RTC API uses the latter to reserve a signalling port in response to an rtcRegisterPort request from the application, for example. RTCOP also utilizes four external interfaces during signalling: an interface to the routing engine, an interface to CLIPS, and an interface to local system resources.

Interface to routing engine: Before initiating signalling for a new channel, RTCOP queries an appropriate route via its interface to the underlying routing engine. In general, the routing engine would find a route that can support the desired QoS requirements, and rTcop would perform signalling on this route. The primary benefit of QoS-based routing is an increased likelihood of channel establishment and satisfaction of application requirements. However, for simplicity we use static (fixed) routes for channels since it suffices to demonstrate the capabilities of our architecture and implementation. We note, however, that using static routes may result in denial of service to an application if resources along the route are insufficient. Development of QoS-based routing algorithms is beyond the scope of this dissertation.

Interface to CLIPS: As described in Section 5.3.3 below, CLIPS performs run-time resource management and scheduling for messages transmitted or received on real-time channels, and exports an interface that can be used to avail of these services. RTCOP uses this interface to request such services for each new channel to be established.
Interface to local system resources: In some situations the host operating system may provide special resource management support for real-time communication. This may include support for QoS-sensitive buffer management and/or CPU scheduling. Such support is generally platform-dependent and often non-standard, but may increase the utility and performance of the service. For example, our prototype implementation (Section 5.4) realizes input packet queues and buffers for channels via the support available in the underlying communication subsystem. RTCOP avails of the local system resources directly through the available native interface.


Figure 5.2: RTCOP internal structure and interfaces.

## Internal Structure

As illustrated in Figure 5.2, RTCOP is organized internally as three primary modules. The request and reply handlers generate and process signalling messages, and invoke resource reservation and reclamation operations as needed. When processing a new signalling request, the request handler performs a multi-step admission control procedure to decide whether or not sufficient resources are available for the new request. It first checks with the admission control module, which currently implements the extended D_order algorithm to perform schedulability analysis for CPU and link bandwidth allocation. The admission control module decides if the new channel can be admitted and notifies RTCOP, which continues processing the request as per the notification. Note that the admission control module is functionally independent and need not be internal to RTCOP. However, we have subsumed it in RTCOP since admission control is most closely associated with signalling. RTCOP then requests CLIPS to allocate channel resources such as the message queue and buffers, the channel handler and CPU bandwidth for protocol processing, and link bandwidth for packet transmissions. As mentioned earlier, it obtains the input packet queue

| CLIPS Requirements |
| :--- |
| Internals |
| prioritized message communication with guarantees |
| generic preemptible CPU bandwidth allocation |
| generic link bandwidth allocation |
| independence from real-time channel semantics |
| independence from protocol stack |
| wide applicability (unicast, multicast or broadcast) |
|  |
| Interfaces |
| interface exported to RTC API and RTCOP |
| interface to system resources for reservation |

Table 5.3: CLIPS functional requirements.
and buffers via the system resource interface. Consistent channel state management at all nodes is an essential function of RTCOP.

The communication module handles the basic tasks of sending and receiving signalling messages, as well as forward data packets to and from the applications. Signalling messages are transported as best-effort traffic but delivered reliably using source-based retransmissions. Reliable signalling ensures that a channel is considered established only if channel state is successfully installed and sufficient resources reserved at all the nodes along the route. Duplicate suppression ensures that multiple reservations are not installed for the same channel establishment request. Similar considerations apply toward channel teardown where all nodes along the route must release resources and free channel state.

### 5.3.3 CLIPS-based Resource Scheduling for Data Transfer

Application requests to send and receive messages are forwarded to RTC API, which interacts with CLIPS to perform the desired data transfer. Table 5.3 lists the functional requirements that CLIPS provides for and Figure 5.3 illustrates how CLIPS coordinates data transfer in relation to the communication protocol stack.

CLIPS provides a generic mechanism for prioritized, time-bounded message processing and communication at end hosts. The design of CLIPS has been motivated by the requirements of the different real-time communication and middleware services. For example. a


Figure 5.3: CLIPS internal structure and interfaces.
real-time multicast and membership service needs prioritized message scheduling to guarantee receipt of messages by the corresponding destinations by the specified deadline. Though modeled after the communication subsystem architecture described in Chapter 3, CLIPS is applicable wherever a priority-based messaging mechanism is required. Being largely independent from the semantics of a particular communication service, CLIPS provides generic support for CPU and link bandwidth allocation. As explained below, this support can be easily customized to manage data traversing real-time channels in a QoS-sensitive fashion.

## Key Features

A connection endpoint requiring prioritized message communication must be registered with CLIPS, which creates a clip between the (external) protocol stack and the local message priority mechanisms at the specified communication endpoint. Note that a clip is similar to traditional Unix socket that has been extended with the necessary reservation states, as in [13]. However, compared to a socket a clip has more state and communication resources associated with it, for both incoming and outgoing traffic. Associated with each clip is
a message queue to buffer messages generated or received on the corresponding endpoint. a communication handler thread to process these messages, and a packet queue to stage packets waiting to be transmitted or received. Once a clip is created for a connection endpoint, messages generated on the endpoint can be transferred in a prioritized fashion using the CLIPS API. Messages sent via registered endpoints can be prioritized in accordance with application semantics, with the priorities being set dynamically. Thus, two different messages sent via the same endpoint need not have the same priority.
QoS-sensitive CPU allocation: The handler thread executes in a continuous loop either dequeueing messages from the message queue and fragmenting them (at the source host), or dequeueing packets from the packet queue and reassembling messages (at the destination host). It inherits its execution priority dynamically from the priority of the message (or packet) it processes. The handler starts execution within CLIPS, continues through the userdefined protocol stack, and returns to CLIPS after processing each message/packet. Each clip is assigned a CPU budget based on the message processing requirements of the associated connection, estimated from the maximum number of packets constituting a message. The budget is, therefore, specified as the maximum number of packets the handler is allowed to process within a given time period, and is replenished periodically. The CPU bandwidth consumed by a handler is estimated from the count of processed packets and charged against the corresponding clip's budget. Conformant messages (i.e., those that arrive while the handler has non-zero budget), are served in the order of message priority.
Communication thread scheduling: The communication threads eligible for CPU allocation are multiplexed on the CPU by a priority-based communication thread scheduler which supports static as well as dynamic handler priorities. Recall that a handler inherits the priority of the message it processes and has an invocation period associated with it. This has two implications. One, the handler must explicitly reset its priority every time it finishes processing one message and starts processing a new message due to excess processing budget. This situation can arise, for example, when a burst of small messages is generated on the corresponding connection. Two, each time the handler's budget expires and there are pending messages, the handler is rescheduled with the priority of the next invocation, which corresponds to the priority of the next message to be processed.

Associating a budget with each handler facilitates traffic enforcement, i.e., appropriate handling of non-conformant traffic on the corresponding connection. This is because
a handler is scheduled for execution only when the budget is non-zero, and the budget is not replenished until the next (periodic) invocation of the handler. These mechanisms together ensure that high-priority misbehaving connections do not consume excessive system resources at the expense of lower priority connections. An executing handler also implements cooperative preemption by voluntarily yielding the CPU after processing a certain number of packets. Thus, while processing messages, a handler may be rescheduled by the communication thread scheduler either when the handler blocks due to expiration of its budget, or it yields the CPU; this is illustrated in Figure 5.3.
QoS-sensitive link bandwidth allocation: At the source host, the packets generated by a handler are scheduled for transmission by a dynamic-priority link scheduler, as shown in Figure 5.3. The link scheduler, which implements the EDF scheduling policy using a priority heap for outgoing packets, is invoked by events such as packet transmissions on an idle link or completion of packet transmission. Packets on best-effort clips are maintained in a separate packet heap and serviced at a lower priority than those on real-time clips. Even though handlers execute and generate packets in priority order, packets need to be explicitly scheduled for transmission to limit the extent of priority inversion in the device driver and/or the network adapter.
Type of clips: CLIPS distinguishes between outgoing, incoming, or bidirectional connection endpoints. Incoming and outgoing endpoints differ primarily in the execution behavior of the corresponding message handler thread. At the source host (outgoing endpoint), the handler thread dequeues buffered outgoing messages and shepherds them down the userdefined protocol stack. At the destination side (incoming endpoint), the handler thread shepherds arrived packets up the protocol stack and queues up received messages in a priority heap for subsequent retrieval by the application. A bidirectional endpoint has two handler threads, one for sending and one for receiving messages. However, their budget is charged to the same capacity reserve. Each endpoint is further classified as real-time or best-effort, with real-time endpoints given priority over the best-effort ones.
Generality of CLIPS: CLIPS has been designed for use with a variety of middleware services and real-time communication paradigms, and hence is independent of the semantics associated with real-time channels. CLIPS does not make any assumptions about the composition of the user-defined protocol stack either. The protocol stack is treated as a black box of bounded execution time, with the prioritized resource management in CLIPS
only considering handler execution time and priority to make scheduling decisions. Further, CLIPS need not be aware of the type of communication (unicast, multicast or broadcast) associated with application endpoints that are registered with it. CLIPS provides a priority enforcement mechanism independent of the (external) policy for message priority assignment.

## Using CLIPS for real-time channels

We use CLIPS to provide real-time channel endpoints with QoS-sensitive allocation of CPU and link bandwidths. During channel establishment at a host, RTCOP creates a clip for the new channel using the CLIPS API. The priority of the clip (and hence of all the messages generated on this channel) is set to the local delay bound computed by D_order during admission control. Similarly, the period for invocation of the communication handler corresponds to $I_{\text {min }}$. The budget for the clip is set to the maximum number of packets corresponding to a message of size $M_{m a x}$ bytes, derived using the maximum amount of data bytes that would fit in the MTU of the attached network. The number of message queue entries allocated for the clip corresponds to $\boldsymbol{B}_{\max }$.

### 5.4 Prototype Implementation: Environment and Configuration

We have developed a prototype implementation of the service architecture described in the preceding sections. Below we describe the experimental testbed and implementation environment, followed by a description of the implementation approach adopted and the CORDS-based service protocol stack. The myriad issues and tradeoffs we considered when realizing the different service components are presented in Section 5.5.

### 5.4.1 Testbed and Implementation Environment

Our testbed (see Figure 5.4) comprises several 133 MHz Pentium-based PCs connected by a Cisco $2900100 \mathrm{Mb} / \mathrm{s}$ Ethernet switch, with each PC connected to the switch via $10 \mathrm{Mb} / \mathrm{s}$ Ethernet. Each PC runs the MK 7.2 microkernel operating system from the Open Software Foundation (OSF) Research Institute [166]. While not a full-fledged real-time OS, MK 7.2 includes several features that facilitate provision of QoS guarantees. Specifically, the


Figure 5.4: Experimental testbed.
7.2 release includes the CORDS (Communication Object for Real-time Dependable Systems) protocol implementation environment [172] in which our implementation resides.

Our implementation approach is to utilize and extend the functionality and facilities provided in OSF's CORDS environment. CORDS is based on the $x$-kernel object-oriented networking framework originally developed at the University of Arizona [76], with some significant extensions for controlled allocation of system resources. The primary advantage of using CORDS for our prototype implementation is the support for paths. As discussed in Section 5.4.2 below, paths play a significant role in the realization of our service architecture on this platform. Another advantage of using CORDS is the ease of composing protocol stacks in the $x$-kernel networking framework, in which a communication subsystem is implemented as a configurable graph of protocol objects. More details on the $\boldsymbol{x}$-kernel can be found in [76, 141].

### 5.4.2 OSF Path Framework: Implications and Extensions

While preserving the structure and functionality of the original $x$-kernel, CORDS adds two abstractions, paths and allocators, to provide path-specific reservation/allocation of system resources. System resources associated with paths include dynamically allocated memory, input packet buffers, and input threads that shepherd messages up a protocol stack [172]. Paths, coupled with allocators, provide a capability for reserving and allocating resources
at any protocol stack layer on behalf of a particular class of messages. With packet demultiplexing at the lowest level (i.e., performed in the device driver), it is possible to isolate packets on different paths from each other early in the protocol stack. Incoming packets are stored in buffers explicitly tied to the appropriate path and serviced by threads previously allocated to that path. Moreover, threads reserved for a path may be assigned one of several scheduling policies and priority levels.

Paths facilitate realization of a connection-oriented protocol stack, since the knowledge of paths is available at any layer in the protocol stack. While CORDS paths have been crucial for our implementation, they have some drawbacks that we have circumvented where possible, as described below.
Path-based packet classification: CORDS associates outgoing and incoming packets with paths, thus requiring data link drivers to examine outgoing packets and add the appropriate path identifier. While this is natural for networks supporting a notion of virtual circuit identifiers (VCI) such at ATM, it is not so for traditional data link technologies such as Ethernet. In the case of Ethernet, the CORDS driver adds a new path identifier to the data link header. This creates a non-standard Ethernet header that would not be understood by hosts not running OSF's CORDS framework. Note that this problem does not arise with the default path, which is used to transport traditional best-effort traffic, since there is no change in the data link header.

Global path name space: Since real-time channels provide QoS guarantees on a perconnection basis, it is natural to assign a distinct path to each channel. In order to realize our end-to-end service architecture, however, traffic on a particular path must be serviced consistently (i.e., according to the QoS associated with that path) by the communication subsystem on all hosts and routers. This in turn requires that the path name space be global across all hosts participating in the real-time commanication service. To realize a global path name space, we utilize globally unique host names to construct unique path identifiers for real-time channels, as described later in Section 5.4.4.
Dynamic path creation/deletion: The CORDS framework envisions a relatively static use of paths, with a single path for best-effort traffic and a few paths for different classes of traffic. That is, there are never more than perhaps ten active paths, all of these long-lived and preconfigured. Accordingly, the CORDS path library provides no support for path teardown or resource reclamation, operations which are necessary in a dynamic environment


Figure 5.5: Service implementation as CORDS server.
in which paths are created and destroyed frequently. To facilitate a one-to-one association between real-time channels and paths, we have extended the CORDS framework to support path destruction and reclamation of resources associated with a path, as described in Section 5.4.4.

### 5.4.3 Server Configuration: Pros and Cons

Figure 5.5 shows the software configuration for our service implementation using the CORDS framework. As shown in Figure 5.5, applications link with a library, librtc, which implements RTC API and interfaces to the RTC service on behalf of the application, as described in Section 5.5.1. While the CORDS framework can be used at user-level as well in the kernel, we have developed the prototype implementation as a user-level CORDS server. There are several reasons for this choice, as mentioned in Section 5.1 and also explained below. The most obvious is the ease of development and debugging, resulting in a shorter development cycle.

Another important reason is the infeasibility of the other alternative (pure in-kernel development) available for implementation. CORDS allows an $x$-kernel protocol graph to span address space (and protection) boundaries via proxies [58]. Thus, our implementation could span user and kernel spaces, with portions of our implementation developed in user space and moved into the kernel after debugging and testing. However, this was not feasible
for two primary reasons: (i) strong inter-dependencies between the service components. and (ii) interaction of CLIPS with multiple layers (especially the top and bottom anchors) of the protocol stack. It was important, therefore, to keep all service components in one address space, i.e., in the CORDS server. Moreover, use of proxies would force applications to transparently link with various other $x$-kernel libraries, in addition to our service library, resulting in needless code bloat and potentially degraded performance.

The final reason is related to performance. A server-based implementation is natural for a microkernel operating system, but may perform poorly compared to user-level protocol libraries due to excessive data copying and context switching [112,168]. As mentioned in Section 5.1 , it seems appropriate to be conservative when building a guaranteed-QoS communication service. It follows that in the worst case, compared to user-level libraries a server configuration only suffers from additional context switches. While this has significant implications for small messages, the relative degradation in performance is not as significant for the large data transfers performed via the guaranteed-QoS communication service, although it may affect connection admissibility.

A CORDS server-based implementation presents a number of significant problems for data input and output in our service architecture. These problems are either easily circumvented or simply do not arise for the in-kernel CORDS protocol stack or when the CORDS server is colocated in the kernel. The bottom layer of the CORDS protocol stack interfaces with the kernel device driver via a Mach device port each for input and output. As described in Section 5.4.4, device output is initiated by the link scheduler that is implemented here, as close as possible to the device driver without being in the kernel.

However, being in user space, the link scheduler cannot be invoked directly by the kernel device driver in response to transmission completion interrupts since OSF MK 7.2 does not support mapped device drivers or user-level upcalls. That is, link scheduling via option O1 in Chapter 3 cannot be realized. However, since OSF MK 7.2 allows user-level threads to perform synchronous device transfers, option $\mathbf{O 2}$ can be easily realized, as described in Section 5.4.4. Another potential problem arises from the multiplexing of IP traffic from the Unix server and traffic from the CORDS server into the same kernel interface queue.

Device input also presents significant challenges for QoS-sensitive handling of data. The CORDS-enabled kernel device driver is capable of routing incoming packets associated with a path to the corresponding pool of packet buffers and shepherd threads (if a pool has been


Figure 5.6: CORDS-based service protocol stack.
allocated), as illustrated by the path filter in Figure 5.5. However, the path filter is only applied for the in-kernel realization of CORDS; for the user-level CORDS server configuration. incoming packets are delivered to the corresponding device input port on the basis of a generic net filter set up when the server is initialized. Subsequent demultiplexing of packets to paths is performed by a device input thread at the lowest layer in the CORDS protocol stack. Besides making the packet classification a more expensive multi-step operation, such a configuration also introduces a common point of FIFO queueing for all data destined for the CORDS server. We discuss approaches to circumvent this later.

### 5.4.4 CORDS-based Service Protocol Stack

The CORDS-based protocol stack for our service is shown in Figure 5.6. Protocols comprising this stack include RTC API ANCHOR, CLIPS, RTCOP, RTROUTER, IP, ETH, and ETHDRV. We briefly describe these protocols below, and discuss the implementation of RTC API ANCHOR, RTCOP and CLIPS at length in Section 5.5.
RTC API ANCHOR: The anchor protocol for RTC API is the top-level protocol configured directly above RTCOP. It interfaces on the top with the applications via Mach Interface Generator (MIG) stubs, translating application requests to specific invocations of operations on RTCOP (for signaling) or CLIPS (for data transfer) at the bottom.

CLIPS: CLIPS spans several layers of the protocol stack, exporting an interface that is used by RTC API, RTCOP, and ETHDRV. CLIPS provides a generic mechanism for prioritized, timebounded message processing and communication at end hosts. As described in Section 5.3. it implements support for associating communication endpoints of a protocol stack with clips, and allocating resources to each clip.

RTCOP: RTCOP is realized as an $x$-kernel transport protocol residing above a two-part network layer composed of RTROUTER and IP. It exports an interface to RTC API for specification of channel establishment and teardown requests and replies, and selection of logical ports for channel endpoints. RTCOP utilizes four interfaces during signalling: an (internal) interface to admission control, an interface to RTROUTER, an interface to CLIPS, and an interface to local path-specific CORDS resources such as packet queues, buffers, and thread pools.

RTROUTER: Real-time channels currently use the default IP routing. However, to keep the routing interface independent of IP, RTROUTER is provided as a go-between protocol. RTROUTER is intended to allow RTCOP to eventually work with more sophisticated routing protocols that support QoS - or policy-based routing.

IP, ETH, ETHDRV: The IP, ETH, and ETHDRV protocols are standard implementations distributed with the CORDS framework. ETH is a generic hardware-independent protocol that provides an interface between higher level protocols and the actual Ethernet driver. ETHDRV is specific to a particular user-level implementation of the CORDS server. It is an out-of-kernel device driver that interacts with the network device driver in the Mach kernel through system calls to a Mach device control port.

### 5.5 Realization of the Service Architecture

This section considers the realization of the service architecture, i.e., each of its constituent components, on our prototype implementation environment and configuration. We concentrate primarily on resolving the challenges faced and the degree of functionality provided by each component.

### 5.5.1 Service Library: librtc

The librtc library implements the RTC API presented in Section 5.2. librtc is in turn realized on top of MIG interface stubs which provide the necessary support for Mach IPC. Each library routine translates to an IPC call to the top-level anchor protocol RTC API ANCHOR in the CORDS server, which interacts with the service protocol stack on behalf of the service library.

As mentioned in Section 5.3, each real-time channel endpoint is a 2-tuple (IPaddr, port) formed by the IP address of the host (IPaddr) and an unsigned 16-bit port (port) that is unique on this host. Ports for channel endpoints are maintained by RTCOP, as discussed in Section 5.4.4. Transparent to the application, each channel endpoint is associated with a Mach port allocated at the time of channel establishment. For an application establishing a channel (i.e., a sender), the Mach port is allocated by the CORDS server, while for an application accepting a channel (i.e., a receiver), the Mach port is allocated by librtc.

The following functions are performed by librtc to export the guaranteed-QoS communication service to applications:

- Channel endpoint state management: librte manages channel endpoint state for each channel established or accepted by an application. This per-channel state includes the source and destination RTCOP ports and IP addresses, the traffic specification and QoS requirements for this channel, the local Mach port for this channel. and a unique channel identifier allocated by librtc. This channel identifier is used by applications to uniquely identify established channels.
- Signalling state management: In response to rtcRegisterPort, i.e., when the application indicates its intent to receive signalling requests for channel establishment on a particular RTCOP port, librtc first allocates a Mach port to receive signalling requests on, and registers the Mach and RTCOP ports with the CORDS server, passing it send rights to the Mach port. If the specified RTCOP port is currently "busy," a free RTCOP port is selected by the CORDS server, associated with the Mach port. and returned to librtc. librtc then allocates a FIFO incoming channel queue and associates this queue and the specified signalling agent with the specified RTCOP port.
- Receiver queue management: Once a signalling agent accepts an incoming channel, information regarding the newly established channel (such as the channel identi-
fies and source endpoint) is placed on the corresponding incoming channel queue until the application explicitly accepts an incoming channel via rtcAcceptChannel. Since this queue is also a "resource," incoming signalling requests are not accepted by the signalling agent if this queue fills up.
- Server death cleanup: During library initialization, librtc queries Mach name service to identify the Mach port registered by the CORDS server for receiving signalling requests. After obtaining the server Mach port, librtc requests the Mach kernel to notify it if this port, and hence the server, dies. Upon receiving such a notification, librtc reclaims all resources currently allocation to established channels, cleans up all state associated with these channels, marks the service as unusable, and informs the application subsequently. To allow the server to reclaim resources in case a sender dies, librtc allocates a Mach port representing the sender, and registers it with the CORDS server. This allows the CORDS server to request port death notifications on the sender Mach port. Note that for a receiving application, this operation is performed each time the application registers an RTCOP port to signal its intent to receive.

In the current implementation, the service library utilizes a single global lock to ensure mutual exclusion between multiple application threads and an internal library thread. The library thread receives and handles signalling requests from the cords server. All signalling agents specified by a receiving application run in the context of the library thread.

### 5.5.2 RTC API Anchor Implementation

RTC API ANCHOR is the top-level anchor protocol in the CORDS protocol stack, and serves as the interface between the rest of the protocol stack and librte. The top half of RTC API ANCHOR provides entry points for server-side MIG interface stubs, while the bottom half of RTC API ANCHOR resembles an $x$-kernel protocol. RTC API ANCHOR performs the following functions in its capacity as the go-between interfacing the service protocol stack to the service library.

- Consistent association maps: RTC API ANCHOR maintains several mappings to keep track of the association between client Mach ports, RTCOP ports, and RTCOP sessions ( $x$-kernel) for signailing as well as data transfer. These maps, implemented using the $x$-kernel map library, are used, for example, to demultiplex incoming signalling
requests to the correct client Mach ports (at receivers), establish association between Mach ports, RTCOP ports and RTCOP sessions for data transfer (at senders), and identify all associations belonging to a client (at senders and receivers). The maps are updated each time a new channel is established or torn down, a client registers or unregisters an RTCOP port, a client awaits message arrival on a particular channel, or a client death notification is received.
- Signalling request and reply handling: RTC API ANCHOR relays signalling requests and replies between librtc and RTCOP. When a receiver registers an RTCOP port via rtcRegisterPort, RTC API ANCHOR first verifies with RTCOP that the specified port is free; if the port is not free, it requests RTCOP to allocate a free port. It then performs a passive open for this port with RTCOP, and creates the appropriate associations for later reference.

On invocation of rteCreateChannel by a sender, first allocates a Mach port for the new channel and creates a new API thread to wait in the server-side MIG interface stub for rtcSendMessage invocations on this channel. Per-channel API threads are necessary in order to support application blocking due to traffic specification violations, while allowing signalling and data transfers for other channels to proceed. As discussed in Section 5.7, per-channel API threads are also necessary to bound priority inversion within the CORDS server.

RTC API ANCHOR then triggers end-to-end signalling via RTCOP and, if channel establishment is successful, creates sender-specific state for the new channel. It also associates a message dequeue callback function and a link scheduler callback function with the clip allocated by CLIPS for this channel. While the message dequeue callback function helps implement traffic enforcement, as described below, the link scheduler callback function will be utilized for intelligent buffer management in future versions of the implementation.

Remote channel establishment requests destined for a particular RTCOP port are relayed by RTCOP to RTC API ANCHOR if a passive open had been performed earlier on this RTCOP port on behalf of a receiver. RTC API ANCHOR locates the corresponding Mach port allocated by the receiver for signalling requests, and performs an RPC to the receiver to complete signalling. If the receiver's signalling agent indicates ac-
ceptance, RTC API ANCHOR creates receiver-specific state for the new channel, and associates a receive message callback function with the clip allocated by CLIPS for this channel. It also requests port death notifications for the Mach port allocated by the receiver for the new endpoint; as explained below, this allows RTC API ANCHOR to perform client death cleanup. Signalling replies are generated by RTCOP as per the signalling agent's decision and returned to the sender.

Invocation of rtcDestroyChannel triggers a similar sequence of events, except that channel resources are reclaimed and the channel-specific state freed by RTC API. RTCOP, and CLIPS.

- Buffer management and data transfer handling: RTC API ANCHOR performs buffer management and application data movement during data transfer handling for outgoing as well as incoming messages. On invocation of rtcSendMessage by a sender, RTC API ANCHOR looks up the corresponding RTCOP session and obtains the clip associated with this session. It then creates an $x$-kernel message by allocating a buffer from the path-specific memory pool associated with the session, and copies the application message into this buffer. This $x$-kernel message is then handed to CLIPS for subsequent processing and transmission. If CLIPS is unable to accept (i.e.. enqueue) the message due to queue overflow caused by a longer than specified burst, RTC API ANCHOR transparently blocks the channel's API thread, effectively blocking the application thread. The API thread resumes execution when woken by the message enqueue callback function. Instead of blocking the application, RTC API ANCHOR can also return an error indicating a traffic specification violation.

On invocation of rtcReceiveMessage by a receiver, RTC API ANCHOR first identifies the RTCOP session and clip associated with the specified Mach port, and checks if a message is pending reception in the CLIPS message queue associated with this clip. If so, it obtains the $x$-kernel message from CLIPS, allocates a buffer from the pathspecific memory pool associated with the session, and copies the data portion into this buffer. The newly allocated and filled buffer is then returned to the application. If no message is pending reception, and the receiver has made a blocking call, RTC API ANCHOR creates the appropriate state, updates its mappings to indicate that the receiver is awaiting message reception on the specified Mach port, and blocks the API
thread. Upon subsequent receipt of a message on this channel, the receive message callback function invoked by the input communication handler signals the blocked API thread, which wakes up and completes the IPC call by copying out the received message. Note that an alternative would be to perform call completion and message copyout in the context of the receive message callback function. However, this would closely couple execution of the input communication handler with the memory copying bandwidth at the host and the size of the received message. By simply signaling the blocked API thread, the handler can continue processing arrived packets as fast as possible as per the QoS associated with the channel.

- Client death cleanup: As mentioned, RTC API ANCHOR maintains the appropriate state required to locate all associations specific to a particular client port. This state is initialized for each Mach port the client registers to receive signalling requests. If the client dies subsequently, port death notifications are issued by the kernel to the CORDS server for each Mach port for which such notifications were requested. RTC API ANCHOR then locates all the associations (i.e., mappings between Mach ports, RTCOP ports and $x$-kernel sessions for data transfer) corresponding to this Mach port, releases the resources allocated to these associations (e.g., it initiates channel tear down by closing the corresponding $x$-kernel session), and cleans up any remaining client state. In addition to the interface to local CORDS resources for path-specific buffer management, RTC API ANCHOR utilizes the interfaces exported by RTCOP and CLIPS; these interfaces are described next in the context of the implementation of RTCOP and CORDS.


### 5.5.3 RTCOP and RTROUTER Implementation

RTCOP is implemented as a protocol object in the CORDS framework, and is responsible for a wide range of functions, including reliable end-to-end signalling, as outlined below.

- End-to-end signalling: RTCOP exports a set of $x$-kernel control operations that RTC API ANCHOR uses to trigger end-to-end signalling for channel establishment and tear down from a source to a destination host. It implements a state machine for reliable end-to-end signalling via source-based timers, set when a request is first transmitted. a certain fixed number of retries, and sequence numbers. Duplicate suppression is performed to ensure that resources are consistently allocated at a single node.

Request and reply processing in the state machine ensures that either all nodes along the route consider a particular channel established (if sufficient resources are available) or none of them do. Before initiating channel establishment signalling at any node (i.e., forwarding an establishment request to the next node), RTCOP first obtains the necessary local resources via admission control and resource reservation. At destination hosts, channel establishment is immediately terminated if no receiver is listening on the RTCOP port the signalling request is destined for.

- Globally unique path and channel identifiers: Path identifiers in CORDS must fit within 2 bytes. While these identifiers can be easily made unique inside a host. two hosts may unknowingly associate different channels with the same path identifier. This makes it impossible for intermediate and destination hosts to classify packets from different hosts (and channels) to unique paths. The limited length of the path identifier precludes use of the IP address to construct globally unique paths. Accordingly, RTCOP assumes a logical addressing scheme for hosts participating in our service. In this scheme, each real-time host (RTHost) is assigned a unique RTHost number. Path and channel identifiers are then constructed by concatenating the RTHost number of the source host with a locally unique channel counter. The mapping between RTHost addresses and IP addresses is maintained by RTROUTER, as explained later.
- Channel state management and path allocation: The state associated by RTCOP with each channel includes globally unique channel and path identifiers. During request and reply processing at each node, RTCOP obtains a new channel identifier and creates a new CORDS path for the new channel via the local CORDS resource interface. Associating a unique path with each channel provides an isolated pool from which buffers, queues and input threads may be allocated. Channel state is allocated from this path-specific memory pool. Unlike unique per-channel paths, all best-effort channels share the default path.
- Admission control and resource reservation: If these operations are successful, RTCOP invokes admission control via an interface to the admission control module, which implements D_order using the extensions outlined in Chapter 4. For a receiving host the extensions correspond to the interrupt mode packet input mechanism. D_order only allocates sufficient CPU and link bandwidth for the new channel. Once
admitted by D_order, at a destination host RTCOP reserves path-specific resources such as an input pool of packet buffers, a packet queue, and a thread that shepherds packets arriving on the new channel's path through the protocol stack (i.e., the input communication handler).

RTCOP then obtains additional CLIPS resources such as message queues, reassembly buffers (at destination hosts) and communication handlers (at source hosts) by creating a clip for the new channel, with the appropriate priority and attributes, via the interface exported by CLIPS. After obtained all necessary communication resources. RTCOP "forwards" the signalling request to RTC API ANCHOR for final acceptance by the receiver, as described earlier. If the new channel is accepted, RTCOP computes available channel slack and relaxes the assigned local delay bound, updating the priority of the channel's clip in the process, before generating a successful signalling reply.

- Port management: RTCOP manages the ports used to uniquely identify real-time channel endpoints within a host. It exports an interface, implemented as $x$-kernel control operations, to obtain a free port arbitrarily chosen by RTCOP, reserve an application-specified port, and release a previously allocated port. This interface is used by RTC API ANCHOR, for example, during the handling of rtcRegisterPort to reserve the application-specified port, if any, or obtain a free port, before performing a passive open on RTCOP.
- Callback function registration: RTCOP exports control operations to allow RTC API ANCHOR at the source host to register the callback functions described earlier that will be used with clips associated with real-time channel endpoints.
- Path deletion and resource reclamation: RTCOP extends the CORDS path library to allow path deletion and resource reclamation on a path. This support, while limited to the user-space realization of CORDS, provides an interface to destroy device driver input pools consisting of input buffers and threads, as well as remove path state when channels are destroyed or signalling is unsuccessful. We have made modifications to the ETHDRV protocol to support extensions for resource reclamation on paths.

While implementing RTCOP, we resolved a minor limitation in the $x$-kernel uniform protocol interface: the lack of a natural way to pass traffic and QoS parameters obtained from RTCOP headers to RTC API ANCHOR. This is not a problem with protocols such as TCP in which a connection at a host is defined solely by the endpoint IP addresses and ports, and $x$-kernel participant lists are natural candidates for carrying this information between layers. Our solution is to use another $x$-kernel feature, message attributes, to treat the traffic and QoS parameters as attributes of an $x$-kernel message. This message is then demaxed to RTC API ANCHOR, which extracts the attributes and reconstructs the signalling request.

RTROUTER, which sits just below RTCOP currently performs the following functions: it (i) specifies the connectivity of real-time channel hosts with its pre-configured topology tables, (ii) provides a logical RTHost addressing mechanism for real-time channels, and (iii) handles forwarding of RTCOP packets between source and destination RTHosts.

### 5.5.4 CLIPS Implementation

As shown in Figure 5.6, CLIPS effectively spans the entire protocol stack, interacting with RTC API ANCHOR, RTCOP, and ETHDRV during signalling as well as data transfer. It provides support for associating a communication endpoint with a clip, and allocates CPU bandwidth, link bandwidth, and message queues and buffers to each clip. It realizes QoS-sensitive data handling via implementation of the following functions:

- Clips management: CLIPS exports an interface to create and destroy a clip, attach it to a particular endpoint, and to set its priority. This interface is used by RTCOP and RTC API ANCHOR during signalling. CLIPS distinguishes between incoming, outgoing, and bidirectional clips.
- Message queue and reassembly buffer management: CLIPS associates a ordered message queue with each clip created, sizing it according to a user-specified value. For an incoming clip, CLIPS also allocates a buffer to reassemble messages destined for the endpoint corresponds to this clip. Fully reassembled messages are placed on the incoming message queue for subsequent retrieval by RTC API ANCHOR.
- Fragmentation and reassembly: CLIPS fragments (reassembles) outgoing (incoming) messages whose size exceeds the maximum amount of user data that can be carried in an MTU-sized packet. The fragmentation is performed by the output com-
munication handler, while the reassembly is performed by the input shepherd thread. CLIPS associates a small header with each fragment for correct reassembly. After creating each fragment, CLIPS invokes a user-defined function to transport the fragment: in our implementation, this function is an entry point into the RTCOP layer.
- CPU bandwidth allocation: CLIPS uses a user-level CPU scheduler to schedule communication handlers. The deadlines of these handlers is derived from the period and relative deadline (set by RTCOP at clip creation time) associated with the corresponding clip. The scheduler utilizes $x$-kernel semaphores to block handlers when they yield the CPU and to wake them up subsequently.
- Link bandwidth allocation: The CLIPS link scheduler is realized as a separate thread in the ETHDRV protocol. It runs at the highest $x$-kernel priority, serving packets first from the real-time heap and then from the best-effort heap. Note that the link scheduler does not run under control of the CLIPS CPU scheduler, and hence does not need to hold the master $x$-kernel lock to run; it immediately preempts any executing handler. This effectively realizes a modified version of the O 2 option in Chapter 3.


### 5.6 System Profiling and Parameterization

We have performed a detailed profiling of our service implementation in order to parameterize it in terms of system costs and overheads. This parameterization permits the use of the admission control extensions outlined in Chapter 4 correctly. More importantly, it helps identify overheads not accounted for by our admission control extensions, and expose architectural deficiencies that could potentially result in QoS-insensitive data handling within the communication subsystem.

Our profiling methodology is to conduct all experiments and measurements on two hosts in the testbed (see Figure 5.4), connected by an isolated Ethernet segment. This isolation from the rest of the world is readily achieved by configuring the Ethernet switch appropriately. The service library librtc and the CORDS protocol stack are instrumented according to the desired measurements. Only one set of measurements are performed at a time in order to minimize the perturbation induced by the profiling code.

Given our primary focus on run-time resource management, we concentrate on the data

| Anchor <br> Parameter | Anchor Routine | Message Size |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | 1 byte | 1k bytes | 10k bytes | 30k bytes |
| $\mathcal{C}_{a}$ | Send message | 301 | 331 | 606 | 1191 |
| $\mathcal{C}_{a}^{r, w}$ | Receive message (waiting) | 335 | 350 | 1097 | 2653 |
| $\mathcal{C}_{a}^{r, n w}$ | Receive message (none waiting) | 54 | 54 | 53 | 54 |
| $\mathcal{C}_{a}^{r, c b}$ | Receive message callback | 95 | 92 | 96 | 96 |

Table 5.4: Data transfer overheads in RTC API anchor (in $\mu s$ ).
transfer performance of our platform and prototype implementation, for both incoming and outgoing data. For all the results reported here, a single real-time channel is created from a sending client on one host to a receiving client on another host. We first present profiling results for RTC API ANCHOR, then present the results of profiling the protocol stack layers. and finally present profiling results for link (i.e., network) input and output.

### 5.6.1 Profiling the RTC API Anchor

In this set of measurements, we profile routines in RTC API ANCHOR that handle send and receive requests from applications. Note that these routines are the entry points into RTC API ANCHOR for the server-side MIG stubs. The time spent in these routines corresponds to the time spent by API threads in RTC API ANCHOR. We also profile the receive message callback function mentioned in Section 5.5.2. Time spent in this function corresponds to the time an input communication handler thread spends in RTC API ANCHOR.

Table 5.4 lists the data transfer overheads of these anchor routines for messages of size 1 byte, 1 K bytes, 10 K bytes and 30 K bytes. $\mathcal{C}_{a}$ denotes the overhead incurred by the send message routine, while $\mathcal{C}_{a}^{r, w}$ denotes the overhead of the receive message routine when a message is already waiting at the time the application invokes the rtcRecvMessage library call. Similarly, $\mathcal{C}_{a}^{r, n w}$ denotes the overhead of the receive message routine when there is no message waiting and the application invokes a blocking receive call. Note that $\mathcal{C}_{a}^{r, n w}$ only includes the time from entry into RTC API ANCHOR till the time that the application thread is blocked waiting for a message to arrive. $\mathcal{C}_{a}^{r, c b}$ denotes the overhead of the receive message callback function invoked when a message arrives to an empty CLIPS queue. All measurements reported are in microseconds ( $\mu s$ ).

For each routine, the measurements for a message size of 1 byte largely correspond to the fixed overhead introduced by the routine. Consider the overhead incurred in the

| Service Library Routine | Message Size |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | 1 byte | 1k bytes | 10k bytes | 30k bytes |
|  | 1170 | 1210 | 1480 | 2070 |
| rtcRecvMessage (waiting) | 870 | 894 | 1660 | 3210 |

Table 5.5: Application-level send and receive latencies (in $\mu s$ ).
$\mathcal{C}_{a}$ routine at the source host, averaged over 1000 messages. Over and above the fixed overhead, the time spent in this routine increases with message size. This is because, as mentioned in Section 5.5, RTC API ANCHOR copies application data into path-specific message buffers in order to preserve application data integrity in the worst case. For our platform, Imbench [115] reports a memory copy bandwidth of $\approx 40 \mathrm{MB} /$ second; the actual copy bandwidth would be somewhat lower due to the overheads imposed by the $x$-kernel copy routine. In any case, the increase in $\mathcal{C}_{a}$ can be largely attributed to the time to copy in application data.

An anomalous trend is observed for $\mathcal{C}_{a}^{r, w}$. If the message is already waiting, it is dequeued and copied into path-specific message buffers before returning it to the application. Once again, the overhead increases with message size. For message sizes of 10 K bytes and 30 K bytes, the overhead (averaged only over 500 and 300 messages, respectively, due to overflow of path buffer space) cannot be attributed only to the cost of copying the message. We believe this is partially due to the overhead introduced by the memory allocation primitive provided in CORDS.

Completely consistent behavior is observed for $C_{a}^{r, n w}$, averaged over 500 messages. As expected, $\mathcal{C}_{a}^{r, n w}$ is independent of message size, since RTC API ANCHOR effectively blocks the application if no message is waiting, For the overhead measurements (averaged over 500 messages) are independent of message size. This is completely consistent since the receive message callback function simply signals the blocked API thread, if there is one. Note that the reported measurements correspond to the case when the application is already blocked waiting for a message, which is the worst-case scenario for for $\mathcal{C}_{a}^{r, c b}$. If the application is not waiting, the receive message callback function performs minimal processing and returns.

## Application-level latencies

To validate some of these observed trends, we also measure application-level latencies for the rtcSendMessage and rtcRecrMessage routines. These latencies include the cost of an IPC call across the MIG interface and executing the corresponding anchor rontine discussed above. As shown in Table 5.5, the application-level latency for rtcSendMessage (averaged over 1000 messages) follows a pattern similar to that of $\mathcal{C}_{a}$, except that the fixed overhead is significantly higher. This extra overhead is the cost of a send IPC across the MIG stubs to the CORDS server. Comparing rtcSendMessage latency to $\mathcal{C}_{a}$, the average extra overhead is $\approx 875 \mu \mathrm{~s}$.

From Table 5.5, a similar observation can be made for the rtcRecvMessage latency, averaged over 500 messages, which follows a pattern similar to that of $\mathcal{C}_{a}^{r, w}$. We observe that the latency for rtcRecvMessage reveals an average extra overhead of $\approx 563 \mu \mathrm{~s}$. This extra overhead is the cost of a receive IPC from the application to the CORDS server across the MIG interface.

We note that while the RTC API ANCHOR overheads are relatively high, these measurements are for an unoptimized implementation and can be improved substantially with careful performance optimizations. With appropriate buffer management and API buffering semantics $[25,130]$ it may even be possible to completely eliminate the copying of data within RTC API ANCHOR. However, more immediately we are concerned with ensuring that the overheads incurred in RTC API ANCHOR do not result in QoS-insensitive handling of data. We address this concern with appropriate admission control and architectural extensions in Section 5.7. While the application-level latencies are also high, this is primarily due to significant MIG IPC overhead, which we may be able to reduce with a colocated in-kernel CORDS server. Moreover, in a QoS-sensitive operating system, this IPC overhead can be accounted for in the application's execution.

### 5.6.2 Profiling the Protocol Stack

We have also profiled the other layers of the service protocol stack, for both the send and receive data paths. Since CLIPS is a separate component that performs fragmentation (on the source host) and reassembly (on the destination host), we profile it separately. For the other layers (RTCOP, RTROUTER, IP, ETH, ETHDRV) we only measure the aggregate overhead.

| Data Path | Protocol Stack Layer | Packets in Message |  |
| :--- | :--- | :--- | :--- |
|  |  | First | Other |
|  | CLIPS message dequeue and fragmentation | 53 | 30 |
|  | RTCOP + RTROUTER + IP + ETH + ETHDRV | 128 | 47 |
|  |  | Other | Last |
| Receive |  | CLIPS reassembly and message enqueue | 9 |
|  | CLIPS + RTCOP + RTROUTER + IP + ETH + ETHDRV | 260 | 260 |

Table 5.6: Protocol stack latencies for send and receive paths (in $\mu s$ ).
Table 5.6 lists the profiling results for all layers other than data link-level transmission and reception, which is profiled separately in Section 5.6 .3 below.

For the send path, we distinguish the measured overhead for the first packet of a message from that for the other packets. The dequeue and fragmentation costs in CLIPS are averaged over 200 messages. The aggregate protocol processing costs for the rest of the protocol stack are averaged over 100 messages. Note that the aggregate protocol processing cost for the first packet is significantly higher than that for the other packets. Recall that the output communication handler fragments packets and shepherds them down the protocol stack in a single loop. The difference in overhead between the first and other packets can be partly attributed to cache effects, which have been shown to affect protocol stack execution latency significantly $[16,133]$.

For the receive path, on the other hand, we distinguish between the last packet of a message and the other packets. This is because, while fragmentation cost is effectively incurred on a per-packet basis as the message is processed, the entire reassembly cost is only incurred during the processing of the last packet of a message. The receive path overheads listed in Table 5.6, averaged over 1000 messages, reveal some surprising results.

Unlike the send path, all packets in the message incur the same aggregate protocol processing cost. Moreover, since reassembly proceeds in a tighter loop than the fragmentation loop in the send path, cache effects are even more significant, as evident from the significantly lower reassembly cost compared to the fragmentation cost. Note that, some CLIPS processing is performed each time a packet is put in the reassembly buffer, and hence is included in the aggregate per-packet protocol processing latency.

| ETHDRV Layer | Packet Size |  |  |
| :--- | :--- | :--- | :--- |
|  | 1 byte | 500 bytes | 1416 bytes |
| Packet transmission by link scheduler | 673 | 1510 | 1775 |

Table 5.7: Link scheduler packet transmission latencies (in $\mu s$ ).

### 5.6.3 Profiling Link Input/Output

For a full parameterization of the communication subsystem, we also profile packet transmissions by the link scheduler at the sending host, and packet reception by the CORDS server at the receiving host.

Table 5.7 lists the packet transmission latencies measured in the link scheduler as a function of the packet size, averaged over 1000 packets for each packet size. Once again, the latency measurement for 1 -byte packets roughly corresponds to the fixed overhead of performing synchronous user-level transmission via the Mach device control port. This overhead includes the cost of a user-kernel context switch, invocation of the device driver transmit routine, handling of the transmission-complete interrupt, delivering of an $1 / \mathrm{O}$ complete notification to the Mach device control port, which in turn wakes up the waiting link scheduler, and another context switch to resume execution of the link scheduler thread. Since the measured latency includes the time to transmit the entire packet on the wire. larger packets incur higher latencies.

Table 5.8 lists the overhead incurred by the CORDS device input thread to receive an incoming packet from the device control port, classify it to determine its path, locate the corresponding buffer pools, enqueue the packet in the path input packet queue, and signal the CLIPS CPU scheduler to wake up the input communication handler associated with this path. Note that the input overhead for the first packet is significantly higher than that for the subsequent packets. We have verified that this is primarily due to the high overhead to signal (i.e., wakeup) the handler.

This CORDS device input thread overhead does not include the in-kernel cost of fielding the packet arrival interrupt, inputing the arrived packet, applying the generic net filter and dispatching the packet to the appropriate device control port. Preliminary in-kernel measurements reveal this overhead to be $\approx 650 \mu s$ for an Ethernet MTU-sized packet.

| ETHDRV Layer | Packets in Message |  |
| :--- | :--- | :--- |
|  | First | Other |
|  | 120 | 20 |

Table 5.8: CORDS device input thread overhead (in $\mu s$ ).

### 5.7 Accounting for API Overheads and Threads

The profiling results for RTC API ANCHOR indicate that the overheads induced by RTC API ANCHOR can be significant and must be accounted for in the admission control procedure. However, simply accounting for these overheads does not suffice for a number of reasons.

- Due to the copying performed by RTC API aNchor, the constituent anchor overhead is directly proportional to the size of messages sent and received by applications. That is, worst-case bounds on this overhead cannot be determined a priori.
- The API threads obtain access to the CPU in FIFO order. This is because their execution is controlled by the CThreads library and the Mach kernel scheduler.
- Further, because all threads executing in the CORDS $x$-kernel framework must hold the $x$-kernel master lock, these API threads effectively run to completion.

It follows, therefore, that substantial admission control and architectural enhancements are needed to ensure that API threads execute in RTC API ANCHOR in a QoS-sensitive fashion.

### 5.7.1 Admission Control Enhancements

We first consider the necessary admission control enhancements to account for the anchor parameters profiled in Section 5.6.

Referring to the system parameters defined in Chapter 4, note that the message service time of the output communication handler remains unaffected by the anchor overheads. However, because the API threads send and receive messages on a channel-specific basis, the channel's total message service time increases by $\mathcal{C}_{a}$, plus an extra context switch. That is,

$$
\mathcal{T}_{s}^{\text {new }}=\mathcal{T}_{s}^{\text {old }}+\mathcal{C}_{a}+\mathcal{C}_{c s p}
$$

where $\mathcal{T}_{s}{ }^{o l d}$ is the message service time for a sending host as calculated in Chapter 4 , and $\mathcal{C}_{c s p}$ is the context switch and cache miss penalty as before. The message wait time increases
by the same amount as well, since a output handler may have to wait for an API thread to finish executing the send routine in RTC API ANCHOR. Accordingly,

$$
\mathcal{T}_{w}^{\text {new }}=\max \left(\mathcal{T}_{w}^{\text {old }}, \mathcal{C}_{a}+\mathcal{C}_{c \text { csp }}\right),
$$

where $\mathcal{T}_{w}^{\text {old }}$ is the message wait time for a sending host as calculated in Chapter 4.
Similar admission control enhancements must be derived for receiving hosts as well. In this case, however, we must consider the combined effect of $\mathcal{C}_{a}^{r, w}, \mathcal{C}_{a}^{r, n w}$ and $\mathcal{C}_{a}^{r, c b}$. An input communication handler (i.e., the input shepherd thread) sees an increase in message service time since, in the worst case, it has to execute the receive message callback function after reassembling and enqueueing an incoming message. However, the total channel message service time requirements increase by the execution overhead of the API threads as well. Hence,

$$
\mathcal{T}_{s}^{\tau, n e w}=\mathcal{T}_{s}^{\tau, o l d}+\left(\mathcal{C}_{a}^{r, w}+\mathcal{C}_{a}^{\tau, n w}+\mathcal{C}_{a}^{\tau, c b}\right)+\mathcal{C}_{c s p}^{r},
$$

where $\mathcal{T}_{s}{ }^{\text {rold }}$ is the message service time for a receiving host as calculated in Chapter 4 . The total channel message wait time is now

$$
\mathcal{T}_{w}^{r, \text { new }}=\max \left(\mathcal{T}_{w}^{r, o l d}+\mathcal{C}_{a}^{r, c b}, \mathcal{C}_{a}^{r, w}+\mathcal{C}_{a}^{r, n w}\right)+\mathcal{C}_{c s p}^{r},
$$

where $\mathcal{T}_{u}^{r, o l d}$ is the message wait time for a receiving host as calculated in Chapter 4. This is because, in the worst case, an incoming handler may have to wait for an API thread or another incoming handler to complete execution.

As mentioned, these admission control enhancements alone do not suffice in ensuring QoS-sensitive data handling within the communication subsystem. While the total message service times account for the increased CPU requirements for a channel, the channel message wait times are potentially unbounded since both $\mathcal{C}_{a}$ and $\mathcal{C}_{a}^{\tau, w}$ increase with message size. Moreover, there is the possibility of API threads executing on behalf of a particular channel interfering with the execution of that channel's communication handler. Not only is this because API threads execute non-preemptively in FIFO order, but also because API threads could repeatedly execute the RTC API ANCHOR routines under a persistent burst of messages on a channel, as long as there is space on the CLIPS message queue. Thus, substantial architectural enhancements are also required to ensure QoS-sensitive data handling.

### 5.7.2 Architectural Enhancements

In the ideal case, on invocation of a service routine by an application would result in the API threads being scheduled to run on the CPU in the order of priority, with this priority derived from the "priority" of the specified channel. However, that would require appropriate support from the Mach IPC and scheduling subsystems in the kernel. In the absence of such support, we cannot control the FIFO scheduling of API threads on the CPU immediately after wake up in the server-side MIG interface stubs. However, we can exercise control over the subsequent execution of API threads to ensure that they do not run to completion non-preemptively and execute in RTC API ANCHOR in a QoS-sensitive fashion. We achieve this via architectural enhancements to RTC API ANCHOR and CLIPS, as described below.

We place four requirements on the execution of API threads in relation to CLIPS communication handlers.

1. While they are executing in RTC API ANCHOR, they must run under control of the CLIPS CPU scheduler,
2. They must not prevent the timely execution of any communication handler or API thread,
3. They must not be starved of CPU capacity since that would stall message generation and consumption on a channel, and
4. They must be allowed to consume excess CPU capacity while being fair to best-effort traffic.

To realize these requirements in practice, we make the following key observation. While admission control (i.e., D_order) allocates CPU capacity to this channel according to the total message service time calculated above, run-time resource management can be performed such that a portion of that capacity is used by the API thread and the rest by the communication handler.

Recall that CLIPS only associates a single communication handler with each clip. We extend CLIPS to also associate an API thread with the same clip. An API thread explicitly checks in with CLIPS on entry into any RTC API ANCHOR routine, and explicitly checks out just before exiting the routine. CLIPS utilizes these check-in and check-out calls to schedule
the execution of the API threads. Any API thread that checks in on a given clip inherits the priority/deadline associated with the handler, with the following restrictions. Communication handlers always have execution priority over the corresponding API threads. An API thread that checks in when the handler is blocked for message or packet arrivals, is assigned to the same execution class as the handler and runs at the handler's deadline.

When the API thread checks out (after executing an RTC API ANCHOR routine), CLIPS lowers its execution class relative to all communication handlers, including those handling best-effort traffic. On the next check in, the API thread executes in this lower class, competing with other API threads in this class in the order of the logical arrival time of the message it is transferring. During check in and check out, if the corresponding handler is woken up (say if the API thread has enqueued a message for transmission), it is scheduled for execution according to the deadline of the message to be processed next.

Upon expiry of the handler's budget, which also marks the end of the handler's execution for the current invocation period, the execution class for an API thread is restored to that of the handler. On a subsequent check in, since the handler is blocked, an API thread executes in this class at the deadline of the handler. The above scenario then repeats.

These architectural enhancements to RTC API ANCHOR and CLIPS ensure that different incarnations of API threads are scheduled for execution in a QoS-sensitive fashion relative to other API threads and communication handlers. However, once scheduled the API threads still run to completion in a non-preemptive fashion. To prevent this, the RTC API ANCHOR routines have been modified to copy application data in well-defined chunks, and cooperatively yield the CPU after processing each chunk. The chank size corresponds to the amount of data copied before yielding the CPU; the execution time of a chunk can then be ascertained from the chunk size and the memory copy bandwidth of the communication subsystem.

With these changes, the preemption mechanism employed for an API thread closely resembles cooperative preemption of a communication handler. Accordingly, both the message service time and message wait time enhancements can now be stated differently. For a sending host,

$$
\mathcal{T}_{s}^{\text {new }}=\mathcal{T}_{s}^{\text {old }}+\mathcal{C}_{a}+\left\lceil\frac{\mathcal{C}_{a}}{\mathcal{C}_{a}^{c h u n k}}\right\rceil \mathcal{C}_{c s p}
$$

where $\mathcal{C}_{a}^{c h u n k}$ is the time to copy a chunk of data. Similarly,

$$
\mathcal{T}_{w}^{\text {new }}=\max \left(\mathcal{T}_{w}^{\text {old }}, \mathcal{C}_{a}^{\text {chunk }}+\mathcal{C}_{c s p}\right) .
$$

For a receiving host,

$$
\mathcal{T}_{s}^{r, n e w}=\mathcal{T}_{s}^{r, o l d}+\left(\mathcal{C}_{a}^{r, w}+\mathcal{C}_{a}^{r, n w}+\mathcal{C}_{a}^{r, c b}\right)+\left\lceil\frac{\mathcal{C}_{a}^{r, w}+\mathcal{C}_{a}^{r, n w}}{\mathcal{C}_{a}^{c h u n k}}\right\rceil \mathcal{C}_{c s p}^{r}
$$

and the channel message wait time is

$$
\mathcal{T}_{w}^{T, n e w}=\max \left(T_{w}^{T, \text { old }}+\mathcal{C}_{a}^{r, c b}, \mathcal{C}_{a}^{r, c h u n k}\right)+\mathcal{C}_{c s p}^{r}
$$

### 5.8 Experimental Evaluation

In this section we present results from several experiments conducted to evaluate the efficacy of our prototype implementation. The experiments demonstrate two key aspects of the QoS support provided: traffic enforcement (i.e., policing and shaping) on a single channel, and traffic isolation between mutiple channels. Traffic isolation in turn has two components, namely, the isolation between different real-time channels and the isolation between realtime and best-effort traffic.

The experimentr are conducted between two hosts communicating on a private segment through the Ethernet switch shown in Figure 5.4. To avoid interference from the Unix server, all ARP traffic between the two hosts is suppressed and the CORDS server is configured to accept all incoming network traffic. This allows us to limit the background CPU load on each host and accurately control network traffic between them. For each experiment reported below, the corresponding channels are first created between Mach client tasks running at the two hosts. Message traffic is then generated by threads running within the Mach client task at the source host and consumed by threads running within the Mach client task at the destination host. Our metric for evaluation is the per-channel application-level throughput delivered to the receiving Mach task at the destination host.

### 5.8.1 Traffic enforcement

For this experiment, a real-time channel with traffic specification $B_{\max }=10, M_{\max }=$ $40 \mathrm{~KB}, R_{\max }=5 \mathrm{messages} / \mathrm{second}$, and deadline of $\mathbf{2 0 0} \mathrm{ms}$, is established. This channel then has a specified rate of $200 \mathrm{~KB} / \mathrm{s}$. The actual offered load on the channel is varied


Figure 5.7: Traffic enforcement on a single real-time channel.
by changing the interval between generation of successive messages, ranging from 500 ms to 0 ms (i.e., continuous traffic generation). Figure 5.7 illustrates the efficacy with which traffic is enforced on a single real-time channel by measuring the delivered throughput as a function of the offered real-time load.

As shown, the delivered throughput increases linearly with the offered load until the offered load equals the specified channel rate. For example, at an offered load of $100 \mathrm{~KB} / \mathrm{s}$ (corresponding to a message generation interval of 400 ms ), the delivered throughput is 100 $\mathrm{KB} / \mathrm{s}$. Similarly, at an offered load of $200 \mathrm{~KB} / \mathrm{s}$ (message generation interval of 200 ms ). the delivered throughput is $200 \mathrm{~KB} / \mathrm{s}$. For offered loads beyond the specified channel rate, however, the delivered throughput equals the specified channel rate. This continues to be the case even under continuous message generation (message generation interval of 0 ms ). These measurements show that the traffic enforcement mechanisms provided effectively prevent a real-time channel from violating its specified rate. In the prototype implementation, this is achieved by blocking the corresponding channel thread from generating messages at the source host until additional space is made available in the channel message queues.

### 5.8.2 Traffic isolation

In addition to proper traffic enforcement, we demonstrate that our prototype implementation also ensures isolation between different QoS and best-effort connections, thus verifying conformance with the real-time channel paradigm. We first consider traffic isolation between multiple real-time channels under violation of traffic specification by a real-time channel. We then consider traffic isolation between real-time and best-effort traffic under increasing best-effort load.

## Multiple real-time channels

For this experiment two real-time channels are established between the hosts, with one representing a high-rate channel (channel 1) and the other representing a low-rate channel (channel 2). The high-rate channel has the same traffic and deadline specification as before (i.e., $B_{\max }=10, M_{\max }=40 \mathrm{~KB}, R_{\max }=5$ messages $/$ second, deadline $=200 \mathrm{~ms}$ ) for a specified channel rate of $200 \mathrm{~KB} / \mathrm{s}$. The low-rate channel has a traffic specification of $B_{\text {max }}=10, M_{\text {max }}=15 \mathrm{~KB}, R_{\max }=2$ messages $/$ second, and deadline of 100 ms , for a specified channel rate of $30 \mathrm{~KB} / \mathrm{s}$. While message generation (and hence the offered load) on channel 1 is continuous, message generation on channel 2 is controlled in order to vary the offered load as in the previous experiment.

Figure 5.8 shows the delivered throughput on channels 1 and 2 as a function of the offered load on channel 2. Once again, the delivered throughput on channel 2 increases linearly with the offered load until the offered load equals the specified channel rate (200 $\mathrm{KB} / \mathrm{s}$ ). Subsequent increase in offered load has no effect on the delivered throughput which stays constant at the specified channel rate. The delivered throughput on channel 1 , on the other hand, remains constant at approximately $30 \mathrm{~KB} / \mathrm{s}$ (same as its specified channel rate) regardless of the offered load on channel 2. That is, traffic violations on one channel (even continuous message generation) have no effect on the delivered QoS for another channel.

## Real-time and best-effort traffic

For this experiment we create an additional "best-effort channel" in addition to two realtime channels. As before, one real-time channel (channel 1) represents a high-rate channel and has traffic specification of $B_{\max }=10, M_{\max }=20 \mathrm{~KB}, R_{\max }=10$ messages $/ \mathrm{second}$ and


Figure 5.8: Traffic isolation between two real-time channels.
deadline of 200 ms , for a specified channel rate of $200 \mathrm{~KB} / \mathrm{s}$. The other real-time channel (channel 2) represents a low-rate channel with a traffic specification of $B_{\max }=10, M_{\max }$ $=5 \mathrm{~KB}, R_{\text {max }}=5$ messages $/$ second and deadline of 100 ms , for a specified channel rate of $25 \mathrm{~KB} / \mathrm{s}$. Message generation on channels 1 and 2 is continuous, i.e., with a message generation interval of 0 ms . The offered load on the best-effort channel (channel 3) is varied from $50 \mathrm{~KB} / \mathrm{s}$ to $350 \mathrm{~KB} / \mathrm{s}$ by controlling the message generation interval as before.

Figure 5.9 plots the delivered throughput on each channel as a function of the offered best-effort load. A number of observations can be made from these measurements. First, the delivered throughput on channels 1 and 2 are roughly independent of the offered besteffort load. That is, real-time traffic is effectively isolated from best-effort traffic, except under very high best-effort loads as explained below. Second, best-effort traffic is able to utilize any excess capacity not consumed by real-time traffic, as is evidenced by the roughly linear increase in delivered throughput on channel 3 as a function of the offered best-effort load. Once the system reaches saturation (beyond an offered load of approximately 250 $\mathrm{KB} / \mathrm{s}$ ), however, best-effort throughput declines sharply due to buffer overflows and the resulting packet loss at the receiver.

Under very high best-effort loads, the delivered throughput on channel 1 declines slightly.


Figure 5.9: Traffic isolation between real-time and best-effort traffic.

We believe that this is due to the overheads of receiving and discarding best-effort packets. which have not been accounted for in the admission control procedure. These overheads tend to impact the delivered throughput on high-rate channels more than low-rate channels. as evidenced by the constant throughput delivered to channel 2 even under very high besteffort load.

## Utilization of unused real-time capacity

While the load offered by real-time channels in the previous experiments is persistent, i.e., always greater than the reserved capacity, this experiment focuses on utilization of any capacity not utilized by a real-time channel. It is desirable that this unused capacity be utilized by best-effort traffic, as per our goal of fairness. That is, another real-time channel must not be allowed to consume this excess capacity at the expense of best-effort traffic. Two real-time channels and a best-effort channel are created as before; however, while the offered load on channel 2 is continuous, channel 1 only offers a load of $100 \mathrm{~KB} / \mathrm{s}$ even though it is allocated a capacity of $200 \mathrm{~KB} / \mathrm{s}$. This is realized by generating 20 KB messages at half the specified rate of 10 messages/second (case 1).

Figure 5.10 plots the delivered throughput on all the channels as a function of the offered


Figure 5.10: Traffic isolation and unused capacity utilization.
load on the best-effort channel (channel 3). Compared to Figure 5.9, channel 1 receives a constant $100 \mathrm{~KB} / \mathrm{s}$ throughput independent of the offered best-effort load. Similarly, channel 2 only receives its allocated capacity of $25 \mathrm{~KB} / \mathrm{s}$. Channel 3, however, receives higher throughput (case 1) with the delivered throughpat increasing linearly with the offered load until an offered load of $250 \mathrm{~KB} / \mathrm{s}$. Beyond this load, the delivered best-effort throughput falls as before, but continues to be higher than that obtained in Figure 5.9.

Surprisingly, though, best-effort traffic is unable to fully utilize unused capacity on channel 1. We suspect that this effect is primarily due to packet losses caused by buffer overflow at the receiver, either in the adapter or in the Mach device port queue used by the CORDS server to receive incoming packets. To validate this, we ran additional experiments in which channel 1 offers a load of $100 \mathrm{~KB} / \mathrm{s}$ by generating 10 KB messages at a rate of 10 messages/second (case 2), the results of which are also plotted in Figure 5.10. As can be seen, the delivered best-effort throughput in this case continues to increase linearly beyond $250 \mathrm{~KB} / \mathrm{s}$ and shows no decline even for a best-effort load of $350 \mathrm{~KB} / \mathrm{s}$. These results suggest that best-effort traffic is able to fully utilize unused capacity when real-time traffic is less bursty (i.e., has fewer packets in each message).

## Discussion

Note that with the user-level CORDS server configuration, the receiving task is able to receive packets at an aggregate rate of $450-500 \mathrm{~KB} / \mathrm{s}$ (depending on the number of packets in a message), even though the sender can send at a maximum rate of approximately $750 \mathrm{~KB} / \mathrm{s}$. This discrepancy is most likely due to CPU contention between the receiving task and the CORDS server and the resulting context switching overheads, and the high cost of IPC across the client and server. Another important reason could be a seemingly unnecessary copy performed by the lowest layer of the CORDS protocol stack every time packets from multiple paths (i.e., channel) arrive in an interleaved fashion. Since such a scenario occurs very frequently with multiple channels and under high traffic load, it is likely that this extra copy is slowing down the receiver significantly; this extra copy can only be eliminated by redesigning path buffer management in the CORDS framework. More importantly, none of these effects are accounted for in the admission control procedure, and must be addressed when the communication subsystem is integrated more closely within the host operating system. We expect to see significant improvements in the base performance for an in-kernel realization of our prototype implementation.

### 5.9 Summary

In this chapter we described our experiences with the design, implementation, and evaluation of a guaranteed-QoS communication service based on the architecture and extensions developed in Chapters 3 and 4. While our implementation was specifically geared towards the OSF MK 7.2 microkernel operating system, the architectural and implementation approach adopted is applicable to other microkernel as well as traditional monolithic operating systems. Our experimental results demonstrate that the architectural features provided in the service are effective in providing QoS guarantees to individual real-time channels while maintaining fairness to best-effort traffic. These results also reveal several deficiencies of a server-based implementation especially at the receiving host, that could be largely resolved by collocating the server in the kernel.

The guaranteed-QoS service described in this chapter is being utilized in the ARMADA project [9], a collaborative effort between the Real-Time Computing Laboratory at the University of Michigan and the Honeywell Technology Center. The project aims to develop


Figure 5.11: ARMADA middleware and real-time communication services.
and demonstrate an integrated set of techniques and software tools necessary to realize embedded fault-tolerant and real-time applications on distributed, evolving computing platforms. Figure 5.11 summarizes the structuring of the ARMADA environment and illustrates the three complementary thrust areas, namely, real-time communication service using realtime channels (described in this chapter), middleware services for embedded applications. and dependability evaluation and validation tools.

The overall research approach lies in the development of a suite of composable and reusable middleware services supporting a wide variety of embedded real-time and faulttolerant applications. Accordingly, the service described in this chapter would be utilized by one or more middleware services such as real-time caching and real-time primary-backup replication [118]. In the context of the ARMADA project, numerous research avenues are being explored towards extending the guaranteed-QoS communication service to other models of real-time communication, including QoS negotiation and adaptation.
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## CHAPTER 6

## SELF-PARAMETERIZING PROTOCOL STACKS

### 6.1 Introduction

As is evident from the preceding chapters, realizing a QoS-sensitive communication subsystem requires that the host communication subsystem be parameterized accurately to create an abstraction of the underlying communication subsystem. This abstraction of the communication subsystem in terms of a set of system parameters greatly facilitates estimation of the communication resource requirements for a connection requiring QoS guarantees. Such an abstraction also serves to define the exact dependency between the admission control procedure and the perforiuance characteristics of the underlying hardware and software components.

However, there are two aspects that make the realization of such an abstraction, and hence the design of a QoS-sensitive communication subsystem, extremely difficult. First, significant efforts are needed to understand and profile various communication subsystem (and operating system) overheads on sending and receiving hosts, and incorporating them in the admission control procedure. While necessary for provision of deterministic QoS guarantees, such an exercise is desirable for other classes of services as well, although not to the same level of accuracy or detail. The two prototype implementations we developed gave us first-hand experience with the difficulties of accurately profiling and parameterizing the communication subsystem manually.

Second, provision of QoS guarantees is highly platform-specific (i.e., depends on the CPU and network capacities, as well as the operating system, of a platform), especially for deterministic guarantees. Although system parameterization makes the admission control
procedure more accurate and portable, full system parameterization must still be performed for each host and operating system platform that deploys a QoS-sensitive communication subsystem. The architectural framework and methodology adopted for designing QoSsensitive communication software should be applicable to a variety of host platforms and networking technologies. This is necessary in order to retarget the admission control procedure and run-time management support to a given host platform and/or networking technology.

Thus, for cost-effective large-scale deployment, appropriate architectural mechanisms are needed to facilitate and enhance the portability of QoS-sensitive communication subsystems. We address this need by proposing self-parameterizing protocol stacks as the basis for the design and development of QoS-sensitive communication subsystems. Selfparameterizing protocol stacks extend traditional protocol stacks by providing support for efficient on-line profiling to construct a database of the system parameters that form the abstraction of the underlying communication subsystem and platform. To demonstrate feasibility, we have realized a self-parameterizing version of the guaranteed-QoS communication service described in Chapter 5. Our design and implementation methodology strives to minimize the overheads and perturbation induced in the data transfer path, while supporting relatively fine-grain performance profiling and system parameterization. Given that the only other alternative is manual profiling and parameterization, constructing communication subsystems using self-parameterizing protocol stacks is the most natural way to design portable QoS-sensitive communication software.

In the rest of the chapter, we first motivate the need for self-parameterizing protocol stacks for QoS-sensitive communication subsystems. We then compare and contrast with related work in operating system performance measurements, benchmarking, and resource monitoring. Subsequently we describe our design approach for self-parameterization of protocol stacks, and then highlight key features that ensure minimal perturbation during data transfer. Following this we describe our CORDS-based prototype implementation in the context of the guaranteed-QoS communication service developed for ARMADA, and present experimental evaluation results to demonstrate the feasibility of our approach.

| Resources | Cost/Overhead Components | Attributes |
| :--- | :--- | :--- |
| CPU | API overheads <br> protocol stack latency <br> context switches, cache misses <br> scheduling overheads | degree of data copying <br> protocol stack layers <br> CPU speed <br> data structure efficiency |
| Memory buffers | buffer allocation/release <br> buffer copy bandwidth <br> DMA bandwidth | buffer management <br> memory subsystem <br> I/O bus bandwidth |
| Link | output | packet selection/dequeue <br> packet transmission <br> transmission complete interrupt |
|  |  |  |
|  |  |  |
| host |  |  |

Table 6.1: Communication resources and their cost components.

### 6.2 Motivation and Problem Statement

In this section we motivate the need for mechanisms and techniques that enhance the portability of QoS-sensitive communication subsystems. We first discuss the nature of system parameters, costs and overheads that together constitute the communication subsystem abstraction utilized by admission control. We subsequently argue that a detailed manual profiling of the communication subsystem is not only complex and time-consuming, it may also be insufficient due to its static nature. We then make the case for an automated approach to profiling and parameterization.

### 6.2.1 Nature of System Parameters, Costs and Overheads

In developing the admission control extensions presented in Chapters 3 and 5, we identified a number of important system parameters and overheads that must be determined accurately for effective and correct admission control. Table 6.1 classifies various costs and overheads according to the associated communication resource, and highlights the key attributes that impact them. Note that one or more attributes may affect each cost component, i.e., no one-to-one correspondence is implied.

Each component listed in Table 6.1 impacts communication subsystem performance significantly and may be different for different host platforms. For example, the protocol stack
latency is determined in part by CPU speed and the degree of data copying during protocol processing. A faster CPU or higher memory copy bandwidth would reduce protocol processing latency. Similarly, different processor and cache architectures would generate different context switching overheads and cache miss penalties, respectively. The cache performance of communication subsystems is also determined in large part by the composition of the protocol stack [133].

The I/O bus bandwidth in part determines the available DMA bandwidth to/from system memory. Since this affects the time spent moving data between memory buffers and the network interface, it also determines, along with link bandwidth, the transmission time for outgoing packets. Similarly, the classification applied to arriving packets may scale with CPU speed or benefit from specific demultiplexing support available on the network interface. Moreover, the parameters defining the granularity at which communication resources are multiplexed are typically platform dependent. Examples include the maximum packet size (as derived from the MTU of the attached network and protocol stack headers) and the number of packets processed between successive preemption points. These parameters cannot be fixed a priori and must be determined for the attached network and host platform. respectively.

It is clear from the above observations that the values taken by each of the system parameters utilized in admission control is highly platform-specific. In addition to platform dependencies, there can be workload dependencies as well due to variations in actual resource usage and non-ideal characteristics of real hardware and software resources. For example, cache miss penalties may show significant variation depending on the prevailing workload and degree of preemption. Similarly, queuing overheads on ordered data structures, such as CPU scheduling and packet selection overheads, are a function of the workload (e.g., the number of queued entries) as determined from the number of channels handlers or the number of packets awaiting transmission, respectively.

### 6.2.2 Infeasibility of Detailed Manual Profiling

In order to re-target the proposed architectural mechanisms and admission control extensions to other platforms, one could attempt to conduct a detailed profiling and parameterization of the communication subsystem, as we did for the prototype implementations described earlier. However, there are several practical difficulties that make such an option
infeasible for large-scale deployment of QoS-sensitive communication subsystems across heterogeneous hosts and networks.

Detailed manual profiling requires intimate knowledge of the hardware and software components comprising the communication subsystem, especially those components that together provide QoS guarantees. Only the designers and developers of these components can be expected to have this knowledge. Even with this knowledge, obtaining performance traces manually and post-processing them is cumbersome and time-consuming. Further. correct and accurate parameterization also requires a deeper understanding of the admission control procedure employed in order to know what to profile within the communication subsystem. More importantly, detailed profiling may not even be a feasible option unless complete source code is available and instrumented carefully.

More importantly, the performance data thus generated may not even be correct, especially for workload-dependent system overheads, since the workload assumed for the profiling might not bear any resemblance to that seen in practice. While static (i.e., one-time) performance profiling suffices for most of the cost components listed in Table 6.1, workloaddependent overheads must be computed dynamically, as and when the workload changes. It follows that the static nature and complexity of detailed manual profiling makes it unsuitable for the development and deployment of QoS-sensitive communication subsystems.

### 6.2.3 Automated Approach to Performance Profiling

The above-mentioned arguments favor an approach that provides transparent and automated (or semi-automated) performance profiling and parameterization of QoS-sensitive communication software (and other components of the OS, in general). Self-parameterizing protocol stacks represent one such promising approach, since they are designed and implemented to allow system overheads and admission control parameters to be determined on-line and, if needed, dynamically. Coupled with user-level performance profiling tools, such an approach makes it relatively much easier to port QoS-sensitive communication software to other host and operating system platforms.

Note that our focus is primarily on accurately determining the system overheads and costs used in admission control. Accordingly, we do not consider mechanisms to reduce or optimize these system overheads and costs; a number of such efforts were described in Section 2.4 of Chapter 2.

### 6.3 Related Work

Before presenting our design approach towards self-parameterization, we compare and contrast self-parameterizing protocol stacks with related work in four areas: protocol stack performance, protocol benchmarking, operating system performance measurements, and resource monitoring in operating systems.

### 6.3.1 Protocol Stack Performance

As mentioned in Chapter 2, in recent years there have been numerous efforts to realize efficient protocol architectures and implementations that can preserve gigabit network throughputs at the application level. More germane to our focus, several recent efforts have also focused on experimentally quantifying, and identifying factors that influence, protocol stack performance.

A detailed study of the non-data touching processing overheads in TCP/IP protocol stacks is presented in [96]. The factors contributing to these overheads include network buffer management, protocol-specific processing, operating system functions, data structure manipulations, and error checking. This study reports an extensive breakdown of the overheads incurred at each layer of the protocol stack for a DECstation 5000/200 running the Ultrix 4.2a operating system. While very extensive in its overhead measurements and classification, this study also demonstrates the complexities involved in profiling the communication subsystem accurately. Moreover, since it is targeted for a specific host and OS platform, it reinforces the need for mechanisms to ease the task of profiling and parameterizing protocol stacks across multiple platforms.

The negative impact of data-touching overheads such as checksumming has also been studied extensively, and a number of techniques devised to improve data-copying performance [ 1,97 ]. Similarly, much attention has been focused recently on appropriate buffer management for data copy elimination $[25,27,130]$. In contrast, our goal is to explicitly account for any copying cost incurred during data movement to/from applications, and measure this cost via appropriate profiling.

A study of the cache behavior of network protocols such as TCP and UDP reports widely variable effects on processing latency, depending on whether the cache is cold or hot [133]. Similarly, the importance of cache performance for small messages such as those
found in typical signalling protocols is highlighted in [16]. This has significant implications for system parameterization since it highlights the difficulty in measuring various processing overheads accurately. Cache predictability may be improved via appropriate protocol implementation and compilation techniques [129], or via cache partitioning and appropriate OS support [110]. Any worst-case processing estimates are likely to be overly conservative. We note that this problem relates to memory subsystem design for modern processors, and is not related to the actual mechanism employed to profile communication subsystems.

All these efforts focus on quantifying protocol stack latency, identifying factors that affect this latency, or applying techniques to improve it. However, in addition to platformspecific performance evaluations, no information regarding the performance of the protocol stack is maintained within the communication subsystem. In contrast, we propose that traditional protocol stacks be extended to dynamically determine the performance of various components and maintain this information in terms of well-defined system parameters.

### 6.3.2 Protocol Benchmarking

The notion of protocol benchmarks was proposed in [160] for a comparative evaluation of different implementations of communication protocols and protocol stacks. To capture the communication behavior of real applications, a three-level model is proposed that comprises basic operations, basic applications, and compound applications. Basic operations are the primitive operations that can be invoked at the API individually, such as connect, disconnect, and the setting of data transfer options. Basic applications are sequences of basic operations, and can be used to model bulk transfers and request/response transactions. Compound applications are composed from basic applications, and are used to model the contention for resources such as the processor, memory, and access to the network; compound applications can be used to generate background load in a controlled manner.

This model has been used in a tool to compare different protocols and protocol implementations for varying levels of background load. In particular, it has been used to evaluate the performance of VMTP [36,140], FTP and SunRPC [72], and to compare the performance of OSI TP4 and TCP [160]. This tool also allows specification of variable message sizes and the delay between successive messages sent on a given connection.

The primary focus of such protocol benchmarks and the above-mentioned tool is to compare the end-to-end performance of different protocols. As such, it is complementary
to our focus on protocol stack performance and QoS-sensitive communication subsystem design. However, the application-level traffic generation model is of interest to us, since we also need appropriate traffic generators to trigger profiling and parameterization within the communication subsystem.

### 6.3.3 Operating System Performance and Resource Monitoring

Several studies have been undertaken to benchmark the performance of different operating systems with the goal of identifying performance bottlenecks. The first such study focused on the reasons behind the failure of operating system performance improvements to track performance improvements in hardware technology [142]. More recently, efforts have focused on developing a suite of portable operating system benchmarks for cross-platform performance comparisons [115] as well as detailed system analysis [24]. In all these efforts, however, the performance profiling is geared towards performance comparisons and the impact of OS-hardware interactions on operating system primitives. As such, there is no need to equip the operating system with information regarding the performance of individual components and primitives, nor is the profiling geared towards on-line system parameterization.

Self-parameterizing protocol stacks come closest in flavor to the idea of self-monitoring and self-adapting operating systems [157], although the two differ greatly in goals, scope and the approach adopted. It is proposed in [157] to perform continuous monitoring of operating system activity to construct a database of performance statistics, classify this data appropriately, and perform off-line analysis to construct a characterization of the system under normal behavior and detect anomalous behavior. In contrast, we focus exclusively on the communication subsystem, with the primary goal of parameterizing it via on-line profiling and making this information available to the admission control module. Moreover, due to the requirement of capturing constituent system overheads accurately, our on-line profiling operates at a finer time scale and may be disabled once appropriate measurements have been completed.

Several other efforts have also focused on operating system support for resource monitoring and application adaptation $[104,122,135]$. Such support becomes necessary in order to accommodate inaccurate or changing estimates of application resource requirements, and is geared primary towards adaptive multimedia applications. For our purposes, the iter-
ative, well-defined nature of processing within the communication subsystem implies that once the application's QoS and communication requirements are known, its communication resource requirements can be derived accurately. However, the above-mentioned support for resource monitoring will be needed in the absence of an accurate specification. We note that while our primary focus is on provision of deterministic guarantees, self-parameterizing protocol stacks are desirable for provision of looser forms of QoS guarantees as well.

System support for automatic profiling and optimization of applications is described in [190], where the focus is primarily on improving application execution performance via statistical profiling and profile-based optimizations. We focus, instead, on accurate instrumentation-based profiling of the communication subsystem for system parameterization.

### 6.4 Design Approach for Self-Parameterization

In this section we outline our methodology and architecture for self-parameterizing protocol stacks to construct QoS-sensitive communication subsystems. We also highlight key challenges posed by self-parameterization, both in terms of feasibility and implications for admission control. As discussed in Section 6.5, the design approach adopted induces minimal overhead and perturbation during data transfer.

### 6.4.1 Overall Architecture

Figure 6.1 depicts our overall architecture for self-parameterizing protocol stacks for the realization of QoS-sensitive communication subsystems. The protocol stack is divided into five aggregate modules: API data buffering, message classification and queueing, protocol stack layers, packet classification and queueing, and link transmission and reception.

The API data buffering module refers to the API layer of the communication subsystem, such as the RTC API ANCHOR described in Chapter 5. The message classification and queueing module sits just below the API data buffering layer and corresponds to the perchannel message queues processed by the communication handlers. The protocol stack layers together comprise all the protocols that compose the protocol stack, except the bottom anchor protocol or the network device driver. The packet classification and queueing module corresponds to the outgoing packet queues processed by the link scheduler and the


Figure 6.1: Architecture for self-parameterizing protocol stacks.
incoming packet queues processed by the communication handlers. The link transmission and reception module corresponds to the network device driver.

Within each module, the communication subsystem designer identifies appropriate profiling locations and puts appropriate tracing hooks at these locations for the send as well as the receive path. During data transfer, these trace hooks generate profile samples that are used to construct an in-memory system parameter database that resides within the communication subsystem. Other platform-specific system overheads not specific to the protocol stack, such as context switch overhead and cache miss penalty, may also be determined via on-line profiling. During the signaling performed for a new connection, admission control looks up the appropriate system parameters from the system parameter database in order to arrive at a decision.

A application-level test suite is used to perform data transfer through the protocol stack and trigger the profiling and parameterization code for the send as well as receive path. The on-line construction of the system parameter database is illustrated in Figure 6.2. As the protocol stack executes in response to data transfer, the profile samples undergo the following steps:

- Sample classification and processing: The incoming sample is first classified to deter-


Figure 6.2: On-line construction of system parameter database.
mine the module that generated it and then processed. The processing could be as simple as storing the sample in the appropriate trace buffer for later reference during parameter tuning, or may involve aggregation to determine averages subsequently.

- Parameter tuning: From the samples thus collected, parameter estimates are derived for each of the system parameters maintained by the parameter database. This derivation could be based on simple averaging over all the samples collected, and may also keep track of the minimum and maximum values observed after ignoring outliers.

A parameter update is then applied to the system parameter database to record the corresponding value for the specified parameter. Note that parameter tuning would typically be performed only after a desired number of samples have been taken for each parameter of interest. However, the architecture allows parameter tuning to immediately follow sample classification and processing; this may facilitate calculation of dynamic workload-dependent overheads.

System parameters are represented in the database as unique parameter variables classified according to the protocol stack module associated with them. The parameter variables are queried during admission control, as explained in Section 6.4.2. Note that separation of parameter estimates from parameter updates, as shown in Figure 6.2, also helps isolate the parameter variables, and hence admission control decisions. While this does not affect the parameterization of workload-independent overheads, it has some implications for workload-dependent overheads, as discussed later. Since a host could be the source as well as destination of QoS-sensitive traffic, unique parameter variables are maintained for the send and receive paths, respectively.


Figure 6.3: Internal structure of admission control procedure.

### 6.4.2 Structuring the Admission Control Module

The admission control module within the communication subsystem has to be structured appropriately in order to work correctly within the above architecture. Figure 6.3 illustrates the internal structure of the admission control procedure for sending as well as receiving hosts.

Upon invocation of admission control to admit a new request, D_order needs to calculate the request processing time (i.e., the message service time) and the request wait time, as explained in Chapter 4. The request wait time in turn is derived from the CPU wait time and the link wait time. The request processing and wait times are computed according to the extensions developed in Chapters 4 and 5. The type of the channel determines whether the sender or receiver processing and wait times are computed. This computation is performed using the parameter variables that constitute the system parameter database.

Querying the parameter database each time a request is processed ensures that the admission control procedure utilizes the most recent values calculated for the system parameters. Again, this has implications for dynamically computed system overheads that may
vary with the resident workload on the host. Note that the system parameter database resides in the admission control module. As such, it exports a simple interface to query and update the parameter variables. Parameter variables may be queried during the parameter tuning phase to verify the consistency and accuracy of the parameter estimate generated. Parameter apdates are issued only after this verification.

### 6.5 Minimizing Perturbation

Since profiling code actively resides in a self-parameterizing protocol stack, minimizing the perturbation during data transfer is paramount. The perturbation introduced by detailed profiling is a function of the placement of profile points, the cost of taking timestamps. and the processing of profile samples to generate parameter estimates. Also important is the degree of control exercised over the trace hooks placed at the appropriate profile points. While the profile points are placed inside different modules, it is desirable to have centralized control over the corresponding trace hooks; in our case this control resides within the self-parameterization module that keeps track of the generated profile samples.

### 6.5.1 Placement and Control of Profile Points

Referring to Figure 6.1, each module traversed by application data (i.e., a packet or message) will activate trace hooks at one or more profile points to generate profile samples. This applies to incoming as well as outgoing data, the only difference being the order of generation of the profile samples. However, without appropriate controls over the activation of trace hooks, a single packet may trigger multiple profile samples, thus exacerbating the processing latency experienced by that packet. We believe that per-packet perturbation should be minimized such that each packet or message triggers at the most one trace hook, and hence generates at most one profile sample, as it traverses the protocol stack. Multiple profile samples are gathered over different messages and packets. Note that the application-level test suite must be constructed to generate or consume sufficient number of messages sized appropriately.

```
prologue:
    if (module_enabled)
        module_prologue_timestamp = timestamp();
    }
epilogue:
    if (module_enabled)
        module_epilogue_timestamp = timestamp();
        value = module_epilogue_timestamp - module_prologue_timestamp;
        profile_sample (module_number, parameter_name, value);
    }
```


## Figure 6.4: Prologue and epilogue processing for profile sample generation.

## Number and location of profile points

Since the profile samples generated by each profile point must be stored until they can be processed, the number of profile points assumes significance. The required number of profile points is determined primarily by the granularity of overhead measurements required to achieve the desired form of system parameterization. Further, since profile points are placed in the code by the communication subsystem designer, increasing the number of profile points also increases the burden on the designer.

To minimize the number of profiling points, we associate a single profile point with each module wherever possible, for each direction of data transfer. We could instead have associated a profile point with each layer comprising the protocol stack. However, besides requiring each layer to be instrumented to add the profile points, per-layer profile points are unnecessary for correct system parameterization. For example, we only need to measure the time taken by a communication handler to process a single packet through all the protocol stack layers, i.e., the aggregate measurement suffices. Since protocol stack layers form a single module in Figure 6.1, it suffices to provide a single profile point each for outgoing and incoming traffic. Note that another benefit of per-module profile points is that the aggregate overheads measured include many of the cost components listed in Table 6.1, largely obviating the need to profile these components individually.

## Frequency of profile sample generation

Even with per-module profile points as discussed above, it is important to exercise control over profile sample generation by these profile points. That is, it should be possible to individually enable/disable the module profile points and, when enabled, determine the frequency at which samples are taken. Figure 6.4 illustrates the profile generation methodology we adopt.

Each module that generates profile samples is assigned a unique module_number and a module_enabled flag. The module_number is assigned from the set $\{1,2, \ldots$, num_modules $\}$, where num_modules is the total number of modules generating profile samples. Each profile point corresponds to a prologue and an epilogue. The prologue is placed before, and the epilogue placed after, the cost component of interest. As data flows, the prologue for each module that is enabled triggers a timestamp as shown in Figure 6.4. Since the module is enabled, the epilogue takes another timestamp, computes the cost component, and generate a profile sample for further processing.

The above approach for profile sample generation ensures that only one module generates profile samples at a time, for as long as it is enabled. Thus, the entire profile sample collection for a given module is completed before enabling the next one. An alternate approach would be to enable all the modules for the entire duration of profile sample collection, and make sure that successive modules in the communication subsystem are activated in sequence by successive messages or packets. Thus, profile generation is performed by each module in more or less round-robin fashion. However, the approach we adopt is likely to have better cache performance since the corresponding trace buffer used to store samples may remain resident in the cache across successive message or packets.

Note that with this approach, while the API buffering module generates profile samples on a per-message basis, the protocol stack layers module generates profile samples on a perpacket basis. This facilitates on-line profiling of API data transfer overheads as well as the per-packet fragmentation and reassembly overhead incurred by the communication handlers. For the latter, the necessary distinction between the first and last packets is performed when classifying the profile samples, using the pre-defined message sizes generated by the test suite.

## Timestamp cost and resolution

Timestamp cost can constitute a substantial part of the total profiling and parameterization overhead. High timestamp cost affects not just the profiling overhead, but also limits the resolution of the real-time clock. For example, for our platform timestamps using the real-time clock cost $\approx 15 \mu \mathrm{~s}$. While this overhead is relatively high, it can be reduced drastically by using hardware performance counters provided in several modern processors [24]. Hardware cycle counters provide timestamps with resolutions of the order of just a few nanoseconds. The kernel-level profiling described in Chapter 7 is performed using such hardware counters.

For platforms with significant timestamp cost, the generated profile sample must be adjusted appropriately. For example, in Figure 6.4, the actual profile sample recorded would be value - $\tau_{0}$, where $\tau_{0}$ is the cost of taking a timestamp on the target platform. We note that on-line profiling via timestamps is no worse than off-line profiling, where timestamps must also be employed to measure individual cost components.

### 6.5.2 Deferred Sample Processing and Parameter Tuning

The profile samples generated by each module are classified and stored in appropriate inmemory per-parameter sample buffers. The actual processing of these samples, however. is only performed once a sufficient number of samples have been collected. This not only ensures minimal perturbation during profile sample collection, but also allows relatively sophisticated processing to be performed on the collected samples to obtain parameter estimates and related statistics. These parameter estimates may then be further tuned, e.g., made extra conservative, before updating the system parameter database. This process completes when the database has been suitably updated for each system parameter.

The processing performed on the collected samples may include calculation of simple averages and additional statistics such as the standard deviation. Often it is more accurate to discard some of the highest and the lowest values before computing parameter statistics [24]. This is true for us since the unpredictability of the underlying operating system may introduce occasional preemption between the prologue and epilogue processing in each module. An example of such preemption is the execution of the device input thread during processing by a incoming communication handler, as described in Chapter 5. The collected

| Modules | Parameters | Cost(s) Represented |
| :--- | :--- | :--- |
| ANCHOR | ANCHOR_SEND_MSG | copy in and enqueue outgoing message |
|  | ANCHOR_RECV_MSG_NW | dequeue and copy out incoming message |
|  | ANCHDR_RECV_MSG_N | prepare to wait for incoming message |
|  | ANCHOR_RECV_MSG_CB | callback in response to incoming message |
|  | PROT_SEND_PROC | fragment message and process outgoing packet |
|  | PROT_RECV_PROC | process incoming packet and reassemble message |
| LINKDRIVER | LIMK_OUTPUT_PKT | dequeue and transmit outgoing packet |
|  | LINK_INPUT_PKT | classify, enqueue incoming packet; signal thread |

Table 6.2: Modules and parameters in the prototype implementation.
samples must be sorted to eliminate the "outliers" and consider only the remaining samples for computing parameter statistics.

### 6.6 Implementation and Evaluation

In this section we describe our implementation and evaluation of a self-parameterizing version of the guaranteed-QoS communication service described in Chapter 5. We demonstrate experimentally that the mechanisms outlined in earlier sections suffice for self-parameterization of the protocol stack. The feasibility of our approach is demonstrated by comparing the system parameters thus computed with those obtained via manual profiling in Chapter 5.

### 6.6.1 Modules, Parameters and Sample Collection

The current implementation organizes the service protocol stack into three primary modules: ANCHOR, PROTSTACK, and LINKDRIVER. As outlined in Table 6.2, ANCHOR encompasses the API data buffering and message classification and queueing modules mentioned earlier, while the packet classification/queueing and link transmission/reception modules are encompassed by LINKDRIVER. PROTSTACK encompasses all the layers of the protocol stack except the toplevel anchor and the bottom-level device driver. All the functionality required for self parameterization is contained within the selfparam core.

On initialization, each module explicitly registers with the selfparam core which in turn
initializes appropriate state to ensure that profile samples generated by each module are classified and stored properly. Each module is assigned a parameter name space which uniquely identifies up to a certain number of parameters for which the module generates profile samples. State associated with each module includes flags encoding whether the module is registered or not, enabled or disabled, and the number of unique parameters associated with this module. A module remains disabled after registration until explicitly enabled by the test suite, as explained later. State associated with each parameter is more elaborate. A parameter is classified as per-message if the corresponding profile samples are generated once per message, or per-packet if the corresponding profile samples are generated once per packet. A parameter is valid if at least one profile sample has been generated for it.

Each parameter is associated with two timestamps, before and after, corresponding to the prologue and epilogue for a profile sample, respectively. Profile samples computed from these timestamps are stored in a trace buffer associated with each parameter. Note that this trace buffer records a scalar sample for per-message parameters and a sample vector for per-packet parameters; the sample vector keeps track of all per-packet samples for the same message. As explained below, the sample vector also facilitates distinct tuning of the first (or last) packet relative to the other packets of a message. Since parameters values can be a function of data size, samples are generated for several message sizes ranging from single-packet messages to messages with a relatively large number of packets, as explained in Section 6.6.2.

Profile points are placed at appropriate locations in the protocol stack according to the parameters utilized by admission control. Table 6.3 lists the interface the selfparam core exports to the modules for registration and sample collection. Each profile point corresponds to the invocation of SP_tstamp, with a flag indicating if this invocation constitutes a prologue or an epilogue. If it is the latter, the selfparam core collects a sample, classifies it as per the specified module and parameter, and stores it in the associated trace buffer.

### 6.6.2 Message Generation

Generation of profile samples is triggered by an application-level test suite that communicates with the selfparam core via the API listed in Table 6.3. The test suite first creates a best-effort (or real-time) channel from the sending to the receiving host, and then initializes

| Interface | Routines | Description |
| :--- | :--- | :--- |
| Modules | SP_register | register module with self parameterization core |
|  | SP_tstamp | generate timestamp and, if epilogue, collect sample |
|  | SP_init | initialize the self parameterization core |
|  | SP_continue | specify message size for generated messages |
|  | SP_reset | disable current module and enable the next |

Table 6.3: API routines exported by the self parameterization (SP) core. the selfparam core by informing the latter of its role as a sender (at the sending host) or a receiver (at the receiving host) via SP_init. Subsequently, at the sending host the test suite simply cycles through several message sizes selected a priori, periodically generating a pre-specified number of messages for each message size and sending them on the established channel. At the receiving host the test suite simply consumes and discards incoming messages on the channel. Each time a new message size is chosen, the selfparam core is informed by invoking SP_continue.

When sufficient number of messages of all sizes under consideration have been sent, the selfparam core is instructed via SP_reset to disable the current module and enable the next module for profiling and parameterization. Once all modules have been profiled the selfparam core initiates parameter tuning and update, as discussed next. Note that, while the API exported to the test suite is not essential, in that information could instead be shared implicitly between the test suite and the selfparam core, an explicit API affords greater flexibility in selecting an application-level traffic pattern for system parameterization.

### 6.6.3 Parameter Tuning and Update

The samples thus collected in the trace buffer are tuned to remove outliers and compute sample statistics such as averages, etc. Estimates of the relevant system parameters are then derived and the corresponding parameter variables updated to reflect the newly computed estimates. For per-message parameters parameter tuning is performed in a single step. The samples collected for each message size are sorted in decreasing order and the highest $20 \%$ samples (the potential outliers) discarded. An average value is then computed from the remaining samples and associated with the corresponding parameter.

| $*$ <br> Anchor <br> Parameter | Manual |  | Self |  |
| :--- | :--- | :--- | :--- | :--- |
|  | Message Size |  | Message Size |  |
|  | 1 byte | 10k bytes | 1 byte | 10k bytes |
| ANCHOR_SEND_MSG | 301 | 606 | 290 | 580 |
| ANCHOR_RECV_MSG_NH | 335 | 1097 | 325 | 1079 |
| ANCHOR_RECV_MSG_H | 53 | 51 | 43 | 46 |
| ANCHOR_RECV_MSG_CB | 95 | 96 | 95 | 98 |

Table 6.4: Anchor: comparison of manual and self parameterization (in $\mu s$ ).
Parameter tuning for per-packet parameters is performed in two steps. In the first step, the sample vector for each message (i.e., samples associated with individual packets of a message) is reduced to up to two sample estimates, one for the first or the last packet of the message, and one for the average of the remaining packet samples. The first or the last packet of a message are handled separately because the corresponding samples represent costs or overheads not present in the other packets. For example, for the parameter PROT_RECV_PROC the sample corresponding to the last packet of a message includes the cost of reassembling the message. Similar considerations apply for the parameter PROT SEND_PROC, since the first packet of a message typically has a higher processing cost (e.g., due to cold cache misses) compared to the subsequent packets. In the second step, once the sample vector has been reduced to two sample estimates, these estimates are then averaged across the collected samples and the average values thus computed associated with the corresponding parameter.

Finally, appropriate estimates are computed for the system parameters used by admission control. Variables corresponding to parameters that are independent of data size are updated directly using the estimates already obtained. However, for parameters that depend on data size, such as ANCHOR_SEND.MSG which includes the time to copy in a message, two components of the overhead represented are computed: a startup component and a perbyte component. Given the message size, for example, admission control then computes a cost value for the corresponding parameter using these two components.

### 6.6.4 Experimental Results

We performed several experiments on the testbed presented in Chapter 5 to compare manual profiling and parameterization with self parameterization. Since the profiling mechanisms

| $*$ <br> Protocol Stack <br> Parameter | Manual |  | Self |  |
| :--- | :--- | :--- | :--- | :--- |
|  | Packets in Message |  | Packets in Message |  |
|  | First | Other | First | Other |
| PROT_SEND_PROC | 181 | 77 | 178 | 79 |
|  | Other | Last | Other | Last |
| PROT_RECV PROC (10k bytes messages) | 260 | 360 | 320 | 415 |

Table 6.5: Protocol stack: manual and self parameterization (in $\mu s$ ).
employed are essentially the same for both, the results produced via self parameterization should be very similar to those obtained via manual profiling. While the quantitative measurements should be mutually consistent, the qualitative benefits of self parameterization should far out-weigh those of manual profiling.

Tables $6.4,6.5$, and 6.6 list the measured values of the various system parameters for the ANCHOR, PROTSTACK, and LINKDRIVER modules, respectively. Results are shown for message sizes of 1 byte and 10 K bytes; experiments with other message sizes yield similar results. The measurements for manual profiling are derived from the system profiling measurements presented in Chapter 5. As expected, the values obtained via self parameterization are in very good agreement with those obtained manually, typically within $5 \%$ of the latter, for parameters representing each module. Even for PROT_RECV_PROC, where the discrepancy between the two is unexpectedly higher, the measurements are very consistent if the total reassembly and message enqueue cost (the difference between the processing cost of the last and other packets of the message) is considered. While this cost is $100 \mu s(360-260)$ with manual profiling, self parameterization gives a cost of $95 \mu s$ (415-320). For the most part the discrepancy can be attributed to the differences in statistics computation for manual and self parameterization.

From a qualitative perspective, manual profiling and parameterization pales in comparison to self parameterization. Not only does it require careful profiling of the communication subsystom and knowledge of the system parameters used in admission control, the process of obtaining profile samples and post-processing them is tedious. The time to complete system parameterization before the service can be used typically ranges from several tens of hours to several days, especially if the various protocol stack components must be understood in order to place profile points.

Self parameterization, on the other hand, dramatically reduces this time to just a few

| Link Driver Parameter | Manual |  | Self |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Packet Size |  | Packet Size |  |
|  | 1 byte | 1.5 k bytes | 1 byte | 1.5 k bytes |
| LINK_OUTPUT PKT | 673 | 1775 | 680 | 1789 |
|  | Packets in Message |  | Packets in Message |  |
|  | First | Other | First | Other |
| LINK_INPUT-PKT | 120 | 20 | 123 | 18 |

## Table 6.6: Link driver: comparison of manual and self parameterization (in $\mu s$ ).

minutes, depending on the number of samples desired, the number of message sizes considered for the profiling, and the number of modules in the protocol stack. For example, if the message generation rate at the sender is 1 message/second, the number of modules is 3 (in the present implementation), the number of message sizes considered is 4 , and the number of samples desired is 100 , then the total time to system parameterization would be approximately 20 minutes. These gains are only possible because self parameterization takes the human out of the loop of profiling and parameterizing the communication subsystem.

In our experience, self parameterization has been extremely effective in keeping system parameterization up-to-date with software changes, performance improvements, and bug fixes. Once the profile points are in place, the designer can freely add new functionality to the communication subsystem, or optimize critical paths, and then simply run the parameterization test suite so that the system parameters reflect the performance of the latest version of the communication service. This, of course, assumes that the location of profile points is relatively static and that changes to the existing code does not invalidate the specified admission control procedure.

From the service designer's point of view, self parameterization allows for rapid performance testing of the service, thus facilitating an improved understanding of the performance characteristics of the communication subsystem. From a service user's point of view, self parameterization hides details of the actual procedure and system parameters employed for admission control. This allows rapid configuration of the service at the user's site and permits easy migration across various processing, memory, and networking hardware upgrades.

### 6.7 Summary and Future Work

In this chapter we addressed the issue of portability of QoS-sensitive communication subsystems, which require intimate knowledge of system parameters that together constitute an abstraction of the communication subsystem. Towards that end we proposed selfparameterizing protocol stacks that are designed with the ability to parameterize themselves appropriately during data transfer. Our design approach extends traditional protocol stacks with carefully placed and controlled profile points, in-memory trace buffers for profile samples, procedures for computing per-parameter statistics, and an in-memory system parameter database that records system parameters values utilized during admission control.

Self-parameterizing protocol stacks are the most natural way to enhance the portability of QoS-sensitive communication subsystems, especially for provision of deterministic QoS guarantees. Note that self-parameterizing protocol stacks by themselves do not make a communication subsystem portable across hetergeneous hardware and software platforms. Instead, they are designed with the goal of easing the burden of porting a guaranteedQoS service, which involves not just the usual resolution of code incompatibilities, but also requires intimate knowledge of the performance of the (hardware/software) components involved. Such knowledge is best available with the service designer, who must consider system performance as an important ingredient during QoS-sensitive communication subsystem design. This is in sharp contrast with the design of traditional (best-effort) communication subsystems, where performance, while very important, is typically an after-thought.

There are several interesting directions in which this work can be extended. One of the most obvious is to integrate mechanisms for self-parameterization more closely within the protocol composition and path framework in CORDS. For example, it may be desirable to specify modules in the protocol graph itself, allowing them to be automatically registered when the appropriate $x$-kernel protocol is initialized. Similarly, the profile samples and associated trace buffers should be managed in a path-specific fashion. This is important since different QoS connections may take different paths through the communication subsystem, and hence incur different protocol processing costs. While we have focused primarily on static on-line profiling and parameterization, self parameterization could also be employed effectively to realize dynamic profiling and parameterization; with dynamic parameteriza-
tion, the workload-dependent parameters are determined dynamically in response to workload fluctuations. Finally, for true end-to-end QoS guarantees, such self-parameterizing protocol stacks must be integrated with any QoS monitoring functions provided in the operating system.

## CHAPTER 7

## QOS SUPPORT IN TCP/IP PROTOCOL STACKS

### 7.1 Introduction

The preceding chapters have focused on architectural components and mechanisms to realize new communication subsystems that are QoS-sensitive. The rapid shift of the WWW (and the underlying Internet) from a text and graphics-oriented medium to one with live audio and video content, as evidenced by the emergence of applications such as InternetPhone and WebTV, has generated a significant demand for "better than best-effort" Internet connectivity.

Significant efforts are being made by the Internet Engineering Task Force (IETF) to enhance the service model of the Internet to support integrated services for voice, video, and data transport [22]. This in turn implies that the existing communication subsystems running TCP/IP protocol stacks in Internet hosts be modified for QoS-sensitive traffic handling according to integrated services standards. In this chapter, we concentrate on the design and implementation of QoS support on Unix-like (i.e., those supporting a sockets based communication system) Internet servers, the typical sources of multimedia data on the Internet.

In collaboration with researchers at the IBM T. J. Watson Research Center, we have designed and implemented architectural extensions to the sockets-based communication subsystem that enable RSVP-based integrated services infrastructure in the Internet [13]. One of the primary goals of our service architecture is to blend the QoS support with the existing TCP/IP stack and socket API, preserving the structure of the Unix networking subsystem. Applications not needing QoS support for communication should continue to
run as is, and yet the QoS extensions should allow new applications to benefit from QoS enhanced network services.

Further, control overheads for QoS support should not have any detrimental impact on data path throughput. Our design is also influenced by the observation that with the rapid penetration of the Web, potentially any Internet site can be a content provider, and hence a source of multimedia data. This implies a wide variation in the capabilities of the Internet hosts and their connections to the Internet (network interfaces and links). Thus, the design must scale from small to large number of connections and accommodate network interfaces with widely differing capabilities. One of the primary goals of the architecture is to provide better service for QoS traffic, but not at the expense of best-effort traffic. ${ }^{1}$

We have developed a prototype implementation of our QoS architecture on RS/6000 based servers running AIX release 4.2 and equipped with ATM and IEEE 802.5 token ring adapters. Our prototype system supports RSVP-based QoS signaling and several IETE defined QoS classes, described in Section 7.2, with appropriate enhancements to the communication subsystems at the hosts (clients and servers) in the control as well as data planes of the protocol stack. The hosts are connected via prototype routers based on ATM switches enhanced for IP routing and IETF standards compliant QoS classes.

Given that the new service model will be widely deployed and utilized, it is important to understand the extent and nature of overheads imposed relative to the best-effort data path. That is, we are interested in ascertaining the performance impact on connections using integrated services in TCP/IP protocol stacks at end hosts to obtain QoS. Our QoS architecture has been carefully designed to have minimal impact on the default best-effort data path, which must remain as efficient as possible to maximize application throughput. The complexity and the overhead of supporting QoS is a critical factor that will ultimately determine the future evolution of integrated services on the Internet. To the best of our knowledge, there has been no experimental study that analyzes and measures the overheads of offering such services.

The primary contributions of this chapter are threefold: we (i) present architectural mechanisms for traffic policing, shaping, and buffer management at end hosts, (ii) quantify the control and data path overheads introduced by various $\mathbf{Q o S}$ components via detailed kernel profiling, and (iii) discuss the performance implications of these overheads. We

[^3]focus primarily on exacerbation of data path latency due to QoS overheads for a single connection relative to the best-effort data path. The examination of similar effects in the presence of multiple QoS connections is left for future work. We demonstrate the efficacy of our architecture in providing QoS guarantees via application-level experiments. Our kernellevel measurements reveal that traffic shaping presents the most challenges, if it needs to be performed in software. This is primarily because of reliance on OS timer mechanisms and possible interaction with the operating system CPU scheduler.

We achieve very efficient traffic classification on the outgoing path by carrying the necessary information with each packet as it traverses the protocol stack. A key observation is that traffic policing and shaping overheads are largely offset by gains due to shorter data paths for QoS sessions relative to the best-effort sessions. These gains include (i) the savings due to pre-allocation of per-session buffers, and (ii) for the ATM network, the savings due to a faster path through the network interface layer. In the latter case the data path latency for compliant packets can even be smaller than the latency of the default best-effort data path. In effect, our architecture transfers some of the traffic classification and buffer management overheads from the data path to the control path. To keep the overhead of packet queueing and scheduling low, we use a very simple queueing structure or utilize hardware support if available. Using the QoS component overheads as motivation, we identify the implications of providing QoS support in TCP/IP stacks and possible approaches to mask and/or reduce some of these overheads.

We note that the overhead incurred due to traffic shaping is a function of the frequency with which an application generates non-compliant traffic, i.e., the extent of the mismatch between the stated traffic specification and actual traffic generation. It seems desirable that an application conforming to its stated traffic specifications receive better performance compared to one that frequently violates its traffic specification. At the same time, due to the difficulty associated with specifying meaningful traffic characteristics, occasional violation of traffic specifications should be tolerated. However, overheads incurred in preventing persistently misbehaved applications from consuming excess resources may constitute a significant loss of useful resource capacity. The scalability of the QoS architecture is, therefore, contingent in part upon the accuracy with which an application specifies its run-time communication behavior.

Protocol stack performance and optimizations of existing implementations has been the
subject of numerous research articles, including some very recent ones [16, 129,176]. However, all of these studies focus on the traditional best-effort data path. Our study assumes significance in that it quantifies the performance penalty imposed by new data-handling components in the protocol stack, and their impact on the best-effort data path. With the popularity of networked multimedia applications on the Internet, the overheads imposed by these components play an increasingly important role in communication subsystem and operating system design. To the best of our knowledge, ours is the first study of its kind to identify the performance impact of QoS support in TCP/IP protocol stacks While the results reported here are for host protocol stacks, some of our findings are also applicable to routers and switches participating in an integrated services Internet.

In the rest of the chapter, we first present a brief overview of RSVP and integrated services, followed by an overview of our QoS architecture and components. We then present results from application-level measurements, on our prototype implementation on RS/6000 based servers running AIX, ${ }^{2}$ that demonstrate the efficacy of this architecture and the need for the features provided. Using detailed kernel profiling of our implementation, we quantify the data path overheads introduced by various QoS components. Based on these results, we argue that traffic shaping presents the most challenges. We then identify the implications of, and suggest approaches to mask and/or reduce, the overheads involved in traffic shaping. Finally, we conclude with a summary of the main contributions of the chapter.

### 7.2 RSVP and Integrated Services: An Overview

Below we present a brief overview of the RSVP protocol and the service classes under discussion in the IETF. A complete description of RSVP is provided in [23], while details on different service classes can be found in $[159,183]$.

### 7.2.1 RSVP: An End-to-End View

Figure 7.1 shows an RSVP-based QoS architecture depicted data sources (S1, S2), destinations (D1, D2, D3) and IP routers (R1, R2, R3). The sources as well as the destinations run RSVP daemons that exchange RSVP messages (PATH and RESV) on behalf of their hosts. In general reservations can be made on multicast sessions, as depicted in Figure 7.1.

[^4]Senders SI and S2 send PATH messages to the multicast group address comprising D1, D2. and D3. The PATH messages travel through the network to all members of the multicast group and PATH state is established at all RSVP-enabled routers in the multicast tree; each of D1, D2, and D3 receives two sets of PATH messages. PATH messages arriving at their intended receiver(s) are processed by the RSVP daemon.

The receiver D 1 intends to make (possibly different) reservations on the flows originating from S1 and S2, and sends RESV messages RESV1 and RESV2 in response to PATH1 and PATH2, respectively. The receiver D2 wants to make a reservation only on the flow originating at S1 and sends RESV message RESV1. The receiver D3 on the other hand decides not to make any reservations and does not send any RESV messages in response to the PATH messages from S1 and S2. As RESV messages from the receivers traverse upstream to the senders, they are intercepted by RSVP-enabled routers and if sufficient local resources are available, reservation soft state is established in the routers.

The RESV messages are also merged at the appropriate merging points. An end-toend reservation is successfully established when the RESV message reaches the sender and is successfully processed by the local RSVP daemon. Eventually, a reservation tree is established with the senders as the root and the receivers requesting reservations as the leaves. Note that PATH and RESV messages are independent of the data flow from the sender to the receivers although they follow the same ronte through the network. Hence, a reservation can be established before or any time after the data flow starts.

Additional details of refreshing PATH and RESV states and handling route changes are provided in [23]. An RSVP flow is uniquely identified by the five-tuple <protocol, src address,src port, dst address, dst port>. Filters are set up at routers and hosts to classify packets belonging to an RSVP flow and treat them in accordance with the reservation made on the flow. Note that, RSVP is just a signaling protocol that establishes reservation soft states at the end-hosts and routers. Honoring the reservations requires, among other things, resource and traffic management at the hosts and routers. The resource and traffic management mechanisms depend heavily on the service classes supported.

### 7.2.2 Service Classes

Two important service classes currently under standardization by IETF are (i) guaranteed service [159], and (ii) controlled load [183] service. Guaranteed services is targeted at provid-


Figure 7.1: PATH and RESV messages in RSVP.
ing applications with a mathematically provable end-to-end delay bound using appropriate buffer and bandwidth reservation at all network elements. It guarantees that datagrams will arrive at the receiver within the guaranteed delivery time and will not be discarded due to queue overflows, provided the flow's traffic stays within its specified traffic parameters. This service is intended for applications that need firm guarantees on loss-less on-time datagram delivery. Some interactive audio/video applications and applications with hard real-time requirements fall in this category.

On the other hand, the controlled load service is designed for adaptive applications that do not need any specific quality of service, but can exploit the increased predictably in network performance. The end-to-end behavior provided to an application by controlled load service closely approximates the behavior visible to applications receiving best effort service under unloaded network conditions. Controlled load service is intended for the broad class of adaptive real-time applications (such as vic, vat, nevot, etc.) developed for today's Internet that are sensitive to overload conditions.

To avail these services, a connection has to specify a traffic envelope, called Tspec, that is carried in the PATH message and includes a long term average rate, a short term peak rate, and the maximum size of a burst of data generated by the application. An application generating MPEG coded video could specify the average rate to be the long term data rate, peak rate to be the link bandwidth, and burst size to be the maximum size of a frame.

Tspec also specifies the maximum and minimum packet sizes to be used by the application. For guaranteed service, traffic should be shaped to conform to the traffic specification. For controlled load traffic shaping at the source is not mandatory. Violating packets belonging to a controlled load session are allowed to pass the conformance check as best effort traffic. In addition to Tspec, guaranteed session specifies an Rspec containing the required rate of service and a slack term. The required rate of service should be at least as large as the long term average rate specified in the Tspec. The slack term signifies the difference between desired delay and delay obtained with the specified rate of service, and can be utilized by the network to reduce the reservation level of the flow. For controlled load service, there is no separate Rspec. Each controlled load session is guaranteed a rate of service equal to the long term mean rate specified in its Tspec. A session may receive better service if there is spare capacity in the system.

### 7.3 Architectural Overview and QoS Components

We now give an overview of the RSVP-based QoS architecture for end hosts, and the components that comprise this architecture. Additional details on the internals of the architecture can be found in [13]. Figure 7.3 shows the software architecture of an rsvp enabled host. In this example, a number of applications are using RSVP signaling for resource reservation. The applications use an RSVP API (RAPI) library to communicate with the RSVP daemon running on the host. The RSVP daemon is responsible for translating the RAPI calls into RSVP signaling messages and local resource management function calls. For local resource management, the RSVP daemon interacts with the QOSMGR over an enhanced socket interface.

QoS extensions to the protocol stack are spread across both control and data planes. The QOSMGR is the key component in our architecture. It plays a critical role in the control plane, and also in the data plane, of the protocol stack. It is entrusted with managing network related resources, such as network interface buffers and link bandwidth. It is also responsible for maintaining reservation states and the association between the network sessions and their reservations. Moreover, it performs traffic policing and shaping for sessions directed to network interfaces that do not perform these functions in hardware, a category that covers an overwhelming majority of present-day lan interface adapters. Besides the introduction


Figure 7.2: Protocol stack architecture and QoS extensions.
of QOSMGR, the enhancements to the protocol stack also include extensions to the socket layer. network interface drivers (IFNET), and (NDDS) for classification of network bound datagrams to the sessions they belong to, and handling them in accordance with the reservation.

### 7.3.1 Control Functions

The control plane is responsible for creating, managing, and removing reservations associated with different data flows. When a reservation is requested by an application, the QOSMGR computes and pre-allocates the buffer space required by the application on a session-specific basis. Buffers are maintained as a chain of fixed-size mbufs, the traditional memory buffers used by Unix networking software, with the buffer size derived from the advertised traffic specification in the application's reservation request. In cooperation with the network device drivers and the network interface layer, the QOSMGR also reserves network bandwidth commensurate with the reservation.

The QOSMGR is also responsible for binding the data socket with a connection-specific QoS handle. This handle, which directly identifies the associated reservation, reduces the task of packet classification to a single direct lookup, and is used subsequently and correctly handle traffic originating on the data socket. The traffic classification function is thus a
statically compiled packet filter, as opposed to a dynamically generated one [59].

### 7.3.2 Data Transfer

During data transfer on a QoS connection, the socket layer interacts with QOSMGR to obtain a buffer for each packet generated by the application. The QOSMGR performs traffic enforcement (policing and/or shaping) relative to the reservation identified by the QoS handle. as explained below, and returns a buffer to the socket layer. The socket layer copies the corresponding amount of application data into this buffer before initiating further protocol processing.

In general, policing determines whether a packet is compliant or not. To perform traffic policing, QOSMGR maintains two auxiliary variables, $t_{m}$ and $t_{p}$, for each reservation. Informally, $t_{m}$ is used to check whether the application is conforming to the long term average rate specified in the Tspec; $t_{p}$ is used to enforce the short term peak rate. A transmission request is non-compliant if current time $t$ is less than $\max \left(t_{m}, t_{p}\right)$ (which represents the time to compliance); otherwise the request is compliant. For compliant requests, QOSMGR allocates a buffer from the associated reservation's pre-allocated buffer pool, and returns this buffer to the socket layer. A non-compliant request, on other hand, is handled in one of several service specific ways: marked and transmitted at a lower priority, or delayed until compliance (shaping). If transmitted at a lower priority, QOSMGR allocates a best-effort buffer for the packet and marks it appropriately for correct handling by lower layers of the protocol stack.

If the service specification so mandates, QOSMGR must shape (i.e., delay) non-compliant traffic until compliance. Our architecture supports two mechanisms for traffic shaping: session-level shaping and datalink-level shaping, the two being differentiated by their respective position in the protocol stack. In session-level shaping (effectively performed at the session layer), QOSMGR blocks the corresponding application thread for $\delta=\max \left(t_{m}, t_{p}\right)-t$ time units. This is transparent to the socket layer, which essentially sees a delay in the allocation of a buffer to that packet. Session-level shaping is not required if the network interface has the capability to perform datalink-level shaping, as in ATM networks, or such capability is provided in the NDD, as is possible with other LAN technologies. In datalinklevel shaping, the NDD buffers packets until compliance before transmitting them into the network. In this mode, QOSMGR simply manages the reserved buffers and flow-controls the


Figure 7.3: Best effort and QoS data paths.
send thread based on the availability of buffers for that connection. Hence, while sessionlevel shaping controls execution of application threads, datalink-level shaping controls the transmission of packets.

The support required for link bandwidth management depends greatly on the capabilities of the attached network interface controiler (NIC). For an ATM NIC no software support for traffic shaping and scheduling is required since these functions are supported in hardware. If the attached NIC does not support QoS functions, as in legacy Ethernet and Token Ring networks, NDD extensions are required to support per-connection QoS via packet queueing and scheduling [13].

Figure 7.3 shows best effort and QoS data paths, while Figure 7.4 illustrates the data path through QOSMGR. For a packet associated with a reservation, the socket layer obtains a buffer by calling qos_alloc(), which transfers control to the QOSMGR. It first checks whether the application has enabled policing for that reservation (by setting the police flag) (step 1). If the associated reservation does not have the police flag set, QOSMGR checks if a buffer is available for the reservation (step 2), and, if one is available, returns it to the socket layer after setting the buffer priority according to the type of reservation (step 3). Otherwise, if the application's send call is blocking (step 4), it blocks the calling thread until a buffer is


Figure 7.4: Data path through qosmgr.
freed (step 5). Instead, if the application's send call is non-blocking, it returns EWOULDBLOCK to the socket layer (step 6).

On the other hand, if the application has enabled policing on the associated reservation. QOSMGR applies the policing function to determine if the packet is compliant (step 7). For a compliant packet, QOSMGR checks if a buffer is available (step 8) and returns a pre-allocated buffer if one is available (step 9), with the appropriate priority set so that the interface layer can service the packet appropriately. Unavailability of buffers for compliant packets is an exception condition since a compliant packet must always have buffers available, assuming that the reservation and policing computation is correct; in this case QOSMGR returns ENOBUFS to the socket layer (step 10).

If the packet is non-compliant, QOSMGR checks if the shape flag is set for the reservation (step 11). If not, it returns a best-effort buffer allocated using the traditional mbuf allocation calls (step 12). If the shape flag is set, but the application's send call is non-blocking (step 13), QOSMGR returns EWOULDBLOCK to the socket layer (step 6). However, if the application's send call is blocking, QOSMGR shapes the non-compliant packet (and hence traffic on the associated connection) by blocking the calling thread until its compliance time (step 14).

After transmitting a packet, the NDD notifies QOSMGR of a free buffer. The QOSMGR
returns the freed buffer to the corresponding session-specific buffer pool and wakes up one of the session threads blocked waiting for buffers. Only one thread is woken up since only one buffer has been made available for consumption; this keeps the data path efficient by avoiding unnecessary thread wakeups and subsequent context switches. The thread thus woken up returns to the socket layer after obtaining the newly-freed buffer, and continues execution, i.e., processing the packet, through the protocol layers.

Note that in our architecture, applications output packets to the socket layer. Thus, our architecture is naturally suited to techniques such as application-level framing [41] and can be used with protocols such as RTP [155]. For example, it supports user-level fragmentation and protocol processing performed in the application's address space. Accordingly, it is wellsuited to multi-threaded multimedia applications that have distinct data generator and data exporter threads. While the data generator threads produce multimedia objects (e.g., video frames) for network output, the data exporter threads may fragment these large objects into packets and transport them via UDP on QoS connections established by the QOSMGR.

### 7.4 Efficacy of the QoS Architecture

In this section we demonstrate the efficacy of our QoS architecture in providing applications with the requested QoS. We have implemented the QoS architecture described in the previous section on $\mathrm{RS} / 6000$ based servers running ALX release 4.2 and equipped with ATM and IEEE 802.5 token ring adapters. For the rest of the paper we focus on the ATM network implementation, although much of the discussion is also applicable to the token ring implementation. Since our ATM adapters provide QoS support in the form of VC setup/teardown, traffic policing and scheduling, traffic shaping is performed by the QoS Manager, if needed, in addition to traffic policing to guide buffer allocation. Most of this supported is needed for the token ring adapters as well.

### 7.4.1 User-Level Performance Measurements

As a first step, we measure user-level performance of the control and data paths in the prototype system. These experiments stress the functional aspects of the system by exercising the various data paths through the QOSMGR. For our experiments we have extended the netperf [137] program to interact with the QOSMGR and create QoS sessions. We have


Figure 7.5: Experimental testbed for prototype implementation.
instrumented netperf to permit the creation of sessions with different options for local traffic control collect user-level statistics for packet transmission time. The traffic control options provided allow setting up reservations with or without policing and/or shaping. This allows us to incrementally assess the efficacy of each traffic control function performed by QOSMGR.

All our experiments are performed between two machines - (1) tapti - RS/6000 model 42 T with 120 MHz PowerPC 604 CPU , and (2) tista - an RS/ 6000 model 530 with a 33.4 MHz POWER CPU. Both machines run AIX version 4.2 and are equipped with $100 \mathrm{Mb} / \mathrm{s}$ Turboways 100 ATM adapters connected by an IBM 8260 ATM switch, as shown in Figure 7.5. The purpose of using the RS/6000 model 530 is to observe the impact of the new communication architecture on the vast existing base of older and slower servers. Although the POWER machine runs at a much lower clock speed, its overall performance is not proportionately worse than that of the PowerPC machine. The POWER and PowerPC CPUs are architecturally different and the differences in their clock speed are not directly reflective of their relative processing power.

## Control Path Latency

Table 7.1 shows the application level latencies in creating (ADDRESV) and removing (DELRESV) a reservation between tapti and tista. The latency involved in creating a reservation includes the time taken to create local reservation states as well as perform signaling

| Machine | ADDRESV | DELRESV |
| :--- | :--- | :--- |
| tapti | 16.50 ms | 0.27 ms |
| tista | 27.00 ms | 3.40 ms |

## Table 7.1: Control path latencies.

across the ATM network to setup a VC for the RSVP flow. The removal of a reservation includes cleaning up the local reservation state and tearing down the VC associated with the RSVP flow. However, the latency seen by an application in DELRESV does not include the time taken to tear down the VC across the ATM network. This explains the large difference between the latencies in ADDRESV and DELRESV. Note that the most significant part of ADDRESV latency is contributed by ATM signaling overhead.

## Data Path Performance

As mentioned earlier, we use netperf to measure application-level UDP performance between tapti and tista across the ATM switch, for different packet sizes and traffic control options. Table 7.2 shows the results from four experiments with tapti as the traffic source and tista as the traffic sink.

Experiment I: Table 7.2 shows the number of packets transmitted and received without any reservations, i.e., on a best effort connection (the baseline performance). These packets traverse the best-effort path through the system and are carried on the best-effort ATM VC between the two systems. The default settings for the best-effort VC are set to UBR with a peak transmission rate of $50 \mathrm{Mb} / \mathrm{s}$.

These results reveal very low goodput, as measured by the number of packets that are successfully received by the receiver. This is because the receiver is unable to cope with the unrestrained transmissions by the sender and is overrun. One expects the goodput to increase once the sender's transmission rate is enforced (policed).
Experiment II: In this experiment, a controlled load reservation is created with a average traffic rate corresponding to $1000 \mathrm{pkts} / \mathrm{s}$ (the rate varies with packet size when expressed in bytes/s). To illustrate the effects of traffic policing, the peak rate for the session is also set to correspond to $1000 \mathrm{pkts} / \mathrm{s}$, while the bucket depth is set to correspond to 10 pkts. The reservation results in the creation of a new QoS VC between tapti and tista with the appropriate traffic parameters expressed in terms of ATM cells.

| Expt. | Connection Type |  | Message Size (in bytes) |  |  |
| :---: | :--- | :--- | :--- | :--- | :--- |
|  |  |  | 1400 | 2000 | 4000 |
|  | Best Effort | Transmit | 35294 | 27481 | 25526 |
|  |  | Receive | $\mathbf{3 2}$ | 19 | 13713 |
| II | Reserved | Transmit | 45941 | 38985 | 29614 |
|  |  | Receive | $\mathbf{9 8 3 8}$ | 10027 | 9973 |
| III | Reserved with | Transmit | 28306 | 22803 | 19174 |
|  | Policing | Receive | 653 | 5494 | 6723 |
| IV | Reserved with | Transmit | 10315 | 10243 | 10158 |
|  | Policing and Shaping | Receive | $\mathbf{9 8 2 1}$ | 10025 | 9972 |

Table 7.2: Data path performance.

In this experiment, traffic policing is disabled in the QOSMGR and no packet-level policing is performed. Hence, the generated traffic is all directed to the QoS VC by the IFATM network layer. The results show that ATM level traffic policing is performed on this session and packets in excess of the requested traffic rate are dropped at the source. The receiver thus receives packets at a lower rate (as compared to that in Experiment I and is able to process the packets, resulting in higher goodput relative to that observed in Experiment I, as shown in Table 7.2. However, the goodput still does not match the packet transmission rate at the sender.

Experiment III: In this experiment, the same reservation as in Experiment II is created. but with traffic policing enabled in the QOSMGR. This corresponds to the recommended behavior for the controlled load service [183]. In this case, the QOSMGR performs packet level policing for the session and transmits all excess (i.e., non-compliant) traffic as best effort, i.e., it does not shape non-compliant traffic. The results show that the number of packets successfully transmitted (the goodput) is higher than that in Experiment I but lower than that in Experiment II. The sender still overruns the receiver since the excess best-effort traffic is being sent to the receiver over the default best-effort VC.
Experiment IV: In this experiment, both traffic policing and traffic shaping are enabled in the QOSMGR. This corresponds to the recommended behavior for the guaranteed service [159], and may also be applied to the controlled load service. In this case, the QOSMGR performs packet level policing and blocks the application thread whenever it tries to transmit data in excess of the associated reservation. As shown in Table 7.2, the number of packets transmitted (goodput) closely matches the reservation (sending rate). This rate is within
the capabilities of the receiver, which is now able to receive most of the packets that are transmitted (on the QoS VC).

### 7.5 QoS Component Overheads

The results of the previous section demonstrate the efficacy of the QoS architecture in providing QoS to applications. However, as mentioned earlier, due to the expected widescale deployment of such QoS support, it is essential to identify the overheads imposed by the QoS support provided relative to the best-effort data path. Clearly, excessive overhead would limit the scalability of the QoS architecture and discourage use of the new service model. In this section we identify the overheads associated with the QoS components and experimentally quantify them using our prototype implementation. The next section discusses techniques to reduce or mask some of these overheads.

Figure 7.6(a) illustrates the timeline of events as a packet passes through the QOSMGR. An outgoing packet "arrives" at the QOSMGR at time $t_{1}$. The packet's time-to-compliance ( $\Delta_{t c}$ ) is computed as part of the policing function and by time $t_{2}$ it is known whether the packet is compliant or not; the overhead incurred due to the policing function is $\Delta_{p}$. For a non-compliant packet (and hence one that needs to be shaped) a shaping timer is started at time $t_{2}$, incurring an overhead $\Delta_{s}$. Subsequently, the calling thread is blocked on a semaphore, incurring an overhead $\Delta_{6} ;$ at time $t_{4}$ the CPU can be reallocated to another thread.

At time $t_{5}$, after a delay of $\Delta_{t c}$ from time instant $t_{3}$, the shaping timer expires, and an overhead of $\Delta_{h}$ is incurred by the kernel in searching for the timer block and invoking the corresponding handler. The handler simply delivers a wake-up to the blocked thread and exits. Waking up a thread incurs an overhead of $\Delta_{w}$, and at time $t_{7}$ the thread is residing in the CPU run queue, i.e., has been made runnable. The operating system'S CPU scheduler allocates the CPU to this thread (i.e., schedules the thread for execution) at time $t_{\mathbf{8}}$ after a scheduling delay of $\Delta_{s d}$. The thread first stops the shaping timer, which incurs an overhead $\Delta_{c}$, and continues processing the now-compliant packet from time $t_{9}$ onwards.

(a) Timeline of events in QOSMGR data path

| Time | Event Description |
| :--- | :--- |
| $t_{1}$ | packet arrival |
| $t_{2}$ | time to compliance computed |
| $t_{3}$ | shaping timer set |
| $t_{4}$ | thread blocked |
| $t_{5}$ | shaping timer expires |
| $t_{6}$ | shaping timer handler invoked |
| $t_{7}$ | blocked thread woken up |
| $t_{8}$ | thread scheduled to run |
| $t_{9}$ | shaping timer cancelled |
| $>t_{9}$ | thread continues processing packet |


| Symbol | Overhead Component |
| :---: | :--- |
| $\Delta_{p}$ | policing overhead |
| $\Delta_{s}$ | overhead to start shaping timer |
| $\Delta_{b}$ | overhead to block thread |
| $\Delta_{t c}$ | time-to-compliance of this packet |
| $\Delta_{h}$ | overhead to handle shaping timer |
| $\Delta_{w}$ | overhead to wake up blocked thread |
| $\Delta_{s d}$ | delay in scheduling thread |
| $\Delta_{c}$ | overhead to stop shaping timer |

(c) Overheads associated with shaping
(b) Time instants and corresponding events

Figure 7.6: Timeline of events and associated overheads during shaping.

### 7.5.1 Kernel Instrumentation and Measurement Methodology

We have instrumented the network subsystem of the modified arx kernel for detailed profiling of the data path of reserved sessions using the native tracing facility. Measurements reported here are from both tapti and tista. The trace facility captures a sequential flow of time stamped system events, providing a fine level of detailed system activity. A trace event can take several forms, and consists of a hookword, optional data words, and an optional time stamp. The hookword is used to identify the specific event being traced. To minimize tracing overhead, our event records use only the hookword and timestamp. Timestamps are taken by reading a real-time clock. The real-time clock is an integral part of POWER and PowerPC CPUs used in RS/6000s, and can be read directly from the kernel as well as from the applications. We use a two-instruction assembly language routine to read two 32 -bit clock registers with minimal overhead. The timestamps are of microsecond granularity.

Referring to Figure 7.6, we measure $\Delta_{p}, \Delta_{s}, \Delta_{w}$, and $\Delta_{c}$ by taking timestamps before and after the corresponding kernel calls, computing the difference, and averaging over a large number of invocations. For this purpose, we utilized the functionality of the QOSMGR (which is realized as a protocol module, as mentioned earlier) to send it appropriate user-level commands and triggering our profiling code in the kernel. Computation of $\Delta_{h}$ is slightly more involved. Suppose a timer is set for $\delta$ time units, where a time unit corresponds to the duration of the system timer tick. If $t_{b}$ is the timestamp taken before starting the timer, and $t_{a}$ is the timestamp taken immediately upon entry into the timer handler, then $t_{a}-t_{b}=\delta+\Delta_{h}$ holds, and $\Delta_{h}$ can now be computed.

Note, however, that for this computation to be correct, the system must correctly count $\delta$ timer ticks from the time the timer is set. Since the time instant when the timer is started can fall anywhere within one timer tick, the timer ticks counted would not be accurate unless the timer was synchronized with the beginning of a timer tick. To achieve this synchronization we set two timers instead of one. The first timer is used to synchronize the setting of the second timer with the beginning of a timer tick; the second timer is started for $\delta$ timer ticks from within the handler for the first timer. This works because the expiry of a timer is always synchronized with the end of a timer tick, and hence the beginning of the next timer tick.

A final concern is the computation of $\Delta_{b}$, the overhead to block a thread in the kernel. As such, since the call to block a thread returns only when the thread is awakened in the future. it is not possible to determine the overhead incurred to block the thread via timestamps or the timer mechanisms discussed above; the overhead would completely overlap with an outstanding timer. Therefore, we approximate $\Delta_{b}$ in terms of $\Delta_{w}$ as follows. $\Delta_{w}$ equals the time to remove a thread from the wait queue and enter it into the CPU run queues. $\Delta_{b}$ equals the time to save the thread's context, enter it into the appropriate wait queue, remove a thread from the CPU run queues and restore its context. Assuming that enqueueing a thread costs the same as dequeueing a thread, and if $\Delta_{c s}$ is the overhead to switch contexts between two threads, we have $\Delta_{b} \approx \Delta_{w}+\Delta_{c s}$.

### 7.5.2 Component Overheads

Table 7.3 lists the measured values of these component overheads on tapti and tista. The policing overhead ( $\Delta_{p}$ ) includes the cost of retrieving the appropriate session state variables, computing the timestamps, and checking whether a packet is compliant by comparing its expected arrival time with the current system time. The current implementation uses two 4-byte words to represent each timestamp, one for the seconds field and the other for the nanoseconds field. The policing computation can be further optimized by using only the nanoseconds field for comparing and manipulating timestamps, and handling the (rare) roll over as a special case.

The overheads of shaping non-compliant packets can be broken up into timer operations ( $\Delta_{s}$ : set timer, $\Delta_{h}$ : handle timer, $\Delta_{c}$ : cancel timer) and thread operations ( $\Delta_{b}$ : block thread, $\Delta_{w}$ : wakeup thread). For a modern machine such as tapti, timer operations are reasonably small relative to the base best-effort (UDP) path latency. The timer overheads correspond to the case with only one shaping timer outstanding, with perhaps a few system (kernel) timers active concurrently. For good scalability with the number of active connections, the OS timer support must scale well with the number of active timers. It is observed that the overhead of blocking threads is significant, notwithstanding faster processors, with context switching being the dominant component.

Allocation of buffers (for non-compliant packets) from the shared mbuf pool (overhead $\Delta_{a}^{b}$ ) is significantly more expensive than allocation of buffers (for compliant packets) from the pre-allocated session-specific reserved pool (overhead $\Delta_{a}^{r}$ ). Thus, the savings in buffer

| Component Overheads |  |  |  | tapti |
| :--- | :---: | :--- | :--- | :--- |
| tista |  |  |  |  |
| Policing | $\Delta_{p}$ | compute compliance time | 16.0 | 23.0 |
| Buffer | $\Delta_{a}^{r}$ | allocate reserved buffer | 6.0 | 18.5 |
| management | $\Delta_{f}^{r}$ | free reserved buffer | 15.0 | 33.0 |
|  | $\Delta_{a}^{b}$ | allocate best-effort buffer | 18.0 | 35.0 |
| Timer | $\Delta_{s}$ | set timer | 7.4 | 14.0 |
| operations | $\Delta_{h}$ | handle timer | 7.1 | 30.1 |
|  | $\Delta_{c}$ | cancel timer | 6.5 | 9.6 |
| Thread | $\Delta_{b}$ | block thread | 37.4 | 78.8 |
| operations | $\Delta_{w}$ | wakeup thread | 14.4 | 23.8 |
| ARP search | $\Delta_{\text {arp }}$ | search for ARP entry | 10.0 | 17.0 |

Table 7.3: Overheads of different QoS components (in $\mu s$ ).
allocation serves to offset some of the overheads of traffic policing and shaping. Likewise, the cost of freeing a best-effort buffer is significantly higher than the cost of freeing (i.e., returning to the session-specific buffer pool) a pre-allocated buffer. In effect, our architecture keeps the data path efficient while increasing the control path latency slightly.

### 7.5.3 Effective Overhead

Both policing and shaping increase the data path latencies for reserved connections over that of the best-effort data path. One would therefore expect to see higher data path latencies for reserved paths over that of the best-effort data path. However, the best-effort path differs from the reserved data path in that

- it uses the standard mbuf allocator for the packet, as opposed to using a pre-allocated private pool of buffers, and
- it incurs a search for the arp (Address Resolution Protocol) entry in the arp cache ( $\Delta_{a r p}$ ); in the reserved path, the session handle maps directly to the appropriate virtual connection identifier, thereby eliminating this search.

As revealed by the measurements listed in Table 7.3, these differences taken together constitute a significant reduction in the data path latency for the reserved path, and partially offset the overheads due to policing and shaping.

For high-function NICs that perform traffic shaping, the only overheads incurred are those of traffic policing and buffer management, which are necessary to support the different

| Connection Type | Message Size (in bytes) |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 64 | 128 | 256 | 512 | 1024 | 2048 | 4096 |
| Best Effort | 133 | 137 | 163 | 189 | 215 | 223 | 288 |
| Reserved | 159 | 162 | 172 | 186 | 217 | 231 | 298 |

## Table 7.4: Data path latencies on tapti (in $\mu \mathrm{s}$ ).

service classes such as controlled load. If $\mathcal{C}_{\text {base }}$ represents the base latency of the best-effort path, the latency seen by a compliant packet is $\approx \mathcal{C}_{b a s e}+\Delta_{p}-\left(\Delta_{a}^{b}-\Delta_{a}^{r}\right)-\Delta_{a r p}$, and that seen by a non-compliant packet is $\mathcal{C}_{\text {base }}+\Delta_{p}$. For tapti $\Delta_{\text {arp }} \approx 10 \mu s$ (Table 7.3) for an entry that is resident in the cache. Thus, the effective increase in data path latency for a compliant packet is $\approx-6 \mu s$, i.e., the data path is slightly faster. Similarly, the reduction in data path latency on tista is $\approx 10 \mu \mathrm{~s}$.

Table 7.4 shows application-level latency measurements for UDP traffic on best-effort and reserved data paths for a range of message sizes. These results indicate that for 512byte packets, compliant packets do experience a slight ( $\approx 1.6 \%$ ) decrease in latency. The same experiments also reveal that for other packet sizes, compliant packets see an increase in latency. While additional experiments are needed to investigate this further, we suspect this is primarily due to cache and os related effects. A non-compliant packet experiences a latency increase of $\approx 12.5 \%$ since it incurs the policing overhead and uses best-effort buffers.

Session-level traffic shaping incurs significant additional overheads in the form of timer and thread operations. Further, session-level shaping may also incur a variable (CPU load dependent) delay in scheduling a blocked thread on the CPU ( $\Delta_{s d}$ ). The next section discusses the performance implications of using session-level shaping, and also outlines techniques to reduce or mask some of the shaping overheads and delays.

### 7.6 Performance Implications

In this section we discuss various performance implications of session-level traffic shaping and alternatives such as datalink-level shaping. We note that, in order to realize applicationlevel QoS, the mechanisms provided in the architecture need to be integrated with QoSsensitive CPU scheduling policies within the operating system. However, the architectural mechanisms presented and evaluated in preceding sections are needed regardless of the particular CPU scheduling policy employed.

### 7.6.1 Accommodating variations in the shaping latency

With session-level shaping, in the absence of other background activity a blocked thread would be allocated the CPU immediately after it is made runnable, i.e., $\Delta_{s d} \approx 0$ ignoring context switching overheads. However, the presence of other CPU-intensive background activity can introduce additional, variable delays. Before the thread can get to run to consume the buffers now available, there is

- the latency of making the thread runnable and dispatching the CPU scheduler to select a thread (the scheduler dispatch latency), and
- the latency due to competition with other runnable threads/processes for access to the CPU.

The additional delays imply that the thread in question gets blocked longer than that required as per the time to compliance (the desired shaping latency). That is, $\Delta_{s d}$ is non-zero and a function of the background load.

Before considering alternatives to "absorb" variations in the shaping latency, we note that shaping occurs only when an application generates non-compliant traffic relative to the stated traffic specification. Accordingly, the frequency of occurrence of shaping by QOSMGR is largely a function of the likelihood of the application exceeding its traffic specification. This in turn is related to the ability of the application to accurately "predict" its run-time communication behavior. While this is possible for relatively simple multimedia applications, such as video playback (via lookahead or on-line smoothing), it may be extremely difficult for more complicated mixed-media applications. Assuming that an application correctly estimates its run-time communication behavior, the performance degradation due to traffic shaping would not be substantial.

In other situations, the exacerbation in shaping latency may result in a QoS connection losing credits for access to the network, if it is unable to send compliant data even when buffers are available. Further, since the shaping latency is partly determined by the background load on the CPU, unpredictable variations in shaping latency must also be accounted for. For provision of QoS, the scheduler dispatch latency $\Delta_{\text {dis }}$ must be bounded in the worst case. If so, one can account for the extra delay of $\Delta_{\text {dis }}^{\max }$ by only shaping for $\Delta_{t c}-\Delta_{d i s}^{m a x}$ time units, assuming a worst-case scenario for scheduler dispatch; the average value of $\Delta_{\text {dis }}$ may be significantly smaller than $\Delta_{\text {dis }}^{m a x}$. The second latency component, the
delay waiting for CPU access, can be accounted for via measurement and adaptation. If the desired shaping delay is $\Delta_{t c}$, and the thread actually gets delayed by $\Delta_{a c t}\left(\geq \Delta_{t c}\right)$, then it lost credits for ( $\Delta_{a c t}-\Delta_{t c}$ ) time units. A lost credit implies that the thread could have utilized the available buffers for outgoing packets and utilized its share of link bandwidth. if it had been able to run as per the desired shaping delay.

Since guarantees are provided on the long-term rate as well, one can envision a scheme where the shaping delay applied adapts according to fluctuations in the background load. Thus, if the thread got delayed by an extra delay $\Delta_{\text {ext }}(t)=\Delta_{a c t}(t)-\Delta_{t c}(t)$ at shaping instant $t$, it is only blocked for $\max \left(\Delta_{t c}\left(t^{\prime}\right)-\Delta_{\text {ext }}(t), 0\right)$ time units at the next shaping instant $t^{\prime}$. Our policing computation keeps track of these lost credits and accounts for any extra shaping delay by subsequently treating more packets as compliant. However. adapting to shaping latency in this fashion has implications for the buffer management performed by QOSMGR; a QOS connection may need to over-provision buffers to allow longer bursts of packets through compared to the connection's traffic specification. Coupled with an appropriate buffer management policy, the variations in the scheduling delay can also be accommodated.

As mentioned in Section 3.3, for legacy NICs with appropriate queueing and scheduling supported by the NDD, datalink-level shaping serves as an alternative to session-level shaping [13]. With datalink-level scheduling, the packet scheduler operates in a non workconserving fashion, injecting compliant packets into the network either in the context of an executing application thread, or on receipt of a transmission-complete interrupt notification for the previous packet transmission. Since the packet scheduler is mostly invoked in interrupt context, the coupling between CPU scheduling and transmission of compliant packets is greatly reduced. Since threads are blocked only due to buffer shortages, the overheads incurred with datalink-level shaping are lower than those incurred in session-level shaping. While saving some thread-related overheads (block and wakeup, context switch), datalink-level shaping still incurs the overheads of timer operations.

Note that due to the need to support different service classes, traffic policing and buffer management must always be performed by QOSMGR, thereby necessitating the need for thread blocking and wakeup mechanisms regardless of the shaping mechanism employed. One significant drawback of datalink-level shaping is that it does not provide efficient mechanisms to give immediate notification to applications violating their traffic specification. Such
mechanisms allow adaptive applications to react to such notifications by invoking appropriate traffic adaptation functions. Further, these mechanisms are also useful in controlling the allocation of CPU cycles to individual connections, as discussed in Section 7.6.2. Sessionlevel shaping provides such efficient and immediate feedback to applications on a per-packet basis, allowing misbehaving applications to be notified or blocked at the earliest.

The scheduling delay associated with session-level shaping can be largely eliminated (or at least made predictable) by employing QoS-sensitive CPU scheduling policies, as discussed next.

### 7.6.2 QoS-Sensitive CPU Scheduling

Recently several QoS-sensitive scheduling policies such as stride scheduling [179], proportional share [165], and hierarchical scheduling [71] have been proposed. These policies ensure that the CPU is allocated to individual threads in the order of their associated QoS requirements and at the granularity of a certain quantum, i.e., each thread executes at the most for a quantum each time it is selected to run. Similarly, real-time operating systems typically provide support for periodic fixed-priority and dynamic priority CPU scheduling, such as rate monotonic (RM) and earliest deadline first (EDF), respectively [111].

While such QoS-sensitive CPU scheduling policies suffice for computation activities, the granularity of the CPU scheduling quantum may be too coarse for accurate scheduling and traffic shaping of application data exporter threads. The execution priority of a data exporter thread must be derived from the application's requested QoS and communication behavior on the corresponding connection. Consider a scenario where a higher-priority thread from one application waits for a lower-priority thread from another application to relinquish the CPU at the end of a quantum. However, the above situation implies that in the worst-case, the higher-priority thread must wait for an entire quantum before continuing to process and transmit compliant packets. The corresponding connection therefore loses credits and may even experience QoS violations. Further, since fragmentation is performed by the data exporter in the application's address space, the lower-priority thread may continue to send non-compliant network data, consuming shared best-effort buffers unfairly and even starving best-effort traffic.

This suggests that the data exporter threads, i.e., those performing fragmentation and other processing of network data, be scheduled for execution using fine-grain preemption.

Such fine-grain multiplexing of communication threads has been adopted and analyzed in $[68,69]$ for RM scheduling, and in $[116,117]$ for EDF scheduling, respectively. The architecture described in [116], which was presented in Chapter 3 decouples protocol processing priority from application priority, deriving the former from the traffic and QoS specification on each connection. Accurate traffic shaping is realized via EDF scheduling of protocol processing threads.

The data generator (i.e., computation) threads may still be scheduled via the quantumbased CPU scheduling policies mentioned above. Some strategies for integrated scheduling of data generator and data exporter threads are ontlined in Chapter 8. The above scenario highlights another advantage with session-level shaping: a mechanism to introduce a scheduling point by blocking application threads until the traffic is compliant. This is not possible with datalink-level shaping, in which packet generation and hence buffer consumption becomes work-conserving under the constraint of availability of buffers.

### 7.7 Summary and Future Work

In this paper we have studied the performance impact of supporting QoS communication in TCP/IP protocol stacks. This study was conducted on a prototype implementation of a new QoS architecture for an RSVP-based integrated services Internet. We believe this is the first study that quantifies the performance impact of QoS support in TCP/IP protocol stacks. It also complements other recent efforts to understand and improve protocol processing and data transfer performance for best-effort traffic in high-speed networks. The significance of our study stems from the expected large-scale deployment of the new service model being defined by the IETF for an integrated services Internet.

Our main conclusions can be summarized as follows. Of the different QoS overheads considered, traffic shaping presents the most challenges due to its interaction with the OS CPU scheduler. Traffic policing and shaping overheads are partially offset by savings due to pre-allocation of per-session buffers. Further savings can be obtained for ATM networks due to a faster path through the network interface layer. While policing overheads can be further optimized in a straightforward manner, reducing traffic shaping overheads would require improvements in OS timer and thread operations. Potential load-dependent variations in the actual shaping latency can be accommodated via appropriate adaptation and
buffer management, or largely eliminated via integration with QoS-sensitive CPU scheduling policies.

Our work complements recent work on QoS-sensitive CPU scheduling of applications [71, $165,179]$ and protocol processing $[68,69,116,117]$ at end hosts. While these efforts focus on CPU scheduling, our primary focus is on the QoS support architecture exported to sockets based applications. With appropriate CPU scheduling support, our QoS architecture enables new and legacy applications to utilize end-to-end QoS on communication.

For future work, this study can be extended to explore the performance impact in the presence of multiple simultaneous $\mathbf{Q o S}$ connections. This might shed additional light on the scalability of OS timer and thread operations, including synchronization and mutual exclusion overheads. We are also interested in examining the issues involved in QoS overheads imposed on the data reception path in TCP/IP protocol stacks.
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## CHAPTER 8

## INTEGRATION WITH HOST OPERATING SYSTEM

In this chapter we identify the issues involved in, and outline strategies for, integrating a QoS-sensitive communication subsystem within a QoS-sensitive operating system for application-level QoS guarantees.

We believe that application-level QoS guarantees can be realized by appropriately integrating the architecture and admission control extensions proposed in this dissertation with QoS-sensitive application scheduling policies. Furthermore, the architectural mechanisms, admission control extensions, and guaranteed-QoS service developed in Chapters 3. 4, and 5 respectively, remain applicable regardless of the protocol processing architecture and location, i.e., in the kernel or at user level. Many aspects of the proposed architecture, such as cooperative preemption and exploitation of overlap between CPU processing and link transmission/reception can and must be preserved when integrating with QoS-sensitive application scheduling policies. Our approach to QoS-sensitive communication subsystem design greatly facilitates such an integration.

We first compare and contrast the different protocol processing architectures proposed in the literature, primarily from the perspective of provision of QoS guarantees on communication. Subsequently we discuss some approaches towards realization of application-level QoS guarantees.

### 8.1 Protocol Processing Architectures

In this section we discuss how our proposed architecture compares to other protocol processing architectures, and argue that extending these architectures to support QoS guarantees

| Type | Architecture | Protocol processing |
| :--- | :--- | :--- |
| I | Traditional in-kernel (monolithic) | system call or interrupt driven |
| II | User-level trusted server (microkernel) | IPC driven |
| III | User-level application libraries | system call and upcall driven |
| IV | Lazy receiver processing | system call or interrupt driven; <br> process when application receives |

## Table 8.1: Protocol processing architectures.

would necessitate features similar in nature to the ones proposed in our architecture. Furthermore, regardless of the protocol processing architecture employed, realization of QoS guarantees in practice necessitates admission control extensions along the lines of the ones considered in this dissertation.

## Architectural Overview

Table 8.1 lists the protocol processing architectures proposed in the literature.
Type I: corresponds to traditional in-kernel commanication subsystem present in BSD Unix [108] and its derivatives. Protocol processing in this architecture is performed at system call time or subsequently in response to a network device or timer interrupt. The architectural enhancement described in Chapter 7 were applied to a Type I architecture. As mentioned, these enhancements are geared towards fragmentation for large data transfers being performed in the application's address space by one or more data exporter (or communication) threads.

Type II: corresponds to a contemporary microkernel configuration in which a trusted userlevel server implements the communication subsystem, as exemplified by the guaranteedQoS communication service described in Chapter 5. Protocol processing is thus triggered via IPC between the application and the trusted server on the one hand, and between the server and the kernel on the other.

Type III: also corresponds to a user-level protocol processing configuration, on a microkernel operating system $[112,168$ ] or otherwise [55], with the difference that data transmission and reception is performed by threads executing in communication subsystem libraries linked with the application; control operations such as setting up connections are performed by the user-level trusted server or the kernel. Protocol processing for transmission is performed at system call time, while protocol processing for reception is triggered via an upcall
into the application's address space.
Type IV: Lazy receiver processing (LRP) [53] is similar to the traditional in-kernel configuration, except that the processing of receiving packets is performed mostly in the context of, and at the priority of, the receiving application when it actually receives the data. Under some scenarios for TCP, a dedicated kernel process performs asynchronous protocol processing for incoming TCP packets. Arriving packets are directly demultiplexed onto the corresponding socket queue and excess traffic is discarded early.

## Provision of QoS Guarantees on Communication

For provision of QoS guarantees on communication, each of the above architectures requires appropriate support to multiplex communication resources between connections. The nature of such support depends on the location of the communication subsystem, i.e., in the kernel, in a user-level server, or in application libraries. The location of the communication subsystem is important because it partly determines the manner in which host communication resources are shared between connections belonging to different applications as well as connections associated with the same application.

If the communication subsystem resides in a single address space, such as in the kernel (Type I) or in a trusted server (Type II), centralized control can be exercised over allocation of communication resources to connections, irrespective of the associated application. Our architecture is naturally geared towards such a structure, which also facilitates a clean separation between the computation subsystem and the communication subsystem. In our architecture and analysis we have not made any specific assumptions about the location of the protocol stack, which could reside in the kernel or in user space.

On the other hand, if the communication subsystem is split between address spaces, e.g., between the application and the kernel (Type III), centralized management of communication resources becomes difficult, if not impossible. Note that such a split architecture can also be realized between the application and the kernel (Type I) if the communication subsystem in the kernel does not provide fragmentation services, or application libraries are utilized to extend the functionality of the communication protocol stack.

Two observations can be made regarding provision of QoS guarantees in this case. One, the kernel must still provide architectural support to manage shared communication resources, such as CPU cycles, communication buffers, and link bandwidth, across different
applications. Two, since a substantial amount of protocol processing is performed via threads in application-level libraries, appropriate architectural mechanisms are required to multiplex these threads on the CPU as per the QoS requirements and traffic specification on the associated connections. Our architecture can be directly utilized for such fine-grain multiplexing of CPU cycles allocated to the application; cooperative preemption can be used safely since all threads execute in the same address space and protection domain. This is especially true for an application that is a source or $\sin k$ for multiple QoS connections.

Similarly, the proposed admission control extensions are also applicable to such architectures. This is because since protocol processing is performed, and data transmission initiated, during the application's currently allocated quantum, the overlap between protocol processing and link transmission still exists and can be exploited. Further, on data reception, the communication threads in the application library are immediately scheduled for execution [107]; thus, the overlap between data reception and protocol processing can be exploited as well with appropriate scheduling of these communication threads. With user-level protocol processing via application-level libraries, however, allocation of communication resources is coupled closely with allocation of computation resources, and as such the admission control must be more comprehensive.

Similar observations apply to a Type IV architecture (i.e., LRP) for data transmission and data reception, with data reception presenting additional challenges. Delaying the processing of received data till the application actually does a receive has significant implications for provision of QoS guarantees on communication. Not only does this tie protocol processing priority to the priority of the application, it is also unable to exploit the overlap between link reception and CPU processing. In contrast, our architecture utilizes early demultiplexing to immediately schedule protocol processing, deriving protocol processing priority from the QOS and traffic specification of the application while exploiting CPU and link processing overlap. Even with LRP, the architectural mechanisms provided by our architecture would be required to determine the order in which the application processes data received on multiple sockets.

Note that a Type III protocol processing architecture can be used in conjunction with processor capacity reserves [123] to realize predictable protocol processing [107]. Unlike our approach, the approach outlined in [107] does not derive the protocol processing priority from a connection's QoS and traffic specifications, nor does it exploit the overlap between
protocol processing and link transmission/reception. Moreover, only a single communication library thread is associated with an application; data arriving on multiple connections associated with the application are all processed by this thread. Besides processing incoming packets strictly in FIFO order, this makes it harder to perform service differentiation, i.e., handle packets from different connections according to the respective QoS guarantees.

### 8.2 Realizing Application-Level QoS Guarantees

In the previous section we argued that for provision of QoS guarantees on communication, our architecture and admission control extensions are applicable to a variety of protocol processing architectures. In this section we discuss integration of the architecture and extensions with QoS-sensitive application scheduling policies for realization of applicationlevel QoS guarantees.

We believe that an integration of a QoS-sensitive communication subsystem within a QoS-sensitive operating system should satisfy the following requirements:

- The protocol processing priority of a connection should be decoupled from execution priority of the associated application; instead, it should be derived from the QoS requirements, traffic specification, and observed communication behavior of the connection.
- Mechanisms such as cooperative preemption should be employed to multiplex CPU cycles for protocol processing between connections.
- It should be possible to exploit the overlap between CPU protocol processing and link transmission/reception, as this maximizes the number of connections that can be admitted for service.

We outline next one possible approach towards such an integration and discuss the issues that arise in that context.

Figure 8.1 illustrates one possible integration scenario. As depicted, we distinguish between the computation subsystem and the communication subsystem. The communication subsystem comprises all threads that participate in transmitting data and processing received data from the network. The computation subsystem, on the other hand, comprises all application processes and threads that perform activities other than communication


Figure 8.1: Integrated QoS-sensitive computation and communication subsystems.
processing. The two subsystems exchange network data through appropriate buffers and queues in memory. The available CPU resources are shared between the two subsystems via appropriate CPU partitioning and multiplexing, as discussed later.

We assume that each communication thread is associated with a single connection. As we have demonstrated, associating a communication thread with each application connection provides a natural mechanism to allocate CPU resources to that connection. Per-connection threads also permit traffic enforcement and allow traffic flow on the connection to be controlled via appropriate CPU scheduling policies. While the communication threads are associated with the communication subsystem, they need not be associated with a single address space and protection domain. As per the discussion in Section 8.1, these communication threads could reside in the kernel, in a trusted user-level server, or in application libraries.

Note that the key requirement is that the communication threads be associated with the communication subsystem. The exact location of communication threads may affect data transfer performance, but does not matter as long as the threads are scheduled by
the communication subsystem. If all communication threads reside in a user-level server. then these threads are by default associated with the server protection domain. Similarly, if all communication threads reside in the kernel, then these kernel threads are by default associated with the kernel protection domain. Thus, we are effectively suggesting that regardless of their default protection domain, communication threads be associated with the communication resource management domain.

With the above framework, all communication threads are multiplexed on the CPU under control of the communication subsystem. The communication subsystem in turn must share CPU resources with the computation subsystem. For QoS guarantees, the communication subsystem must be allocated CPU capacity so as to limit (or bound) the interference from the computation subsystem; this capacity in turn determines the realization of application-level QoS guarantees on communication. There are two approaches to capacity allocation between the two subsystems.

In one approach, a portion of the host processing capacity can be reserved for the entire communication subsystem via capacity reserves [123]. Note that the reserves model proposed in [123] associates reserves with individual threads and allows multiple threads to subscribe to the same reserve. However, as such this model may need to be extended to support a capacity reserve for the entire communication subsystem; for a server-based incarnation of the communication subsystem, this would correspond to a reserve for the server's execution.

A similar approach that partitions the CPU to support co-resident general-purpose and real-time operating systems has been proposed and analyzed in [19]. In this approach, a certain capacity is set aside for execution of the real-time operating system and the remaining capacity is allocated to the general-purpose operating system. Schedulability tests for real-time tasks are suitably modified to consider only the available real-time capacity. This scheme can be extended to partition the CPU between the computation and communication subsystems by applying suitable modifications to the admission control procedure (D_order). Instead of just considering the wait times due to higher and lower priority channels, D_order must now consider the "wait time" due to the computation subsystem.

Another approach is to realize the entire communication subsystem as a class with an appropriate share in the recently proposed QoS-sensitive scheduling policies [71, 139, 165, 179]. These policies ensure that threads execute on the CPU in the order of their associated

QoS requirements and at the granularity of a certain quantum. Each thread executes for at most a quantum each time it is selected to run. An appropriate choice of a class and/or share would guarantee the necessary CPU capacity to the communication subsystem.

The capacity thus allocated to the communication subsystem can be further allocated to individual connection threads as per the mechanisms described in this dissertation. Our analysis and admission control extensions are directly applicable as long as D-order (or any other admission control procedure employed) accounts for the portion of CPU capacity allocated to the computation subsystem. Note that the CPU and link processing overlap captured in the message service time computations of Chapter 4 continues to apply even when the communication subsystem is allocated a fraction of the CPU capacity. This implies that in addition to cooperative preemption to other communication threads, a communication thread is also preempted by "service outages" during which one or more application threads occupy the CPU. However, these outages are guaranteed to be bounded by the CPU partitioning and multiplexing mechanism (Figure 8.1), and are accounted for by D_order when admitting QoS connections.

### 8.3 Summary

The above scenario only outlines one possible way to integrate a QoS-sensitive communication subsystem within a QoS-sensitive operating system. Numerous architectural and implementation challenges must be overcome when realizing this integration in practice. While we have highlighted sharing of CPU capacity between the two subsystems, other resources such as memory buffers and queues must also be sized and managed appropriately to facilitate such an integration while ensuring high performance.

Further exploration of the challenges involved in integrated resource management for application-level QoS guarantees is beyond the scope of this dissertation. As we have argued, our approach to QoS-sensitive communication subsystem design greatly facilitates this integration. The issues highlighted and practical design tradeoffs considered in this dissertation represented an important step towards practical realization of application-level QoS guarantees on communication.

## CHAPTER 9

## CONCLUSIONS AND FUTURE WORK

This dissertation focuses on provision of QoS guarantees at the interface between the applications and the network, namely, the host communication subsystem. In particular, we have examined various issues involved in structuring host communication software to provide perconnection QoS guarantees. Our research approach centers around the implementation of a given service discipline, in our case real-time channels, on real computer systems. Accordingly, this dissertation makes several key contributions towards the practical realization of QoS-sensitive communication subsystems. All the architectural components, mechanisms. and extensions proposed in this dissertation for QoS-sensitive communication subsystem design have been prototyped and evaluated experimentally. We believe that the contributions made by this dissertation advance the state of the art in the provision of host resources for application-level QoS guarantees.

In the next section we summarize the primary contributions made by this dissertation. We conclude with a discussion of the various avenues possible for future research, and highlight some of the key problems that must be addressed for each.

### 9.1 Primary Contributions

In this dissertation we have made the following primary contributions:

- We have designed, implemented, and evaluated a QoS-sensitive communication subsystem architecture that manages communication resources on the basis of three design principles: maintenance of per-connection QoS guarantees, overload protection via per-connection traffic enforcement, and fairness to best-effort traffic. This architecture strives to maximize
useful resource capacity by reducing preemption and other implementation overheads, while isolating each QoS connection to the maximal extent possible. It also supports a number of policies for overload protection, the best policy being largely application-dependent. While designed primarily for provision of deterministic QoS guarantees, it can be readily extended to support more relaxed forms of QoS guarantees and adaptive applications.
- In the context of the above architecture, we have proposed and implemented admission control extensions to bridge the gap between the theory and practice of communication resource management. This gap arises because theoretical resource management policies are typically formulated using idealized resource models; the assumptions thus made may get violated in practice due to the non-ideal performance characteristics of real hardware and software components, or the cost-performance tradeoffs often encountered during implementation. We extend such policies by identifying and accounting for a number of factors that impact communication subsystem performance significantly at sending and receiving hosts. Without these extensions, it would be impossible to use theoritical resource management policies in practice. While developed specifically for real-time channels, these extensions are general in nature and can be similarly developed for other service disciplines.
- Much additional insight can be gained in the complexity of QoS-sensitive communication subsystem design by exploring and resolving the challenges posed by contemporary operating systems. Accordingly, we have realized a complete guaranteed-QoS communication service on a microkernel operating system. This service further enhances the architecture and extensions mentioned above to realize a new integrated service architecture comprising a QoS-aware API, signalling and resource reservation services, and generic support for QoSsensitive data transfer. We further enhanced the resource management policies to account for additional overheads imposed by the API and the implementation environment.
- One of the primary difficulties in QoS-sensitive communication subsystem design is accurate profiling and parameterization of the communication subsystem. We address this concern by proposing self-parameterizing protocol stacks to enhance the portability of QoSsensitive communication subsystems. Self-parameterizing protocol stacks perform on-line profiling to construct a database of system parameters that form the abstraction of the underlying communication subsystem and platform. We believe that extending traditional protocol stacks with efficient profiling mechanisms and system parameter databases is a
promising way to realize portable $\mathbf{Q o S}$-sensitive communication subsystems.
- Internet hosts represent an important class of end systems that will increasingly utilize the QoS support offered by an integrated services Internet. Of immediate relevance to these hosts is the enhancement of the existing sockets based communication subsystem to request and obtain QoS across the Internet. Any such support within the communication subsystem must not only maintain the performance of the default best-effort path, it must also not incur excessive overhead in order for integrated services to be widely utilized. Using the RSVP-based QoS architecture developed in collaboration with researchers at the IBM T. J. Watson Research Center, we explored and assessed the performance impact of QoS support in TCP/IP protocol stacks.


### 9.2 Future Research Avenues

Our work can be extended in several interesting directions which are briefly discussed below.

- Integration of QoS-sensitive subsystems: While Chapter 8 presented strategies for integrating a QoS-sensitive communication subsystem with QoS-sensitive application scheduling, many issues remain in the actual realization of such an integration. Several subsystems within the host operating system, such as the file system, I/O devices, etc., must be integrated appropriately and efficiently for true end-to-end application QoS provisioning. For example, contrary to current trends in high-performance communication to transfer (transmit and receive) data as fast as possible, a QoS-sensitive communication subsystem must transfer data only as fast as appropriate as determined by the connection's traffic contract and desired QoS.
- Interplay between privacy, authentication and QoS: In this dissertation we have focused exclusively on provision of $\mathbf{Q o S}$ guarantees, ignoring issues in privacy and authentication. However, support for privacy and authentication must be integrated with provision of QoS guarantees in order for multimedia communication across the Internet to be a common feature. This is because of the innate human need to have privacy in all forms of meaningful commanication in which she is an active participant, and the desire to validate the identity and intentions of the other participants. One of the concerns here is the impact of encryption and associated processing requirements on communication subsystem perfor-
mance at end hosts, and another is the ability of network routers to identify and classify flows.
- Communication support for Web-based multimedia applications: There are two related aspects to communication support for Web-based multimedia applications: the paradigms adopted for Web-based Internet "computing", and the elements of that computation, i.e., multimedia data (such as audio and video) and its associated temporal constraints. Examples of emerging paradigms include interactive multi-way communication via virtual reality engines (exemplified by Internet gaming) and video computation. The nature of QoS support in communication subsystems at Web clients and servers that would suffice for such Web-based applications is an open question.
- Adaptive resource management: As mentioned in Chapter 2, a large class of multimedia and other soft real-time applications are adaptive in nature, i.e., they can be designed to adapt to fluctuations in the delivered QoS on communication, especially if the set of communicating participants or the traffic load changes dynamically. For these applications, reserving resources based on a traffic specification and desired QoS may not be the appropriate service model. It would be interesting to explore algorithms and policies for resource management that can intelligently adapt to traffic fluctuations transparently while still providing acceptable QoS to individual connections.
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This dissertation addresses several issues involved in structuring communication software at end hosts to provide per-connection quality of service (QoS) guarantees. Our primary thrust is on realizing deterministic QoS guarantees in an experimental setting.

We design a novel QoS-sensitive communication subsystem architecture that provides components and mechanisms to manage communication resources in a QoS-sensitive fashion. This architecture is based on three key design principles: maintenance of QoS guarantees, overload protection via per-connection traffic enforcement, and fairness to best-effort traffic. We demonstrate the efficacy of the architecture via experiments using our $x$-kernel-based prototype implementation.

We develop admission control extensions to capture important implementation-related aspects not considered by theoretical resource management policies proposed in the literature. Communication performance is significantly affected by implementation-related aspects such as preemption overheads and constraints, simultaneous management of CPU and link bandwidth, link scheduling paradigms at sending hosts, and packet input mechanisms at receiving hosts.

We build a full-fledged guaranteed-QoS communication service on a contemporary microkernel operating system using a new service architecture integrating a QoS-aware application programming interface, a reliable signalling and resource reservation protocol, and QoS-sensitive data transmission and reception. We develop architectural and admission control enhancements that capture new overheads and constraints imposed by a microkernel server configuration. The service is implemented and evaluated on Pentium-based PCs running OSF MK 7.2 and communicating across switched Ethernet.

To enhance the portability of guaranteed-QoS communication services, we design selfparameterizing protocol stacks that profile and parameterize themselves appropriately during data transfer. We experimentally evaluate a self-parameterizing guaranteed-QoS communication service to demonstrate the feasibility of our approach. Self-parameterizing protocol stacks are a natural way to design portable QoS-sensitive communication software.

To provide "better than best-effort" Internet connectivity, the performance impact of supporting integrated services in TCP/IP protocol stacks must be assessed. We have designed, implemented, and evaluated an RSVP-based QoS architecture for TCP/IP protocol stacks supporting an integrated services Internet. Using detailed kernel-based profiling of RS/6000-based servers running AIX 4.2, we explore the performance impact of QoS support in TCP/IP protocol stacks.

We conclude by outlining strategies for integrating QoS-sensitive communication subsystems with QoS-sensitive application scheduling policies within host operating systems.


[^0]:    ${ }^{1}$ Implementation of the reception-side architecture is a slight variation of the transmission-side architecture.

[^1]:    ${ }^{1}$ Our fragmentation protocol traverses a slower path for messages larger than $\mathcal{S}$ bytes; the first packet thus has a higher processing cost.

[^2]:    ${ }^{1}$ Later versions of the RTC implementation may explore buffer management techniques to eliminate copying overhead.

[^3]:    ${ }^{1}$ We are primarily concerned with servers, and hence the data transmission path.

[^4]:    ${ }^{2}$ ADX is a BSD variant operating system.

