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## CHAPTER 1

## INTRODUCTION

### 1.1 Multicast Networking and Flow Control

Multicast provides an efficient way of simultaneously disseminating data or information from one source to multiple receivers. Instead of sending a separate copy of the data to each individual receiver using multiple unicasts, the source just sends a single copy once to all the receivers in the multicast group. Conceptually, the underlying multicast-network delivery system forms a multicast tree connecting the source and all the receivers, with the sender as the root and the receivers as the leaf nodes. Data or information generated by the sender flows through the multicast tree, traversing each link of the multicast tree exactly once. As a result, multicast offers high efficiency in utilizing network resources and has a wide spectrum of applications, such as software distribution, multimedia streaming, and distance learning/collaboration. Like in unicast, flow control also plays a crucial role in multicast over the best-effort networks, such as the Internet. The purpose of flow control is to minimize the traffic congestion while maximizing the efficiency in network-resource utilization. As a classic and popular research area in the field of networking, the flowcontrol theory has evolved over the last two or three decades. However, multicast brings out many new challenges in flow control that were not encountered in unicast, and multicast flow control is still in its infancy. The main goal of this dissertation is to develop protocols
and modeling techniques to solve the new flow-control problems associated with multicast in wide-area networks.

Different multicast flow-control protocols target at different multicast applications, and also differ in their implementations. Based on different control methods, application objectives, and network structures, multicast flow control can be classified into the following several major categories.

Open-loop vs. Closed-loop. The open-loop multicast flow control is typically used for real-time multimedia streaming applications, such as teleconferencing, where multicast flow control is mainly used for admission control to ensure the admitted multicast users to receive guaranteed QoS (Quality-of-Service). Real-time multicast flows can tolerate a certain level of losses, but are sensitive to large delay or delay jitter, making the closed-loop scheme unsuitable. On the other hand, the closed-loop multicast flow control is essential for data dissemination over the best-effort networks where multicast flow control dynamically adapts the source rate to the variation of the available bandwidth in the network/receivers. While data multicast flows usually do not have to guarantee strict delay-bounds, they must be delivered losslessly, thus requiring closed-loop flow control.

Rate-Based vs. Window-Based. There are mainly two types of multicast flow-control schemes: window-based (e.g., TCP [1]) and rate-based (see [2]). The window-based scheme dynamically adjusts the upper-bound of the number of packets that the transmitter may send without receiving an acknowledgment from the receiver. In the ratebased scheme, the transmitter regulates its sending rate based on network-congestion feedback. The window-based scheme is cost-effective as it does not require any finegrain rate-control timer, and the window size automatically limits the load a source can impose on the network. However, the window-based scheme also introduces its own problems, including lack of bandwidth guarantee, vulnerability to packet losses and RTT (RoundTrip Time) variation, and complication of error-control mechanism.

Explicit vs. Implicit Feedback. Depending on whether routers perform Active Queue Management (AQM) or not, closed-loop multicast flow control can either use packet drop or duplicate ACKs (using a simple Drop-Tail router) to imply the network congestion, or install an AQM mechanism in each router, such as RED (Random Early Detection) and REM (Random Early Marking) or ECN (Explicit Congestion Indication), which explicitly detects and sends the congestion signals to the multicast source. While the implicit feedback minimizes the router complexity, it has two major weaknesses: (1) it cannot distinguish the drops due to congestion from those due to link failures (e.g., due to the noisy wireless links in the multicast tree), and (2) the flow-control scheme drops packets on its own, triggering unnecessary, but expensive, retransmissions. In contrast, explicit feedback can not only avoid the above two problems, but also minimize drops/retransmissions with early congestion detection at the expense of extra router complexity.

Binary vs. $M$-ary Feedback. A feedback signal can employ one bit where the traffic source makes every flow-control decision based on only a single bit feedback, thus called binary feedback, such as TCP's drop-ACK, RED's ECN-bit, ABR's CI-bit, etc., or $M$-ary feedback where each flow-control decision at source is derived from multiple-bit feedback, e.g., Explicit-Rate feedback in ATM networks. While binary feedback minimizes the feedback signaling overhead, it suffers from less dynamic stability and low bandwidth-utilization efficiency, because it only implements coarse-grain flow control. In contrast, $M$-ary feedback can offer much higher flow-control performance because it applies fine-grained flow-control, accurately adapting the source rate to the actual available bandwidth. However, $M$-ary feedback is more expensive in both router implementation and bandwidth consumption. This problem becomes even severer in multicast because multicast incurs a much higher volume of flow-control feedback signaling traffic when the number of multicast-tree branches is large.

Deterministic vs. Random Marking. For AQM-equipped routers, the packet ECN-bit
can be marked either deterministically as long as the aggregate queue length reaches a predetermined threshold, such as the CI-bit used in ABR, or randomly with a probability proportional to the congestion level measured at the bottlenecked routers, like in RED gateways. The random marking outperforms the deterministic marking for the following four reasons. First, the marking probability of a multicast connection is proportional to its actual bandwidth share so that packets of ill-behaved connections are more likely to get marked. Second, random marking does not have any bias against bursty multicast sources, because a packet is marked based on the average of the aggregate queue length, allowing small bursts to go unharmed and marking every packet only during sustained overloads. Third, random marking can avoid the "global synchronization" problem of deterministic marking that results from many connections reducing their rate at the same time. Finally, as will be shown in Chapter 6, random marking can virtually achieve fine-grain $M$-ary feedback multicast flow-control performance while only using binary feedback by fusing a sequence of random marks. However, these benefits of random marking are achieved at the cost of the increased complexity of random marking multicast routers.

As is clear from the above discussion, there is no single flow-control scheme which can perfectly satisfy all the multicast flow-control requirements. Each scheme has its own strengths and weaknesses, depending on the application objectives and the performance metrics used. The goal of this dissertation is to make the optimal trade-off among different flow-control schemes by carefully tailoring them to develop new multicast flow-control protocols, which can best solve the new flow-control problems associated with multicast.

### 1.2 Main Contributions

From the flow-control theory viewpoint, a flow-control scheme or protocol typically consists of two fundamental components: (1) rate control-adapting the source rate (or window size) to the dynamic variation of available network bandwidth; and (2) fow-control signal-
ing - delivering the flow-control information related to both congestion and rate-control between the source and network/receivers. We address the new flow-control problems associated with multicast by considering these two components as follows.

Multicast rate-control algorithms: The multicast-tree bottleneck round-trip time (RTT) varies when the bottleneck changes from one path to another, which has a significant impact on the multicast flow-control performance [2-7]. To make the multicast flow control scalable to multicast RTT variations, we develop a binary-feedback-based rate-control scheme $[2,5,6]$. At the heart of the proposed scheme is an optimal second-order rate control algorithm, called the $\alpha$-control [8], which adapts the rate ramp-up speed to the variation in RM-cell RTT resulting from dynamic "drift" of the bottleneck in a multicast tree. Applying two-dimensional rate control, the proposed scheme not only makes the rate process converge to the available bandwidth of the connection's most congested link, but also confines the buffer occupancy to a target regime bounded by a finite buffer capacity. Using the fluid analysis, we model the proposed scheme and analyze the system dynamics for multicast ABR traffic. The analytical results show that the proposed scheme is stable and efficient in terms of convergence of source-rate and queue-size to a small neighborhood of the designated operating point. The simulation results verify the analytical findings.

In contrast to the binary feed back based multicast flow control, we also develop a virtual M-ary (VMARY) feedback-based multicast flow-control scheme [9,10], which can achieve a fine-grained rate control while keeping the feedback signaling traffic as low as the case of binary feedback. Using the duality theory, we first model the multicast rate control as a distributed optimization problem with a structure separable in both aggregate utilities and constraints. The global optimization objective is to maximize the aggregate utility of all source rates subject to every link's capacity constraint in the multicast tree. We then achieve the optimization by developing a distributed gradient projection algorithm and a random marking based congestion feedback mechanism. The key of the feedback mecha-
nism is the feedback fusion rule implemented at each branch router, which aggregates the feedback ECN-bit sequences from all connected downstream branches, and derives a single aggregate ECN-bit sequence. When the aggregate ECN-bit sequence eventually reaches the source, the marking probability of the most-congested path is derived as the $M$-ary congestion-level feedback information, which is then used to control the next optimization iteration. The feedback fusion rule is easy to implement and proved to be optimal in terms of maximizing the bandwidth utilization and adaptiveness. We model the proposed scheme and compare its performance with the binary-feedback scheme through both analysis and simulation.

Multicast flow-control signaling protocols: For multicast flow-control signaling, there are two new major problems. The first problem is scalability - simultaneous arrival of feedback signals from all branches can cause feedback implosion [11-13]. Hence, all feedback signals need to be consolidated at all branch points, and then one consolidated feedback is sent to its upstream node. The second problem is feedback synchronization - different downstream branches' feedbacks may arrive at the branch point at significantly different times, and the unsynchronized feedback consolidation may mislead the source-rate controller, causing the consolidation noise problem [12,14,15]. To solve the above two problems with multicast flow-control signaling for ATM ABR services, we propose the Soft Synchronization Protocol (SSP) [3] which consolidates the feedback RM cells at each branch point that are not necessarily responses to the same forward RM cell in each synchronization cycle. Through the fluid analysis and simulations, we show that the proposed SSP not only scales well with multicast-tree's height and path lengths [11] while providing efficient feedback synchronization, but also simplifies the implementation of detection and removal of non-responsive branches.

Most previous research on multicast signaling has focused on the algorithm design and implementation. However, the delay properties of these algorithms, despite their vital im-
pact on multicast flow control, are neither well understood nor thoroughly studied. To remedy this deficiency, we develop a balanced and unbalanced binary-tree delay models to study the delay performance of a class of feedback-synchronization signaling protocols, including our SSP and the widely-known hop-by-hop (HBH) algorithm, for multicast ATM ABR flow control. The deterministic binary-tree model is then used to derive a set of expressions for calculating each path's RTT in a given multicast tree. To capture the statistical characteristics of multicast signaling delay when the multicast-tree bottleneck shifts among the multicast-tree paths, we further develop a statistical model to characterize the delay properties for RED- and REM-based multicast flow control, where the random markings at different links are independent. Applying the binary-tree and statistical multicast-signaling delay models, we derive the probability distributions for any path to be the multicast-tree bottleneck and the first and second moments of multicast-signaling delay across the entire multicast. The thus-obtained numerical results also statistically show that SSP outperforms HBH in terms of both the means and variances of the multicast signaling delay. We also conduct extensive simulations, which all verify the analytical findings based on the statistical model, thus confirming the accuracy of the statistical model.

Finally, we consider the general case in which the congestion markings at different links are dependent. Including congestion-marking dependencies in the analysis is usually much harder than that under the independence assumption. However, the analysis without assuming independent markings can capture the statistical characteristics more accurately for many practical cases. Specifically, we develop a Markov-chain model defined by the link-marking state on each path in a multicast tree [4,5]. The Markov chain can not only characterize link-marking dependencies, but also yield a tractable analytical model. We also develop a Markov-chain dependency-degree model, which can quantify and evaluate all possible Markov-chain dependency degrees without any prior knowledge of the actual dependency degree. Using the Markov-chain and Markov-chain dependency-degree models, we derive the general expressions for the probability distribution of each path being the
multicast bottleneck. Also derived are the closed-form expressions for the first and second moments of multicast signaling delays. The modeling accuracy and analytical findings have been confirmed by simulations. The proposed Markov chain is also shown to asymptotically reach an equilibrium, and its limiting state distribution converges to the marginal linkmarking probabilities. We also show that the developed Markov-chain is ergodic if it is irreducible, which is practically useful because it enables us to evaluate the various statistical averages through the sample averages. Applying the developed Markov-chain and Markovchain dependency-degree models, we also analyze and contrast the delay scalability of SSP and HBH signaling protocols, and the numerical analysis show the superiority of SSP to HBH in terms of multicast signaling delay under dependent link-markings. Again, the obtained analytical findings are all confirmed by simulations.

### 1.3 Outline of the Dissertation

This dissertation is organized as follows. In Chapter 2, we propose the second-order rate-control based flow-control scheme for multicast ${ }^{1}$ ABR service in ATM networks, which can adapt the multicast flow control to multicast RTT variations. To overcome the feedback implosion and feedback synchronization problems, in Chapter 3 we propose the Soft Synchronization Protocol (SSP) which consolidates the feedback RM cells at each branch point that are not necessarily responses to the same forward RM cell in each synchronization cycle. Also developed is a binary-tree-based deterministic multicast signaling delay model which generates a set of equations to calculate the RTT for each path in the given multicast tree. In Chapter 4, we develop a statistical binary-tree models to study the delay performance of a class of feedback-synchronization signaling algorithms for multicast ATM ABR flow control.In Chapter 5, considering the general case where the congestion markings at different links are dependent, we develop a Markov-chain and a Markov-chain

[^0]dependency-degree model which are used to derive probability density functions for a path to become the most congested and obtain the first and second moments of multicast signaling delay. In Chapter 6, we develop a virtual $M$-ary (VMARY) feedback optimization multicast flow-control scheme, which can achieve a fine-grained rate control while only using the binary feedback. We model the proposed scheme and compare its performance with the binary-feedback scheme using both analysis and simulation. This dissertation concludes with Chapter 7, summarizing the main contributions of this dissertation and discussing future directions.

## CHAPTER 2

## SCALABLE FLOW CONTROL FOR MULTICAST ABR SERVICES IN ATM NETWORKS

### 2.1 Introduction

The ABR flow-control algorithm has two major functions: determining the bottleneck link bandwidth, and adjusting the source transmission rate to match the bottleneck link bandwidth and buffer capacity. In a multicast ABR connection, determining the bottleneck link bandwidth is a daunting task. The first generation of multicast ABR algorithms [16-19] employ a simple hop-by-hop feedback mechanism for this purpose. In these algorithms, feedback RM (Resource Management) cells from downstream nodes are consolidated at branch points. On receipt of a forward RM cell, the consolidated feedback is propagated upwards by a single hop. While hop-by-hop feedback is very simple, it does not scale well because the RM-cell RTT is proportional to the height of the multicast tree. Moreover, unless the feedback RM cells from the downstream nodes are synchronized at each branch point, the source may be misled by the incomplete feedback information, which can cause the consolidation noise problem [20].

In order to reduce the RM-cell RTT and eliminate consolidation noise, the authors of $[15,20]$ proposed feedback synchronization at each branch point by accumulating feedback from all downstream branches. The main problem with this scheme is its slow transient
response since the feedback from the congested branch may have to needlessly wait for the feedback from "longer" paths, which may not be congested at all. Delayed congestion feedback can cause excessive queue build-up and cell loss at the bottleneck link. The authors of [21] proposed an improved consolidation algorithm to speed up the transient response by sending the fast overload-congestion feedback without waiting for all branches' feedback during the transient phase.

One of the critical deficiencies of the schemes described above is that they do not detect and remove non-responsive branches from the feedback synchronization process. One or more non-responsive branches may detrimentally impact end-to-end performance by providing either stale congestion information, or by stalling the entire multicast connection. We propose a Soft-Synchronization Protocol (SSP) which derives a consolidated RM cell at each branch point from feedback RM cells of different downstream nodes that are not necessarily responses to the same forward RM cell in each synchronization cycle. The proposed SSP not only scales well with multicast-tree's height and path lengths [11] while providing efficient feedback synchronization, but also simplifies the implementation of detection and removal of non-responsive branches. A scheme similar in spirit but different in terms of implementation has been proposed independently in [20] and [15].

As clear from the above discussion, the problem of determining the bottleneck link bandwidth in a multicast ABR connection has been addressed by many researchers. Unfortunately, little attention has been paid to the problem on how to adjust the transmission rate to match the bottleneck bandwidth and buffer capacity in the multicast context. All of the schemes proposed in the literature retrofit the transmission control mechanism used for unicast ABR connections to multicast connections. Consequently, they have overlooked an important but subtle problem that is unique to multicast $A B R$ connections. Unlike in unicast, in a multicast connection the bottleneck may shift from one path to another within the multicast tree. As a result, the RM-cell RTT in the bottleneck path may vary significantly. Since the RTT plays a critical role in determining the effectiveness of any
feedback flow-control scheme, it is important to identify and handle such dynamic drifts of the bottleneck. Failure to adapt with RM-cell RTT variations may either lead to large queue build-ups at the bottleneck or slow transient response.

A key component of the scheme proposed in this chapter is an optimal second-order rate control algorithm, called the $\alpha$-control, designed to cope with RM-cell RTT variations. Specifically, the proposed rate control scheme not only regulates the traffic source rate based on the congestion feedback, but also adjusts the rate-gain parameter $\alpha$, which is the speed of rate increase. As will be discussed later, the maximum queue-size is an increasing function of both the RM-cell RTT and the rate-gain parameter $\alpha$, and the $\alpha$-control can make the flow-control performance dynamically adaptive to RM-cell RTT variations. The formal introduction and fundamental principle of the $\alpha$-control will be detailed in Section 2.4.2. Using the fluid analysis, we model the $\alpha$-control with the binary-congestion feedback, and study the system dynamics in the scenarios of both persistent and on-off ABR traffic sources. We develop an optimal control condition, under which the $\alpha$-control guarantees the monotonic convergence of system state to the optimal regime from an arbitrary initial value. The analytical results show that the proposed scheme is efficient and stable in that both the source rate and bottleneck queue length rapidly converge to a small neighborhood of the designated operating point. The $\alpha$-control is also shown to adapt well to RM-cell RTT variations in terms of buffer requirements and fairness. ${ }^{1}$ The dynamic performance of the proposed scheme is evaluated by both modeling analysis and simulation experiments, and the simulation results verify the analytical results. To analyze the performance of the proposed scheme in more general network scenarios, we also conducted extensive simulations for the case of concurrent multiple multicast connections where the number, location, and bandwidth of bottlenecks vary dynamically. The simulation results demonstrate the superiority of the proposed scheme to the other schemes in dealing with

[^1]the variations of RM-cell RTT and link bandwidth, achieving fairness in both buffer and bandwidth occupancies, and improving average throughput.

This chapter is organized as follows. Section 2.2 describes the proposed scheme. Section 2.3 establishes the flow-control system model. Section 2.4 justifies the necessity and feasibility of the $\alpha$-control, presents the $\alpha$-control algorithm, and investigates its properties. Section 2.5 derives analytical expressions for both transient and equilibrium states, evaluates the scheme's performance for the single-connection case, derives the greatest lower bound of target buffer occupancy, conducts loss control analysis, and compare the analysis and simulation results. Section 2.6 investigates the convergence to fairness and aggregate efficiency of the proposed $\alpha$-control among the multiple concurrent multicast connections, analyzes the flow-control dynamic performance of concurrent multiple multicast-connections by the fluid analysis, and compares the proposed scheme with the other existing schemes through simulations. The chapter concludes with Section 2.7.

### 2.2 The Proposed Scheme

Based on the ABR flow-control framework in [23], we use RM cells to convey networkcongestion information. A forward RM cell is sent by the root (source) node periodically or once every $N_{r m}$ data-cells, and each receiver node replies by returning to the source a feedback RM cell with CI (Congestion Indication) and ER (Explicit Rate) information. We redefine the RM-cell format by adding information on the rate-gain parameter (secondorder) control in the standard RM cell to deal with RM-cell RTT variations. In particular, two new one-bit fields, $B C I$ (Buffer Congestion Indication) and $N M Q$ (New Maximum Queue), are defined. Our scheme distinguishes the following two types of congestion:

Bandwidth Congestion: If the queue length $Q(t)$ at a switch becomes larger than a predetermined threshold $Q_{h}$, then the switch sets the local $C I$ (Congestion Indication) bit to 1.

```
On receipt of an RM cell:
    if (LCI=1 ^ CI=0) { : Buf-congest control trigger condition
        if (BCI=1) {AIR :=q * AIR}; ! AIR reduced multiplicatively
        elseif (BCI=0 ^ LBCI=0) {AIR := p + AIR}; ! Increase AIR additively
        elseif (BCI=0^ LBCI=1) {AIR:= AIR/q}; !BCI toggles from 1 to 0, around AIR
        MDF := e -AIR/BW_EST; ! MDF updating
        LNMQ := 1; LBCI:= BCI; }; !Start a new measurement cycle
    if (CI=0) {ACR := ACR + AIR}; ! Increase cell rate additively
    else {ACR := ACR }\times\mathrm{ MDF}; : Decrease cell rate multiplicatively
    LCI := CI; ! Save CI and BCI bits for \alpha-control.
```

Figure 2.1: The pseudo-code for Source End System (SES).

Buffer Congestion: If the maximum queue length $Q_{\text {max }}$ at a switch exceeds the target buffer occupancy $Q_{g o a l}$, where $2 Q_{h}<Q_{\text {goal }}<C_{\max }$ (see Theorem 2.5.2) and $C_{\max }$ is the buffer capacity, then the switch sets the local $B C I$ to 1 .

Notice that the buffer congestion represents a severer congestion condition than the bandwidth congestion, and thus, the buffer congestion always occurs after the bandwidth congestion already exists. As will be elaborated on later, the bandwidth congestion control deals with the link bandwidth constraint while the buffer congestion is targeted at the buffer occupancy control.

### 2.2.1 The Source Algorithm

A pseudocode for the source control algorithm is presented in Figure 2.1. Upon receiving a feed back RM cell, the source must first check if it is time to exercise the buffer-congestion control (the $\alpha$-control). The buffer-congestion control is triggered when the source detects a transition from a rate-decrease phase to a rate-increase phase, that is, when LCI (local congestion indicator) is equal to 1 , and the $C I$ field in the RM cell received is set to 0 . The rate-gain parameter is adjusted according to the current value of the local $B C I(L B C I)$ and the $B C I$ field in the RM cell just received. There are three different variations: (i) if $B C I$ is set to 1 in the RM cell received, the rate-gain parameter $A I R$ (Additive Increase Rate) is decreased multiplicatively by a factor of $q(0<q<1)$; (ii) if both $L B C I$ and $B C I$ are set to

0 , the rate-gain parameter $A I R$ is increased additively by a step of size $p>0$; (iii) if $L B C I$ $=1$ and $B C I=0, A I R$ is increased multiplicatively by the same factor of $q$. For all of these three cases, the rate-decrease parameter MDF (Multiplicative Decrease Factor) is adjusted according to the estimated bottleneck bandwidth BW EST . Then, the local $N M Q$ bit is marked and the $B C I$-bit in the RM cell received is saved in $L B C I$ for the next $\alpha$-control cycle. The source always exercises the cell-rate (first-order) control whenever an RM cell is received. Using the same, or updated, rate-parameters, the source additively increases, or multiplicatively decreases, its $A C R$ (Allowed Cell Rate) according to the $C I$-bit in the RM cell received. Based on the source algorithm, Figure 2.5 in Section 2.5 demonstrates the equilibrium dynamics of the source rate $R(t)$ and the bottleneck queue length $Q(t)$, using the fluid functions to be discussed in Section 2.3. Driven by feedback $C I$-bit, $R(t)$ fluctuates around the bottleneck bandwidth, but alternates between two different ramp-up speeds determined by the feedback $B C I$-bit. As a result, the maximum queue length $Q_{\max }^{(n)}$ at the bottleneck is confined to the designated operating regime around the target buffer occupancy $Q_{\text {gool }}$.

### 2.2.2 The Switch Algorithm

At the center of switch control algorithm is a pair of connection-update vectors: (I) conn_patt_vec, the connection pattern vector where conn_patt_vec $(i)=0(1)$ indicates the i-th output port of the switch is (not) a downstream branch of the multicast connection. Thus, conn_patt_vec $(i)=0$ (1) implies that a data copy should (not) be sent to the $i$-th downstream branch and a feedback RM cell is (not) expected from the $i$-th downstream branch; ${ }^{2}$ (II) resp_branch_vec, the responsive branch vector is initialized to $\underline{0}$ and reset to $\underline{0}$ whenever a consolidated RM cell is sent upward from the switch. resp_branch_vec $(i)$ is set to 1 if a feedback RM cell is received from the $i$-th downstream branch. The connection pattern of conn_patt_vec is updated by resp_branch_vec each time when the non-responsive branch is detected or a new connection request is received from a downstream branch.

[^2]```
On receipt of a DATA cell:
    multicast DATA cell based on conn_patt_vec; ! multicast data cell to connected branches
    if (data_qu > Q Qh) {CI:=1;} ! 1) Bandwidth congestion control
```



```
    if (Q Qmax }>\mp@subsup{Q}{\mathrm{ goal }}{}){BCI:=1;} (3) buffer congestion control
    else {BCI:=0;} !1),2),3) applied to all connctd brches
On receipt of a feedback R.M cell from i-th downstream branch:
    if (conn_patt_vec(i)\not=1) { ! only process connected branch
        resp_branch_vec(i):= 1; ! mark connected/responsive branch
        MCI:= MCI\veeCI; ! bandwidth-congestion indicator process
        MBCI:= MBCI\veeBCI; !buffer-congestion indicator processing
        MER:= min{MER,ER}; !ER information processing
        if (conn_patt_vec \Theta resp_branch_vec =1) { ! soft-synchronization
        send RM cell (dir := backward, ER:= min
            BCI:= U Tesp-branches
        resp_branch_vec:= \underline{0};\quad! reset responsive branch vector
        MCI := 0; MER:=ER; ! reset congest control variables of RM cell
        no_resp_timer := N Nrt;}} !reset non-responsive timer
On receipt of a forward RM}\mathrm{ cell:
    multicast RM cell based on conn_patt_vec; !multicast RM cell
    if (NMQ=1) {MBCI:=0; Qma= := 0;} ! start a new measurement cycle
    no-resp_timer := no_resp_timer - 1; ! no-responsive branch checking
    if (no_resp_timer =0){ ! there is a no-responsive branch
        conn_patt_vec := resp_branch_vec @ 1; ! update connection pattern vector
        if (resp_branch_vec }\not=0\mathrm{ ) { ! there is at least one responsive branch
        send RM cell (dir := backward, ER:=minresp-branches MER,CI= U Mesp-branehes MCI,
            BCI:=\Uresp-branches MBCI); ! send partial consolidated RM cell up
        resp_branch_vec:= \underline{O}; ! reset the responsive branch vector
        MCI :=0; MER:=ER; ! reset congest control variables of RM cell
        no_resp_timer := N Nre;}} ! reset the non-responsive timer
On receipt of connect/dis-connect request from j-th downstream branch:
    conn_patt_vec(j):= 0; !add/reactivate a branch in multicast trec
    conn_patt_vec(j):= 1; ! disconnect a branch in multicast tree.
```

Figure 2.2: The pseudo-code for Intermediate Switch System (ISS).

A simplified pseudocode of the switch control algorithm is given in Figure 2.2. Upon receiving a data cell, the switch multicasts the data cell to its output ports specified by conn_patt_vec, if the corresponding output links are available, else enqueues the data cell in its branch's queue. Mark the branch's $C I(E F C I)$ if queue length $Q(t)>Q_{h}$. Update $Q_{\max }$ for the $\alpha$-control (to be discussed in Section 2.4.1) if the branch's new $Q(t)$ exceeds the old $Q_{\text {max }} . B C I:=1$ if its updated $Q_{\max } \geq Q_{g o a l}$, the target buffer occupancy.

On receipt of a feedback RM cell returned from either one of the receivers or a connected downstream branch, the switch first marks its corresponding bit in resp_branch_vec and
then performs RM-cell consolidation operations, using $O R$ rule. If the modulo- 2 addition (the soft-sychcronization operation of SSP), conn_patt_vec $\odot$ resp_branch_vec $=1$, an all 1's vector, indicating all feedback RM cells synchronized, then a fully-consolidated feedback RM cell is generated and sent upward. But, if the modulo-2 addition is not equal to $\underline{1}$, the switch needs to await other feedback RM-cells for synchronization. Since the switch control algorithm does not require that a consolidated RM-cell be derived from only those feedback RM-cells corresponding to the same forward RM-cell, the feedback RM-cell consolidation is "softly-synchronized".

Upon receiving a forward RM-cell, the switch first multicasts it to all the connected branches specified by conn_patt_vec. Then, reset $Q_{\text {max }}:=0$ and the buffer congestion indicator $M B C I:=0$ if an $N M Q$ request is received. The non-responsive timer no_resp timer is initialized to a threshold $N_{n r t}$ and reset to $N_{n r t}$ whenever a consolidated RM-cell is sent upward. The predetermined timeout value $N_{n r t}$ for non-responsiveness is determined by such factors as the difference between the maximum and minimum RM-cell RTTs. We use the forward RM-cell arrival time as a natural clock for detecting/removing non-responsive branches (such that it will still work even in the presence of faults in the downstream branches). Each time a switch receives a forward RM-cell, the multicast connection's no_resp_timer is decreased by one. If no_resp_timer $=0$ (timeout) and resp_branch_vec $\neq \underline{0}$ (i.e., there is at least one downstream responsive branch), then the switch will stop awaiting arrival of feedback RM-cells and immediately generate a partially-consolidated RM-cell, and send it upward. Whenever no_resp_timer $=0$ is detected, at least one non-responsive downstream branch is detected and will be removed by the simple operation: conn_patt_vec $:=$ resp_branch_vec $\oplus 1$.

Therefore, a downstream branch which has not sent any feedback RM-cell for $N_{n r t}$ forward RM-cell time units will be removed from the multicast tree. On the other hand, a downstream node can join the multicast connection, at run-time, by submitting a join-in request to its immediate upstream branch-switch. So, our algorithm supports the dynamic
reconfiguration of a multicast tree.

### 2.2.3 Multicast Flow-Control Signaling and Scalability

The multicast flow-control algorithms proposed above consists of two basic components: flow-control signaling and rate control. These two components are conceptually separate from a flow-control theory viewpoint, even though they are blended together in the proposed algorithms. We first consider flow-control signaling scalability in this section, and will then focus on the rate control in the rest of the chapter.

As clear from the proposed algorithms, the flow-control signaling relies on RM cells, which deliver the rate-control and congestion information between the source-rate controller and the network/receivers. Signaling for multicast flow control imposes two new challenges: scalability and feedback-synchronization. These two problems are closely related in the signaling protocol for multicast flow control. First, if multicast flow-control signaling is implemented naively such that each receiver sends its own feedback RM cell individually all the way back to the source, the flow-control traffic due to feedback RM cells will result in "feedback explosion" - not only at the source but at all branch nodes of the multicast session. Hence, it is important for each branch point to consolidate the congestion-information feedback from its downstream nodes and send only the consolidated feedback to its upstream node. Second, we need a feedback-synchronization signaling algorithm to synchronize the feedback-consolidation at each branch point, because different downstream branches' feedback may arrive at the branch point at significantly different times, and the unsynchronized feedback-consolidation may mislead the source-rate control decisions, causing the consolidation noise problem [15,20].

To solve the above two problems with multicast flow-control signaling, we propose the Soft Synchronization Protocol (SSP) which consolidates the feedback RM cells at each branch point that are not necessarily responses to the same forward RM cell in each synchronization cycle. The algorithm of SSP is detailed in Figure 2.2. Each multicast switch
achieves once of feedback synchronization and sends a consolidated RM cell to the upstream node as long as it receives at least one feedback RM cell from each of all the connected downstream branches since the last sychronization cycle. Since SSP allows the feedback RM cells corrsponding to different forward RM cell to be consoliated (soft-synchronization) at each branch point, the effective RM-cell RTT can be as small as the shortest path RTT, and virtually independent of the multicast-tree height as compared to the widely-known hop-by-hop feedback-synchronization scheme [16]. Moreover, SSP also ensures that the ratio of feedback RM cells to forward $R M$ cells is no larger than 1 at each link of the multicast tree. Thus, SSP scales well with the multicast session size in terms of both RM-cell RTT delay and feedback signaling traffic. The scalability of SSP in terms of RM-cell RTT delay is quantitatively studied in [11].

### 2.3 The System Model

The proposed scheme can support both (1) $C I$-based rate control with a binary congestion feedback ( $C I$-bit); and (2) $E R$-based rate-control with an explicit-rate feedback ( $E R$-value). The CI-based scheme is more suitable for LANs because of its minimum multicast signaling cost and lowest implementation complexity. As compared to the $C I$-based scheme, the $E R$-based scheme is more responsive to network congestion and can better serve WAN environments where the bandwidth-delay product is large. However, the $E R$-based scheme is much more expensive to implement than the $C I$-based scheme. In this chapter, we will focus only on the $C I$-based scheme. The rate-control algorithm and the $\alpha$-control to be discussed later will be only for the $C I$-based scheme, not for the $E R$-based scheme. We model the $C I$-based flow-control system by the first-order fluid analysis [7,24-26], which uses the continuous-time functions $R(t)$ and $Q(t)$ as the fluid function of the source rate and bottleneck queue length, respectively. We also assume the existence of only a single bottleneck ${ }^{3}$ on each path at a time with queue length equal to $Q(t)$ and a "persistent"
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Figure 2.3: The system model for a multicast connection.
source with $A C R=R(t)$ for each multicast connection.

### 2.3.1 System Description

As shown in Figure 2.3, a multicast-connection model consists of $n$ paths with RMcell RTTs $\tau_{1}, \tau_{2}, \cdots, \tau_{n}$, and bottleneck link bandwidths $\mu_{1}, \mu_{2}, \cdots, \mu_{n}$. There is only a single bottleneck on each path and its location may change with time. $T_{f}^{(i)}$ represents the "forward" delay from the source to the bottleneck, and $T_{b}^{(i)}$ the "backward" delay from the bottleneck to the source via the receiver of the $i$-th path. Clearly, $T_{b}^{(i)}=\tau_{i}-T_{f}^{(i)}$. Notice that because ABR flow control in ATM network typically employs a special control channel (an out-of-rate channel) $[23,27]$ to convey RM cells to avoid queueing delay of flow-control signaling messages, RTT in the proposed model, $\tau_{i}=T_{b}^{(i)}+T_{f}^{(i)}$, for $i=1,2, \cdots, n$, only considers the propagation delay without including queueing delay. Each path's bottleneck has its own queue length function $Q_{i}(t), i=1,2, \cdots, n$. All paths in a multicast connection "interact" with one another via their "shared" source rate $R(t)$.

We use the synchronous model by assuming that the source sends RM cells periodically with an interval $\Delta$ equal to a fraction of RTT. The additive increase and multiplicative
decrease of rate control during the $n$-th rate-update interval can be expressed as:

$$
R_{n}= \begin{cases}R_{n-1}+a ; & \text { additively increase, } a=A I R  \tag{2.1}\\ b R_{n-1} ; \quad \text { multiplicatively decrease, } b=M D F\end{cases}
$$

where $a>0$ and $0<b<1$.

### 2.3.2 System Control Factors

In unicast ABR service, the source rate is regulated by the feedback from the most congested link/switch which has the minimum available bandwidth along the path from source to destination. A natural extension of this strategy to multicast ABR service is to adjust the source rate to the minimum available bandwidth share of the multicast-tree's most congested path that the traffic source has sensed. This is the key feature of ABR service, most suitable for data applications that require lossless transmission. However, the dynamics of multicast ABR flow control is more complicated than those of unicast ABR flow control, because not only the available bandwidth, but also the RTT and congestion threshold can differ from one path to another in a multicast tree. As a result, while the source rate always converges to the available bandwidth of the slowest path perceived/sensed by the traffic source (which is not necessarily the currently slowest path in the multicast tree), it is possible that in the transient state the dynamics of source rate is dictated by the feedback via the path with a bandwidth larger than the current minimum available bandwidth across the multicast-tree, depending on the path's RTT and congestion threshold. To explicitly model these features for the multicast flow control, we introduce the following definition.

Definition 2.3.1 The multicast-tree bottleneck path (also simply called multicasttree bottleneck) is the path whose congestion feedback currently received at the source dictates (or dominates) the source rate-control actions. The multicast-tree RM-cell RTT is the RM-cell RTT experienced on the multicast-tree bottleneck path.

## Remarks on Definition 2.3.1.

R1. The multicast-tree bottleneck path is a source flow-control oriented concept/notion because only the congestion-information feedback currently received by the source can affect the current source flow-control decisions. The current congestion information detected at switches does not affect the source's flow control actions until it reaches the source after a certain delay. So, it is the congestion-information feedback currently received or perceived/sensed by the source, instead of the congestion information currently detected at the switches, that decides which path is the multicast-tree bottleneck at the current moment. Thus, at a given time instant the multicast-tree bottleneck path is not necessarily always the slowest (with the minimum available bandwidth) path in the multicast tree.

R2. The multicast-tree bottleneck can be formed in one of the following two different phases:
(1) Congested phase: If $C I=1$ in the currently received consolidated RM-cell at the source and if this $C I=1$ has resulted from $m \geq 1$ paths with $C I(i)=1$, then the shortest (with the minimum $\operatorname{RTT}(\tau))^{4}$ of these $m$ paths is the multicasttree bottleneck. This is because the shortest path among the congested paths perceived/sensed by the source determines the RTT of multicast-tree's feedback control loop and the dynamics of the multicast-tree bottleneck as far as the source rate control is concerned;
(2) Non-congested phase: If $C I=0$ (non-congestion) in the currently received consolidated RM-cell at the source, then the shortest path among all paths, which will cause congestion immediately after this non-congested phase, is the multicast-tree bottleneck. This is also because the shortest congested path perceived/sensed by the source determines the RTT of multicast-tree's feedback con-

[^4]trol loop and the dynamics of the multicast-tree bottleneck as far as the source rate control is concerned;

R3. The multicast-tree bottleneck can change instantaneously as a function of time (even within a rate-control fluctuation cycle), but only at the one of the following two types of transition instants:
(1) When the consolidated RM-cell's $C I$ changes $1 \rightarrow 0$;
(2) When the source-received congestion information $C I(i)$ for the shortest path $P_{i}$ among all congested paths changes $1 \rightarrow 0$; or the source-received congestion information $C I(i)$ for a non-congested path $P_{i}$, which is shorter than all congested paths, changes $0 \rightarrow 1$, while the consolidated RM -cell $C I=1$ remains unchanged.

R4. From the above remarks $\mathbf{R 1}$ through $\mathbf{R 3}$, it is clear that the location of the multicasttree bottleneck path is a function of the available bandwidth ( $\mu_{i}$ ) in the bottleneck switch on path $P_{i}$, the congestion-detection queue threshold $\left(Q_{h}^{(i)}\right)$ in the bottleneck switch on $P_{i}$, and RTT $\left(\tau_{i}\right)$ of path $P_{i}$. In addition, it is possible that during the transient state, the multicast-tree bottleneck is not the path that has the minimum available bandwidth in the bottleneck switch across the multicast tree, depending on the path's RTT and congestion threshold.

R5. Since at any given time instant there exists only one shortest path among the congested paths perceived/sensed by the source when the congested phase starts, according to remark R2, there is only one multicast-tree bottleneck at any given time instant, unless there are more than one path, which have exactly the same RTT ( $\tau_{i}$ ) on each path and become the congested path at exactly the same time. In that case, albeit not very often in practice, these paths either have exactly the same rate control parameters ( $\mu, Q_{h}$, and $\tau$ ) or generate feedbacks having the identical effect on the source rate control, and thus, we can arbitrarily choose any one of them as the multicast-tree bottleneck such that the uniqueness of the multicast-tree bottleneck in a multicast
tree for any given time instant still holds.

### 2.3.3 The State Equations for the Multicast-Tree Bottleneck Path

As clear from the above discussion, the multicast-tree bottleneck dictates the source rate-control actions, and thus we can analyze the multicast flow-control system by focusing on its multicast-tree bottleneck's state equations. Let $R(t)$ and $Q(t)$ be the fluid functions of the source rate and the queue length at the current multicast-tree bottleneck defined by Definition 2.3.1, respectively. Then, the multicast-tree bottleneck state is specified by the two state variables, $R(t)$ and $Q(t)$. According to the rate-control algorithms described by Eq. (2.1), the state equations of multicast-tree bottleneck, which is unique based on the Remarks on Definition 2.3.1, in the continuous-time domain are given by:

Source-rate function:

$$
R(t)= \begin{cases}R\left(t_{0}\right)+\alpha\left(t-t_{0}\right) ; & \text { if } Q\left(t-T_{b}\right)<Q_{l}  \tag{2.2}\\ R\left(t_{0}\right) e^{-(1-\beta) \frac{\left(t-t_{0}\right)}{\Delta} ;} & \text { if } Q\left(t-T_{b}\right) \geq Q_{h}\end{cases}
$$

Multicast-tree bottleneck queue function:

$$
\begin{equation*}
Q(t)=\int_{t_{0}}^{t}\left[R\left(v-T_{f}\right)-\mu\right] d v+Q\left(t_{0}\right) \tag{2.3}
\end{equation*}
$$

where $\alpha=a / \Delta$ and $\beta=1+\log b(a$ and $b$ are defined in Eq (2.1)); $t$ is the current observation time of the system states for the current multicast-tree bottleneck path, $t_{0}$ is the last observation time of the system states for the current multicast-tree bottleneck path, and $t$ is chosen such that, during the time period of $\left(t-t_{0}\right)$, the multicast-tree bottleneck path is fixed and unique and also, during $\left(t-t_{0}\right), R(t)$ is either only in its increasing phase or only in its decreasing phase; $\tau=T_{f}+T_{b}$ is the current multicast-tree RM-cell RTT defined by Definition 2.3.1 and RTT, $\tau=T_{f}+T_{b}$, in our proposed model only considers the propagation delay without including the queueing delay as detailed in Section 2.3.1; $Q_{h}$ ( $Q_{l}$ ) is the high (low) buffer queue-threshold for the current multicast-tree bottleneck defined by Definition $2.3 .1 ; \mu$ is the available bandwidth of the current multicast-tree bottleneck
defined by Definition 2.3.1 (Note that $\mu$ is the minimum available bandwidth currently perceived/sensed by the source, which is not necessarily the true current minimum available bandwidth of the path across the entire multicast tree).

Remark on the system state equations Eqs. (2.2) and (2.3): Fluid analysis is a timeperiod piece-wise modeling procedure [28]. So, we can use a set of system state equations Eqs. (2.2) and (2.3) of the same form to model the dynamics of the different multicast-tree bottleneck path during the different time period, by replacing the system state variables, such as $Q(t), Q\left(t-T_{b}\right), T_{b}$, and $T_{f}$ (or RTT delay $\tau=T_{f}+T_{b}$ ) for different time periods corresponding to different multicast-tree bottleneck paths. Consequently, the system state variables $Q(t), Q\left(t-T_{b}\right), T_{b}$, and $T_{f}$ (or RTT delay $\tau=T_{f}+T_{b}$ ) given in Eqs. (2.2) and (2.3) are not constant because they may be associated with a different multicast-tree bottleneck path during a different time period of $\left(t-t_{0}\right)$, depending on which path is the multicast-tree bottleneck during that time period of $\left(t-t_{0}\right)$. Even though the multicast-tree bottleneck can change during any time period, the multicast-tree bottleneck path that the traffic source can perceive is unique because the queue-length threshold testing: $Q\left(t-T_{b}\right) \geq Q_{h}$ or $Q\left(t-T_{b}\right)<Q_{l}$ is only sampled at the time instants ${ }^{5}$ which are the integer multiples of $\Delta$ (where $\Delta$ is the RM-cell update time interval). This feature of the proposed multicast flow control algorithm ensures that fluid analysis expressed by Eqs. (3.2) and (3.3) can accurately capture the dynamics of multicast-tree bottleneck path under the proposed multicast flow control algorithm even when the multicast tree bottleneck path changes from one path to another, as long as we take $\left(t-t_{0}\right)<\Delta$ or make $\left(t-t_{0}\right)$ small enough such that the bottleneck path that the traffic source can perceive is always unique ${ }^{6}$ during ( $t-t_{0}$ ). As a result, the system state equations Eqs. (3.2) and (3.3) characterize the multicast flow-control dynamics

[^5]by modeling the flow-control dynamics of the different multicast-tree bottleneck paths, one path for each time-period of $\left(t-t_{0}\right)$ (piece-wise modeling in terms of time period), as the multicast-tree bottleneck changes from one path during a time-period to another path during the next time-period.

### 2.4 Adaptation to Variations of Multicast-Tree RM-Cell RTT

In a real network environment, there is always cross-traffic at each link, which may cause the multicast-tree bottleneck path to shift from one path to another. So, the multicast-tree RM-cell RTT fluctuates dynamically between $\tau_{\min } \triangleq \min _{1 \leq i \leq n}\left\{\tau_{i}\right\}$ and $\tau_{\max } \triangleq \max _{1 \leq i \leq n}\left\{\tau_{i}\right\}$. The main and direct impact of RM-cell RTT variations is on the maximum buffer requirement for the multicast-tree bottleneck path.

### 2.4.1 Maximum Buffer Requirement and Cell-Loss Control

Although SSP makes the RM-cell RTT $\tau$ for the proposed scheme much smaller than that for the hop-by-hop scheme, as shown in [11], $\tau$ 's swing between $\tau_{\min }$ and $\tau_{\text {max }}$ is still large enough to make a significant impact on $Q_{\text {max }}$. As discussed in [7], increasing or decreasing $R(t)$ is not effective enough to have the maximum queue length $Q_{\max }$ upperbounded by the maximum buffer capacity $C_{\text {max }}$ when the multicast-tree RM-cell RTT $\tau$ varies due to drift of the multicast-tree bottleneck. This is because rate-increase/decrease control can only make $R(t)$ fluctuate around the designated bandwidth, but cannot adjust the rate-fluctuation amplitude that determines $Q_{\max }$. So, $Q_{\max }$ also depends on the source rate-gain parameter $\alpha$ (to be detailed in Section 2.5). $Q_{\text {max }}$ is analytically shown in [7] to increase with both $\tau$ and rate-gain parameter $\alpha=\frac{d R(t)}{d t}$ and can be written as a function, $Q_{\max }(\alpha, \tau)$, or $Q_{\max }(\alpha)$ for a given $\tau$. In reality, the buffer capacity, $C_{\max }$, on the bottleneck path is finite, and hence, to ensure cell-lossless transmission, the condition $Q_{\max } \leq C_{\max }$ must hold. This constraint divides the 2 -dimensional ( $\alpha, \tau$ )-space into two regions as follows. Definition 2.4.1 If $C_{m a x}<\infty$, then the feasible $(\alpha, \tau)$-space, $\Omega \triangleq\{(\alpha, \tau) \mid \alpha>0, \tau>$
$0\}$ is partitioned into two parts: lossless transmission region: $\mathcal{F} \triangleq\{(\alpha, \tau) \mid(\alpha, \tau) \in \Omega$, $\left.Q_{\max }(\alpha, \tau) \leq C_{\max }\right\}$ and lossy transmission region: $\mathcal{L} \triangleq \Omega \backslash \mathcal{F}$.

The theorem presented below gives an upper bound for the equilibrium-state maximum queue length $Q_{\max }(\alpha, \tau)$ as a function of $(\alpha, \tau) \in \Omega$ and $Q_{h}$.

Theorem 2.4.1 Consider a multicast-tree bottleneck characterized by the flow-control parameters $\alpha, \tau$, and $Q_{h}$. If $(\alpha, \tau) \in \Omega$ and $\alpha\left(\frac{\Delta}{1-\beta}\right)=\mu,{ }^{7}$ then the maximum queue length is upper-bounded by

$$
\begin{equation*}
Q_{\max }(\alpha, \tau) \leq\left(\tau \sqrt{\alpha}+\sqrt{2 Q_{h}}\right)^{2} \tag{2.4}
\end{equation*}
$$

Proof. The proof is given in Appendix A.

The upper-bound function of $Q_{\max }(\alpha, \tau)$ described in Theorem 2.4.1 provides a closedform expression that reveals an analytical relationship among the maximum buffer requirement and rate-control parameters. As suggested by Theorem 2.4.1 and also analyzed in $[7,24,28-30], Q_{\max }(\alpha, \tau)$ is a monotonic increasing function of both $\alpha$ and $\tau$, and thus can be controlled by adjusting $\alpha$ for a given $\tau$. The theorem given below establishes an explicit relationship among $\alpha, \tau$, and $Q_{h}$ subject to lossless transmission and $C_{m a x}<\infty$ constraints.

Theorem 2.4.2 Consider a multicast connection flow-controlled by the proposed scheme with $Q_{h}>0$ and $C_{\max }<\infty$ at the multicast-tree bottleneck. If $C_{\max }>2 Q_{h}$, then the following claims hold:

Claim 1: $\mathcal{F} \neq \emptyset$ and $\exists K>0$ such that $(\alpha, \tau) \in \mathcal{F} \forall(\alpha, \tau) \in\{(\alpha, \tau) \mid \tau \sqrt{\alpha} \leq K,(\alpha, \tau) \in$ $\Omega$;
${ }^{7}$ The constraint $\alpha\left(\frac{\Delta}{1-\beta}\right)=\mu$ is set to balance the increasing and decreasing speeds of $R(t)$ [28].


Figure 2.4: Lossy and lossless transmission regions divided by the lower bound of lossytransmission region.

Claim 2: $\mathcal{L}$ is lower-bounded by the function $K_{\ell}=\tau \sqrt{\alpha}$ where $K_{\ell}=\sqrt{C_{\max }}-\sqrt{2 Q_{h}}$ and $(\alpha, \tau) \in \Omega$.

Proof. The proof is provided in Appendix B.

Remarks on Theorem 2.4.2. (1) Claim 1 shows that $Q_{\max }$ is controllable, and identifies a sufficient condition ( $C_{\max }>2 Q_{h}$ ) for the feasibility of lossless transmission. Moreover, Claim 1 describes the configuration of the lossless-transmission region defined in $\Omega$. (2) Claim 2 gives a lower bound of the lossy transmission region $\mathcal{L}$ for given $C_{m a x}$ and $Q_{h}$, which is expressed by a continuous function defined over $\Omega$. Since $\Omega$ is partitioned into $\mathcal{F}$ and $\mathcal{L}$, the lower bound of $\mathcal{L}$ can be used as an approximate upper bound for $\mathcal{F}$ when the lower bound for $\mathcal{L}$ is tight. Thus, for any given $C_{\max }$ and $Q_{h}$, the lower-bound function $\tau \sqrt{\alpha}=\sqrt{C_{\max }}-\sqrt{2 Q_{h}}$ provides the network designer with a simple formula to estimate $\alpha$
without seeking its close-form expression as a function of $\tau$ and $C_{m a x}$, which is impossible to obtain (due to the non-linearity of Eq. (2.17)). Furthermore, since the lower-bound function $\tau \sqrt{\alpha}=\sqrt{C_{\max }}-\sqrt{2 Q_{h}}$, which divides $\mathcal{F}$ and $\mathcal{L}$, is obtained by the constraint $Q_{\max } \leq C_{\max }$. Letting $Q_{\max }=C_{\max }$, we get $Q_{\max }=\left(\tau \sqrt{\alpha}+\sqrt{2 Q_{h}}\right)^{2}$, which can be used to estimate $Q_{\max }$ when the bound is tight. (3) Another interesting fact revealed by Theorem 2.4.2. is that $Q_{\max }$ is virtually independent of the multicast-tree bottleneck bandwidth $\mu$ since neither the lossless transmission condition/region nor the lower bound of $\mathcal{L}$ contains $\mu$. This is not surprising since it is the relative difference between $R(t)$ and $\mu$, instead of the absolute value of $\mu$, that determines $Q_{\text {max }}$.

To illustrate the tightness of the derived lower bound of $\mathcal{L}$, the exact border which partitions $\Omega$, the lower-bound function of $\mathcal{L}$ given by $K=\tau \sqrt{\alpha}=\sqrt{C_{\max }}-\sqrt{2 Q_{h}}$, and the configurations of the lossless transmission region $\mathcal{F}$ (the shaded area separated by $\tau \sqrt{\alpha}=$ $\left.\sqrt{C_{\max }}-\sqrt{2 Q_{h}}\right)$ and lossy transmission region $\mathcal{L}$ are plotted in Figure 2.4, with $C_{\max }=400$ cells and $Q_{h}=50$ cells, which gives $K=10$, and $\mu=367$ cell $/ \mathrm{ms}$ (about 155 Mbps ). The exact border between $\mathcal{F}$ and $\mathcal{L}$ is obtained numerically (by solving Eq. (2.17) which needs $\mu$ ). The lower-bound function of $\mathcal{L}$ (given by $K=\sqrt{C_{\max }}-\sqrt{2 Q_{h}}=\tau \sqrt{\alpha}$ ) plotted in Figure 2.4 is found to be very close to the exact border between $\mathcal{L}$ and $\mathcal{F}$. In addition, the smaller $\alpha$, the tighter the bound is, which is consistent with the approximation $\log x \approx x-1$ when $x$ is close to 1 (see Eq. (A.7)).

### 2.4.2 The Second-Order Rate Control

As suggested by Theorem 2.4.2, $\alpha$ can be controlled to confine $Q_{\max }$ to $C_{\max }$, and as long as $C_{\text {max }}>2 Q_{h}$, lossless transmission can be guaranteed by adjusting $\alpha$ in response to the variation of $\tau$. The control over $\alpha=\frac{d R(t)}{d t}$ - which we call $\alpha$-control - is the secondorder control process which will be elaborated on below from a control-theoretic viewpoint. The original ATM recommendation for unicast ( $C I$-based) ABR flow control is based on the Additive Increase and Multiplicative Decrease (AIMD) rate control algorithm. The

AIMD algorithm adapts the source rate $R(t)$ to the currently available bandwidth $\mu$ based on the feedback congestion information contained in $C I$-bit in feedback RM cell. Since the AIMD algorithm applies direct control over the rate $R(t)$ to match the target bandwidth $\mu$, we can call AIMD the speed feedback-control process (from a control-theoretic viewpoint). The speed feedback-control system is traditionally called the first-order feedback control system which has one pole, or can be represented in a one-dimensional state-space. The $\alpha$-control is an acceleration feedback-control process, which is one-order higher than the AIMD algorithm, since it exerts direct control over $\alpha=\frac{d R(t)}{d t}$. The acceleration feedbackcontrol system is conventionally called the second-order feedback control system, which has two poles, or can be represented in a two-dimensional state-space. Thus, we also call the $\alpha$-control the second-order rate control, which in fact provides one more dimension in state-space control over the dynamics of the proposed flow-control system.

### 2.4.3 The $\alpha$-Control

The $\alpha$-control is a discrete-time control process since it is only exercised when the source rate control is in a "decrease-to-increase" transition based on the buffer congestion feedback signal $B C I . B C I(n):=0$ (or 1) if $Q_{\max }^{(n)} \leq Q_{g o a l}$ (or $Q_{\max }^{(n)}>Q_{\text {goal }}$ ), where $Q_{\text {goal }}\left(Q_{h}<Q_{\text {goal }}<C_{\max }\right.$ ) is the target buffer occupancy (also called a setpoint) in the equilibrium state. If the multicast-tree bottleneck shifts from a shorter path to a longer one, then $\tau$ will increase, making $Q_{\max }$ larger. When $Q_{\max }$ eventually grows beyond $Q_{\text {goal }}$, the buffer will tend to overflow, implying that the current $\alpha$ is too large for the increased $\tau$. The source must reduce $\alpha$ to prevent cell losses. On the other hand, if $\tau$ decreases from its current value due to the shift of the multicast-tree bottleneck from a longer path to a shorter one, then $Q_{\max }$ will decrease. When $Q_{\max }<Q_{g o a l}$, only a small portion of buffer :space will be utilized, implying that the current $\alpha$ is too small for the decreased $\tau$. The source should increase $\alpha$ to avoid buffer under-utilization and improve responsiveness in grabbing available bandwidth. So, feedback $B C I$ contains the information on RM-cell RTT
variations. Keeping $Q_{h}<Q_{g o a l}<C_{m a x}$ has two benefits: (1) the source can quickly grab available bandwidth; (2) it can achieve high throughput and network resource utilization.

The main purpose of $\alpha$-control is to handle the buffer congestion resulting from the variation of $\tau$. We set three goals for $\alpha$-control: (1) ensure that $Q_{\max }^{(n)}$ quickly converges to, and stays within, the neighborhood of $Q_{g o a l}$, which is upper-bounded by $C_{m a x}$, from an arbitrary initial value by driving their corresponding rate-gain parameters $\alpha_{n}$ to the neighborhood of $\alpha_{\text {goal }}$ for given $\tau$; (2) maintain statistical fairness on the buffer occupancy among multiple multicast connections which share a common multicast-tree bottleneck; (3) minimize the extra cost incurred by the $\alpha$-control algorithm. To achieve these goals, we propose a "converge-and-lock" $\alpha$-control law in which the new value $\alpha_{n+1}$ is determined by $\alpha_{n}$, and the feedback information $B C I$ on $Q_{\max }$ 's current and one-step-old values, $Q_{\max }^{(n)}$ and $Q_{\max }^{(n-1)}$. The $\alpha$-control law can be expressed by the following equations:

$$
\alpha_{n+1}=\left\{\begin{array}{lll}
\alpha_{n}+p ; & \text { if } B C I(n-1, n)=(0,0), & \left(Q_{\max }^{(n-1)} \leq Q_{g o a l} \wedge Q_{\max }^{(n)} \leq Q_{g o a l}\right)  \tag{2.5}\\
q \alpha_{n} ; & \text { if } B C I(n)=1, & \left(Q_{\max }^{(n)}>Q_{g o a l}\right) \\
\alpha_{n} / q ; & \text { if } B C I(n-1, n)=(1,0), & \left(Q_{\max }^{(n-1)}>Q_{g o a l} \wedge Q_{\max }^{(n)} \leq Q_{g o a l}\right)
\end{array}\right.
$$

where $q$ is the $\alpha$-decrease factor such that $0<q<1$ and $p$ is the $\alpha$-increase step-size, whose values will be discussed next.

### 2.4.4 The Convergence Properties of the $\alpha$-Control

To characterize the $\alpha$-control's convergence properties, we first introduce the following two definitions.

Definition 2.4.2 The neighborhood of target buffer occupancy, denoted by $Q_{\text {goal }}$, is specified by $\left\{Q_{\text {goal }}^{l}, Q_{\text {goal }}^{h}\right\}$ with

$$
\begin{align*}
& Q_{\text {goal }}^{l} \triangleq \max _{n \in\{0,1,2, \cdots\}}\left\{Q_{\max }^{(n)} \mid Q_{\max }^{(n)} \leq Q_{\text {goal }}\right\}  \tag{2.6}\\
& Q_{\text {goal }}^{h} \triangleq \min _{n \in\{0,1,2, \cdots\}}\left\{Q_{\max }^{(n)} \mid Q_{\max }^{(n)} \geq Q_{\text {goal }}\right\} \tag{2.7}
\end{align*}
$$

where $Q_{\max }^{(n)}$ is governed by the proposed $\alpha$-control law.

Definition 2.4.3 $\left\{Q_{\max }^{(n)}\right\} \triangleq\left\{Q_{\max }\left(\alpha_{n}\right)\right\}$ is said to monotonically converge to $Q_{\text {goal }}$ 's neighborhood at time $n=n^{*}$ from its initial value $Q_{\max }^{(0)}=Q_{\max }\left(\alpha_{0}\right)$; if $B C I\left(0,1,2,3, \cdots, n^{*}-\right.$ $\left.1, n^{*}, n^{*}+1, n^{*}+2, n^{*}+3, \cdots\right)=(0,0,0,0, \cdots, 0,1,0,1,0, \cdots)$ for $\alpha_{0}<\alpha_{\text {goal }} ;$ and $B C I\left(0,1,2,3, \cdots, n^{*}-1, n^{*}, n^{*}+1, n^{*}+2, n^{*}+3, \cdots\right)=(1,1,1,1, \cdots, 1,0,1,0,1, \cdots)$ for $\alpha_{0}>\alpha_{\text {goal }}$.

The $\alpha$-control is applied either in transient state, during which $Q_{\max }^{(n)}$ has not yet reached $Q_{\text {goal }}$ 's neighborhood, or in equilibrium state, in which $Q_{\max }^{(n)}$ fluctuates within $Q_{\text {goal's }}$ neighborhood periodically. The $\alpha$-control aims at making $Q_{\max }^{(n)}$ converge rapidly in transient state and staying steadily within its neighborhood in equilibrium state. The following theorem summarizes the $\alpha$-control law's convergence properties, optimal control conditions, and the method of computing the $\alpha$-control parameters in both the transient and equilibrium states. Note that $Q_{\text {goal }}^{l}$ and $Q_{\text {goal }}^{h}$ are the closest attainable points around $Q_{\text {goal }}$, but $Q_{\text {goal }}$ may not necessarily be the midpoint between $Q_{\text {goal }}^{l}$ and $Q_{\text {goal }}^{h}$. The actual location of $Q_{\text {goal }}$ between $Q_{g \circ a l}^{l}$ and $Q_{g \circ a l}^{h}$ depends on all rate-control parameters and the initial value of $\alpha_{0}$.

Theorem 2.4.3 Consider the proposed $\alpha$-control law Eq. (2.5) which is applied to a multicast connection with its multicast-tree bottleneck characterized by $Q_{g o a l}, Q_{h}$, and $\tau$. If (1) $\alpha=\alpha_{0}$, an arbitrary initial value at time $n=0$, (2) $0<q<1$, and (3) $p \leq$ $\left(\frac{1-q}{q}\right)\left(\frac{\sqrt{Q_{\text {goal }}}-\sqrt{2 Q_{h}}}{\tau}\right)^{2}$, then the following claims hold:

Claim 1: During the transient state, the $\alpha$-control law guarantees $Q_{\max }^{(n)}$ to monotonically converge to $Q_{\text {goal }}$ 's neighborhood $\left\{Q_{\text {goal }}^{l}, Q_{\text {goal }}^{h}\right\}=\left\{Q_{\max }\left(\alpha_{\text {goal }}^{l}\right), Q_{\max }\left(\alpha_{\text {goal }}^{h}\right)\right\}$,
which are determined by

$$
\begin{align*}
& Q_{\text {goal }}^{l}= \begin{cases}Q_{\max }\left(q^{n^{*}} \alpha_{0}\right) ; & \text { if } \alpha_{0}>\alpha_{\text {goal }} \\
Q_{\max }\left(q\left(n^{*} p+\alpha_{0}\right)\right) ; & \text { if } \alpha_{0} \leq \alpha_{\text {goal }}\end{cases}  \tag{2.8}\\
& Q_{\text {goal }}^{h}= \begin{cases}Q_{\max }\left(q^{\left(n^{*}-1\right)} \alpha_{0}\right) ; & \text { if } \alpha_{0}>\alpha_{\text {goal }} \\
Q_{\max }\left(n^{*} p+\alpha_{0}\right) ; & \text { if } \alpha_{0} \leq \alpha_{\text {goal }}\end{cases} \tag{2.9}
\end{align*}
$$

where $n^{*}$ is defined in Definition 2.4.3;

Claim 2: During the equilibrium state, the fluctuation amplitudes of $Q_{m a x}^{(n)}$ around $Q_{g o a l}$ are upper-bounded as follows:

$$
\begin{align*}
Q_{g o a l}^{h}-Q_{g o a l} & \leq \tau^{2} \alpha_{g \circ a l}\left(\frac{1}{q}-1\right)+\tau \sqrt{8 \alpha_{g o a l} Q_{h}}\left(\frac{1}{\sqrt{q}}-1\right)  \tag{2.10}\\
Q_{g a o l}-Q_{g \circ a l}^{l} & \leq \tau^{2} \alpha_{g o a l}(1-q)+\tau \sqrt{8 \alpha_{g o a l} Q_{h}}(1-\sqrt{q}) \tag{2.11}
\end{align*}
$$

and the diameter of neighborhood for the target buffer occupancy $Q_{g o a l}$ is upperbounded as follows:

$$
\begin{equation*}
Q_{g a o l}^{h}-Q_{g \circ a l}^{l} \leq \tau^{2} \alpha_{g o a l}\left(\frac{1}{q}-q\right)+\tau \sqrt{8 \alpha_{\text {goal }} Q_{h}}\left(\frac{1}{\sqrt{q}}-\sqrt{q}\right) \tag{2.12}
\end{equation*}
$$

where $\alpha_{\text {goal }}$ is the rate-gain parameter corresponding to $Q_{\text {goal }}$ for given $\tau$.

Proof. The proof is provided in Appendix C.

Remarks: The $\alpha$-control law is similar to, but differs from, additive-increase/multiplicativedecrease algorithm in the following sense. In the transient state, the $\alpha$-control law behaves like an additive-increase/multiplicative-decrease algorithm, which accommodates statistical convergence to fairness of buffer utilization among the multiple multicast connections sharing a common multicast-tree bottleneck. On the other hand, in equilibrium state, the $\alpha$-control law guarantees buffer occupancy to be locked within its setpoint region at the first time when $Q_{\max }^{(n)}$ reaches $Q_{g o a l}$ 's neighborhood, regardless of the initial value $\alpha_{0}$. In contrast, the additive-increase/multiplicative-decrease does not guarantee this monotonic
convergence since $\alpha$-control is a discrete-time control process and its convergence is dependent on $\alpha_{0}$. The monotonic convergence ensures that $Q_{\max }^{(n)}$ quickly converges to, and stays within, the neighborhood of its target value $Q_{\text {goal }}$. The extra cost paid for achieving these benefits is minimized since only a binary bit, $B C I$, is conveyed from the network bottleneck and two bits are used to store the current, and one-step-old feedback information, $B C I(n-1)$ and $B C I(n)$, at the source. The $\alpha$-increase step-size $p$ specified by condition (3) in Theorem 2.4.3 is a function of $\alpha$-decrease factor $q$. A large $q$ (small decrease step-size) requests a small $p$ for the monotonic convergence. By the condition (3) of Theorem 2.4.3, if $q \rightarrow 1$, then $p \rightarrow 0$, which is expected since for a stable convergent system, zero decrease corresponds to zero increase in system state. According to Eqs. (2.10), (2.11), and (2.12), when $q \rightarrow 1$, both $Q_{\text {goal }}^{l}$ and $Q_{\text {goal }}^{h} \rightarrow Q_{\text {goal, }}$ i.e., $Q_{\max }^{(n)}$ 's fluctuation amplitude approaches zero, which also makes sense since $q \rightarrow 1$ implies $p \rightarrow 0$, thus $Q_{\max }^{(n)}$ approaches a constant for all $n$.

To balance $R(t)$ 's increase and decrease rates, and to ensure the average of the offered traffic load not to exceed the bottleneck bandwidth, each time when $\alpha_{n}$ is updated by the $\alpha$-control law specified by Eq. (2.5), the proposed algorithm also updates the rate-decrease factor by $\beta_{n}=1-\frac{\alpha_{n}}{\mu} \Delta$ accordingly.

### 2.5 Single-Connection Bottleneck Dynamics

### 2.5.1 Equilibrium-State Analysis

The system is said to be in the equilibrium state if source rate $R(t)$ and multicast-tree bottleneck's $Q(t)$ have already converged to a certain regime and oscillate with a constant frequency and a steady average amplitude. The equilibrium-state analysis is mainly used to characterize the dynamics of the multicast-tree bottleneck after it has converged to a particular path and becomes relatively steady. In the equilibrium state, the source rate $R(t)$ fluctuates around the multicast-tree bottleneck's available bandwidth $\mu$, and its $Q_{\max }^{(n)}$ around $Q_{\text {goal }}$. The fluctuation amplitudes and periods are determined by the rate-control


Figure 2.5: Dynamic behavior of $R(t)$ and $Q(t)$ for a single multicast connection.
parameters $\alpha, \beta$; the multicast-tree bottleneck link's available bandwidth $\mu$; its target buffer occupancy $Q_{\text {goal }} ; \alpha$-control parameters $p, q$; its congestion detection thresholds $Q_{h}, Q_{l}$, and delays $T_{b}, T_{f}$. To simplify the analysis of equilibrium state, we assume that the $\alpha$-control parameters (i.e., $\alpha_{0}, Q_{g o a l}, p$, and $q$ ) are properly selected according to the conditions specified in Theorem 2.4.3, such that $Q_{\max }^{(n)}$ converges to a symmetric neighborhood of $Q_{\text {goal }}$ where $Q_{\text {goal }}=\frac{1}{2}\left(Q_{\text {goal }}^{l}+Q_{\text {goal }}^{h}\right)$ and $Q_{\text {goal }}^{h}<C_{\text {max }}$.

Figure 2.5 illustrates the first 4 cycles of rate fluctuation and the associated queue-length function at the bottleneck link in equilibrium state with $\alpha_{1}=\alpha_{\text {goal }}^{h}$. At time $t_{0}$, the rate reaches the link bandwidth $\mu(B W)$ and the queue starts to build up after a delay of $T_{f}$. At time $t_{0}+T_{b}+T_{q}^{(1)}, Q(t)$ reaches $Q_{h}$ and bandwidth congestion is detected. After a backward delay of $T_{b}$, the source receives $C I=1$ feedback and its rate begins to decrease exponentially. $Q(t)$ reaches the peak as $R(t)$ drops back to the link bandwidth $\mu$. When the rate falls below the link bandwidth, $Q(t)$ starts to decrease. After a time period of $T_{l}$ elapsed, $Q(t)$ reaches $Q_{l}$, then the non-congestion condition ( $C I=0$ ) is detected and sent backward to the source. After a deiay of $T_{b}$, the $(C I=0)$ feedback arrives at the source, then the "rate-decrease to rate-increase" transition condition (local_CI =1^CI=0) is detected at the source. Subsequently, the source adjusts the next rate-gain parameter $\alpha_{2}$ to a smaller value, $q \alpha_{1}$ ( $\beta_{2}$ is also adjusted accordingly by $\beta_{2}=1-\frac{\alpha_{2}}{\mu} \Delta$ ) since $B C I(1)=1$ (due to $Q_{\max }^{(1)}>Q_{\text {goal }}$ ) is received in the feedback RM cell. Then, the source rate increases
linearly with the newly updated rate-gain parameter $\alpha_{2}=q \alpha_{1}=\alpha_{g o a l}^{l}$. When $R(t)$ reaches $\mu$ after a time period of $T_{r}^{(1)}$, the system starts the second fluctuation cycle.

The dynamic behavior of the second cycle of fluctuation follows a similar pattern to that in the first cycle except for the adjusted rate-control parameters $\alpha_{2}$ and $\beta_{2}$ resulting in a longer cycle length due to smaller increase/decrease rates. When the transition from rate-decrease to rate-increase is detected again for the second fluctuation cycle, the source sets $\alpha_{3}=\alpha_{2} / q$ because $Q_{\max }^{(2)}<Q_{g o a l}$, i.e., $B C I(2)=0$, hence $B C I(1,2)=(1,0)$. But $\alpha_{3}=\alpha_{2} / q=\left(q \alpha_{1}\right) / q=\alpha_{1}$ since $\alpha_{n}$ has already converged to $\left\{\alpha_{\text {goal }}^{l}, \alpha_{g o a l}^{h}\right\}$ in equilibrium state. Thus, the dynamic behavior of the third fluctuation cycle is exactly the same as the first cycle. Likewise, the fourth cycle is the same as the second one, and so on. So, we can only focus on the dynamic behavior of the first fluctuation cycle $T_{1}=2\left(T_{f}+T_{b}\right)+T_{q}^{(1)}+$ $T_{d}^{(1)}+T_{l}^{(1)}+T_{r}^{(1)}$ and the second fluctuation cycle $T_{2}=2\left(T_{f}+T_{b}\right)+T_{q}^{(2)}+T_{d}^{(2)}+T_{l}^{(2)}+T_{r}^{(2)}$. We define the control period to be $T=T_{1}+T_{2}$.

In the $i$-th fluctuation cycle $(i=1,2)$, let $R_{\max }^{(i)}$ and $R_{m i n}^{(i)}$ be its maximum and minimum rates, respectively, and $Q_{\max }^{(i)}$ be its maximum queue length, then we have

$$
\begin{equation*}
R_{\max }^{(i)}=\mu+\alpha_{i}\left(T_{q}^{(i)}+T_{b}+T_{f}\right) \tag{2.13}
\end{equation*}
$$

where $T_{q}^{(i)}=\sqrt{\frac{2 Q_{h}}{\alpha_{i}}}$ is the time for the queue length to grow from 0 to $Q_{h}, \alpha_{1}=\alpha_{g o a l}^{h}=$ $\alpha_{g o a l}^{l} / q$ and $\alpha_{2}=q \alpha_{1}=\alpha_{g o a l}^{l}$. For convenience of presentation, we define

$$
\begin{equation*}
T_{m a x}^{(i)} \triangleq T_{b}+T_{q}^{(i)}+T_{f}=T_{b}+\sqrt{\frac{2 Q_{h}}{\alpha_{i}}}+T_{f} \tag{2.14}
\end{equation*}
$$

which is the time for $R(t)$ to increase from $\mu$ to its maximum $R_{m a x}^{(i)}$ by exercising linear rate-increase control. Then, the maximum queue length is expressed as

$$
\begin{equation*}
Q_{\max }^{(i)}=\int_{0}^{T_{m a x}^{(i)}} \alpha_{i} t d t+\int_{0}^{T_{d}^{(i)}}\left(R_{\max }^{(i)} e^{-\left(1-\beta_{i}\right) \frac{t}{\Delta}}-\mu\right) d t \tag{2.15}
\end{equation*}
$$

where $T_{d}^{(i)}$ is the time for $R(t)$ to drop from $R_{\max }^{(i)}$ back to $\mu$ (i.e., the BW, see Figure 2.5), and is obtained, by letting $R\left(T_{d}^{(i)}\right)=\mu$, as

$$
\begin{equation*}
T_{d}^{(i)}=-\frac{\Delta}{\left(1-\beta_{i}\right)} \log \frac{\mu}{R_{\max }^{(i)}} \tag{2.16}
\end{equation*}
$$

Thus, we obtain

$$
\begin{equation*}
Q_{\max }^{(i)}=\frac{\alpha_{i}}{2}\left[T_{\max }^{(i)}\right]^{2}+\frac{\Delta}{1-\beta_{i}}\left[\alpha_{i} T_{\max }^{(i)}+\mu \log \frac{\mu}{R_{\max }^{(i)}}\right] . \tag{2.17}
\end{equation*}
$$

Letting $T_{l}^{(i)}$ be the period for $Q(t)$ to decrease from $Q_{\max }^{(i)}$ to $Q_{l}$, we have

$$
\begin{equation*}
Q_{\max }^{(i)}-Q_{l}=\int_{0}^{T_{l}^{(i)}} \mu\left(1-e^{-\left(1-\beta_{i}\right) \frac{t}{L}}\right) d t \tag{2.18}
\end{equation*}
$$

So, $T_{l}^{(i)}$ is the non-negative real root of non-linear equation:

$$
\begin{equation*}
e^{-\left(1-\beta_{i}\right) \frac{\tau_{l}^{(i)}}{\Delta}}+\frac{1-\beta_{i}}{\Delta}\left[T_{l}^{(i)}-\frac{Q_{\max }^{(i)}-Q_{l}}{\mu}\right]-1=0 \tag{2.19}
\end{equation*}
$$

Then, the minimum rate is given by $R_{\min }^{(i)}=\mu e^{-\left(1-\mathcal{\beta}_{i}\right) \frac{T_{i}^{(i)}+T_{b}+T_{f}}{\Delta}}$.
The control period is determined by

$$
\begin{equation*}
T=\sum_{i=1}^{2} T_{i}=\sum_{i=1}^{2}\left[T_{q}^{(i)}+T_{d}^{(i)}+T_{l}^{(i)}+2 \tau+T_{\tau}^{(i)}\right] \tag{2.20}
\end{equation*}
$$

where $T_{r}^{(i)}=\left(\mu-R_{m i n}^{(i)}\right) / \alpha_{i+1}$ is the time for $R(t)$ to grow from $R_{m i n}^{(i)}$ to $\mu$ with the increase-rate parameter $\alpha_{i+1}\left(\alpha_{3}=\alpha_{1}\right)$. Note that each $T_{i}$ contains two RTTs, which correspond to the two transitions of $R(t)$ (from linear to exponential and then back to linear).

The average equilibrium throughput, denoted by $\bar{R}$, can be calculated by averaging $R(t)$ over control period $T$ as follows

$$
\begin{equation*}
\bar{R}=\frac{1}{T} \sum_{i=1}^{2}\left[\int_{0}^{T_{\max }^{(i)}}\left(\mu+\alpha_{i} t\right) d t+\int_{0}^{T_{e}^{(i)}}\left(R_{\max }^{(i)} e^{-\left(1-\beta_{i}\right) \frac{t}{\Delta}}\right) d t+\int_{0}^{T_{r}^{(i)}}\left(R_{\min }^{(i)}+\alpha_{i+1} t\right) d t\right] \tag{2.21}
\end{equation*}
$$

where $T_{e}^{(i)}=T_{d}^{(i)}+T_{l}^{(i)}+\tau$ is the time spent on exponential-decrease rate control within the $i$-th cycle. The above equation is reduced to:

$$
\begin{equation*}
\bar{R}=\frac{1}{T} \sum_{i=1}^{2}\left[\mu T_{\max }^{(i)}+\frac{\alpha_{i}}{2}\left[T_{\max }^{(i)}\right]^{2}+R_{\max }^{(i)}\left(\frac{\Delta}{1-\beta_{i}}\right)\left(1-e^{-\left(1-\beta_{i}\right) \frac{T_{\varepsilon}^{(i)}}{\Delta}}\right)+T_{r}^{(i)} R_{\min }^{(i)}+\frac{\alpha_{i+1}}{2}\left[T_{r}^{(i)}\right]^{2}\right] \tag{2.22}
\end{equation*}
$$



Figure 2.6: Equilibrium-state performance evaluation: average throughput $\bar{R}$ vs. $q$

### 2.5.2 Equilibrium-State Performance Evaluation

Assume (i) the bottleneck link bandwidth $\mu=155 \mathrm{Mbps}$ ( 367 cells $/ \mathrm{ms}$ ) and $C_{\text {max }}=$ 750 cells, and (ii) the bottleneck is detected at a node farthest away from the source, so, $T_{b}=T_{f}=1 \mathrm{~ms}$ and $\tau=T_{b}+T_{f}=2 \mathrm{~ms}$. Also, we use $\Delta=0.5 \tau=1 \mathrm{~ms}, Q_{h}=50$ cells, $Q_{l}=25$ cells, and the initial source rate $R_{0}=\mu$ as we are dealing with equilibrium state.

Figure 2.6 plots $\bar{R}$ vs. $q$ for different values of $Q_{\text {goal }}$, which are obtained from the analysis and the simulations. ${ }^{8}$ We first focus on the ideal case where $Q_{\text {goal }}=\frac{1}{2}$ ( $Q_{\text {goal }}^{h}+$ $Q_{\text {goal }}^{l}$ ), i.e., $Q_{\max }^{(n)}$ fluctuates symmetrically above and below $Q_{\text {goal }}$. Figure 2.6 shows that $\bar{R}$ monotonically increases as $q$ grows from 0.1 to 1.0. This is expected since a smaller $q$ leads to a larger fluctuation of $R_{\max }^{(n)}$ and $Q_{\max }^{(n)}$, which defeats the equilibrium-state performance of $\bar{R}$. When $q$ gets larger, the fluctuation amplitudes of $Q_{\max }^{(n)}$ and $R_{\max }^{(n)}$ get smaller, as shown in Theorem 2.4.3. In the extreme case when $q \rightarrow 1$ ( $q$ cannot be equal to 1 since $q=1$ means that the $\alpha$-control is shut down), $R_{\max }^{(n)}$ approaches a constant value, and the

[^6]

Figure 2.7: Equilibrium-state performance evaluation: maximum queue length $Q_{\max }$ vs. $q$ equilibrium-state performance of $\bar{R}$ attains its maximum. Figure 2.6 also indicates that for the same value of $q$, a smaller value of $Q_{\text {goal }}=k C_{m a x}, 0<k<1$, leads to a larger $\bar{R}$ in equilibrium state, which is also consistent with our observations in [7], since a smaller $Q_{\text {goal }}$ implies a smaller $\alpha_{\text {goal }}$. In summary, Figure 2.6 shows (i) an increasingly sharp drop in $\bar{R}$ when $q$ gets smaller than 0.4 , and (ii) a slow gain in $\bar{R}$ when $q>0.6$, providing information on how to select $q$ for the $\alpha$-control to operate in a balanced region within which an optimal balance between average throughput and response speed is achieved. In addition, Figure 2.6 shows that the analytical results based on the fluid modeling fit the simulation results well. The slight discrepancy is due to the RM-cell processing and queuing delays, and the fluid analysis approximation.

Although $Q_{\text {goal }}$ can be anywhere between $Q_{\text {goal }}^{l}$ and $Q_{\text {goal }}^{h}$, depending on $\alpha_{0}$, in order to analyze how $q$ affects the maximum buffer requirement, we consider the worst case when $Q_{\text {goal }} \tilde{\geq} Q_{\text {goal }}^{l}$. Figure 2.7 plots $Q_{\max }$ vs. $q$ in the worst case of buffer requirement. $Q_{\max }$ is observed to increase as $q$ decreases, which makes sense since a smaller $q$ implies a larger
fluctuation amplitude of $Q_{\max }^{(n)}$. Moreover, when $q$ is very small, particularly below the range of $0.4-0.6, Q_{\max }$ shoots up quickly. Also, when $q$ is beyond the range of $0.4-0.6, Q_{\max }$ drops slowly as $q$ increases. Again, we observe that the analytical results are verified by the simulation results, since the latter closely matches the former in terms of the maximum buffer requirement, as shown in Figure 2.7

### 2.5.3 Transient-State Analysis

An equilibrium state can be broken by either the change of the multicast-tree bottleneck from one path to another with different flow control parameters; or the change of available bandwidth due to the variation of cross traffic or the number of active VCs (Virtual Circuits). After an equilibrium state is broken, the system experiences a certain period of transient state, during which the system typically converges to a new equilibrium state if any. Thus, the transient-state analysis is mainly targeted to characterize the system dynamics while the multicast-tree bottleneck path is still in progress of changing or converging to a path; or the bottleneck's available bandwidth for this multicast connection is changing due to the variation of cross-traffic. Here, the transient-state analysis mainly focuses on the case where the system's entry to the transient state is caused by the change of the multicast-tree bottleneck from one path to another with the different RTTs ( $\tau$ ). The system can move to transient state due to the variation of RTT $\tau$ in two different cases: (I) $\alpha_{0}>\alpha_{\text {goal }}^{h}$, the rate convergence is underdamped, and (II) $\alpha_{0}<\alpha_{\text {goal }}^{l}$, the rate convergence is overdamped, where $\alpha_{\text {goal }}^{h}$ and $\alpha_{\text {goal }}^{l}$ are functions of $Q_{\text {goal }}, p, q, \tau$, and $\mu$.

Denote the rate-gain parameter at the beginning of transient state by $\alpha_{0}$. Let the new multicast-tree bottleneck's target rate-gain parameter be $\widetilde{\alpha_{\text {goal }}}$ which corresponds to the new multicast-tree bottleneck path's RM-cell RTT $\widetilde{\tau}$ and target bandwidth $\widetilde{\mu}$. The following theorem gives a formula to calculate the number of transient cycles.

Theorem 2.5.1 Consider a multicast-tree bottleneck characterized by $Q_{g o a l}, Q_{h}, p$, and $q$. If the initial rate-gain parameter $\alpha=\alpha_{0}$, the new $R M$-cell $R T T \tau=\bar{\tau}$, and new target
bandwidth $\mu=\tilde{\mu}$, then the number of transient cycles, $N$, is determined by

$$
N= \begin{cases}\left\lfloor\log \left(\frac{\widetilde{\alpha_{\text {gool }}}}{\alpha_{0}}\right) / \log q\right] ; & \text { if } \alpha_{0}>\widetilde{\alpha_{\text {goal }}}  \tag{2.23}\\ \left\lceil\left(\widetilde{\alpha_{\text {goal }}}-\alpha_{0}\right) / p\right\rceil ; & \text { if } \alpha_{0} \leq \widetilde{\alpha_{\text {goal }}}\end{cases}
$$

where $\widetilde{\alpha_{\text {goal }}}$ is the non-negative real root of non-linear equation:
and can be approximated as

$$
\begin{equation*}
\widetilde{\alpha_{\text {goal }}} \approx\left(\frac{\sqrt{Q_{\text {goal }}}-\sqrt{2 Q_{h}}}{\widetilde{\tau}}\right)^{2} \tag{2.25}
\end{equation*}
$$

if $Q_{\text {goal }}$ is small.
Proof. The proof is provided in Appendix E.

Let $R_{\text {peak }}^{(i)}$ and $Q_{\text {peak }}^{(i)}$ be the peak source rate and queue length, respectively, in the $i$-th transient cycle, $i=1,2, \cdots, N(\geq 1)$ (by assuming $\alpha_{0} \geq \frac{1}{q} \widetilde{\alpha_{g o a l}}$ or $\alpha_{0} \leq \widetilde{\alpha_{\text {goal }}}-p$ ). Let's start from the first transient cycle, or $i=1$. Since the rate-increase function in the first transient cycle is $R(t)=R_{0}+\alpha_{0} t$, we have

$$
\begin{equation*}
R_{\text {peak }}^{(1)}=R_{0}+\alpha_{0}\left(T_{q}^{(1)}+\tilde{\tau}\right) \tag{2.26}
\end{equation*}
$$

where $T_{q}^{(1)}=\frac{1}{\alpha_{0}}\left[-\left(R_{0}-\tilde{\mu}\right)+\sqrt{\left(R_{0}-\widetilde{\mu}\right)^{2}+2 \alpha_{0} Q_{h}}\right]$ is obtained by solving the following equation:

$$
\begin{equation*}
Q_{h}=\int_{0}^{T_{q}^{(1)}}(R(t)-\tilde{\mu}) d t . \tag{2.27}
\end{equation*}
$$

For convenience, let $T_{\text {peak }}^{(1)} \triangleq T_{q}^{(1)}+\tilde{\tau}$ be the time for $R(t)$ to increase from $R_{0}$ to $R_{p e a k}^{(1)}$. Then, the peak queue length can be obtained as:

$$
\begin{equation*}
Q_{p e a k}^{(1)}=\int_{0}^{T_{\text {peak }}^{(1)}}\left(R_{0}+\alpha_{0} t-\tilde{\mu}\right) d t+\int_{0}^{T_{d}^{(1)}}\left(R_{p e a k}^{(1)} e^{-\left(1-\beta_{0}\right) \frac{\epsilon}{\Delta}}-\tilde{\mu}\right) d t \tag{2.28}
\end{equation*}
$$

where $T_{d}^{(1)}=-\frac{\Delta}{\left(1-\beta_{0}\right)} \log \frac{\tilde{\tilde{(1}}}{R_{\text {peak }}^{(1)}}$ is the time for $R(t)$ to drop from $R_{\text {peak }}$ back to $\tilde{\mu}$. Reducing Eq. (2.28) gives

$$
\begin{equation*}
Q_{\text {peak }}^{(1)}=\left(R_{0}-\tilde{\mu}\right) T_{\text {peak }}^{(1)}+\frac{\alpha_{0}}{2}\left[T_{\text {peak }}^{(1)}\right]^{2}+\frac{\Delta}{1-\beta_{0}}\left[\alpha_{0} T_{\text {peak }}^{(1)}+\left(R_{0}-\widetilde{\mu}\right)+\widetilde{\mu} \log \frac{\tilde{\mu}}{R_{\text {peak }}^{(1)}}\right] \tag{2.29}
\end{equation*}
$$

When $R_{0}=\tilde{\mu}$, Eq. (2.29) reduces to Eq. (2.17), which is consistent with the fact that $Q_{\max }^{(i)}$ is the special case of $Q_{p e a k}^{(1)}$ with $R_{0}=\widetilde{\mu}$.

To compute the first transient-state cycle, we need to find $T_{l}^{(1)}$ which is the non-negative real root of nonlinear equation:

$$
\begin{equation*}
e^{-\left(1-\beta_{0}\right) \frac{\tau_{l}^{(1)}}{\Delta}}+\left(\frac{1-\beta_{0}}{\Delta}\right) T_{l}^{(1)}-\left[\left(\frac{Q_{\text {peak }}^{(1)}-Q_{l}}{\widetilde{\mu}}\right)\left(\frac{1-\beta_{0}}{\Delta}\right)+1\right]=0 . \tag{2.30}
\end{equation*}
$$

The period of this transient-state cycle is

$$
\begin{equation*}
T^{(1)}=T_{q}^{(1)}+T_{d}^{(1)}+T_{l}^{(1)}+2 \widetilde{\tau}+T_{r}^{(1)} \tag{2.31}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{r}^{(1)}=\frac{\widetilde{\mu}}{\alpha_{1}}\left(1-e^{-\left(1-\beta_{0}\right) \frac{T_{1}^{(1)}+\bar{\tau}}{\Delta}}\right) \tag{2.32}
\end{equation*}
$$

is the time for $R(t)$ to reach $\tilde{\mu}$ from its lowest value in the first transient cycle.
The average throughput during the first transient-state cycle is expressed by

$$
\begin{align*}
\bar{R}^{(1)}= & \frac{1}{T^{(1)}}\left[R_{0} T_{p e a k}^{(1)}+\frac{\alpha_{0}}{2}\left[T_{p e a k}^{(1)}\right]^{2}+R_{p e a k}^{(1)}\left(\frac{\Delta}{1-\beta_{0}}\right)\left(1-e^{-\left(1-\beta_{0}\right) \frac{T_{d}^{(1)}+T_{1}^{(1)}+\bar{\tau}}{\Delta}}\right)\right. \\
& \left.+T_{\Gamma}^{(1)}\left(\widetilde{\mu} e^{-\left(1-\beta_{0}\right) \frac{T_{1}^{(1)}+\bar{\tau}}{\Delta}}\right)+\frac{\alpha_{1}}{2}\left[T_{\Gamma}^{(1)}\right]^{2}\right] \tag{2.33}
\end{align*}
$$

Now, let's consider cases for $2 \leq i \leq N$ ( $N$ is given by Eq. (2.23) of Theorem 2.5.1). Since the performance parameters are derived similarly to the case of $i=1$, we only give the final expressions for the average throughput, the peak queue length, and the length of the $i$-th
transient cycle $(2 \leq i \leq N)$ :

$$
\begin{align*}
\bar{R}^{(i)}= & \frac{1}{T^{(i)}}\left[\widetilde{\mu} T_{p e a k}^{(i)}+\frac{\alpha_{i-1}}{2}\left[T_{p e a k}^{(i)}\right]^{2}+R_{p e a k}^{(i)}\left(\frac{\Delta}{1-\beta_{i-1}}\right)\left(1-e^{-\left(1-\beta_{i-1}\right) \frac{\tau_{\tau}^{(i)}+\tau_{\tau}^{(i)}+\tilde{\tau}}{\Delta}}\right)\right. \\
& \left.+T_{r}^{(i)}\left(\tilde{\mu} e^{-\left(1-\beta_{i-1}\right) \frac{\tau_{l}^{(i)+\tilde{\tau}}}{\Delta}}\right)+\frac{\alpha_{i}}{2}\left[T_{r}^{(i)}\right]^{2}\right]  \tag{2.34}\\
Q_{p e a k}^{(i)}= & \frac{\alpha_{i-1}}{2}\left[T_{p e a k}^{(i)}\right]^{2}+\alpha_{i-1} \frac{\Delta}{\left(1-\beta_{i-1}\right)} T_{p e a k}^{(i)}+\widetilde{\mu} \frac{\Delta}{\left(1-\beta_{i-1}\right)} \log \frac{\widetilde{\mu}}{R_{p e a k}^{(i)}}  \tag{2.35}\\
T^{(i)}= & \sqrt{\frac{2 Q_{h}}{\alpha_{i-1}}}+T_{d}^{(i)}+T_{l}^{(i)}+T_{r}^{(i)}+2 \tilde{\tau} \tag{2.36}
\end{align*}
$$

where

$$
\begin{align*}
T_{p e a k}^{(i)} & =\tilde{\tau}+\sqrt{\frac{2 Q_{h}}{\alpha_{i-1}}},  \tag{2.37}\\
R_{p e a k}^{(i)} & =\widetilde{\mu}+\alpha_{i-1} T_{\text {peak }}^{(i)},  \tag{2.38}\\
T_{d}^{(i)} & =\frac{-\Delta}{1-\beta_{i-1}} \log \frac{\widetilde{\mu}}{R_{p e a k}^{(i)}},  \tag{2.39}\\
T_{r}^{(i)} & =\frac{\widetilde{\mu}}{\alpha_{i}}\left[1-e^{-\left(1-\beta_{i-1}\right) \frac{T_{i}^{(i)}+\bar{\tau}}{\Delta}}\right] \tag{2.40}
\end{align*}
$$

and $T_{l}^{(i)}$ is the non-negative real root of the following non-linear equation:

$$
\begin{equation*}
e^{-\left(1-\beta_{i-1} \frac{\tau_{1}^{(i)}}{\Delta}\right.}+\left(\frac{1-\beta_{i-1}}{\Delta}\right) T_{l}^{(i)}-\left[\left(\frac{Q_{p e a k}^{(i)}-Q_{l}}{\widetilde{\mu}}\right)\left(\frac{1-\beta_{i-1}}{\Delta}\right)+1\right]=0 . \tag{2.41}
\end{equation*}
$$

The entire transient-state period is then $T_{t r a n}=\sum_{i=1}^{N} T^{(i)}$, and its average throughput is expressed by

$$
\begin{equation*}
\bar{R}_{\text {tran }}=\frac{1}{T_{\text {tran }}} \sum_{i=1}^{N} \bar{R}^{(i)} T^{(i)} . \tag{2.42}
\end{equation*}
$$

The peak queue length for the case of $\alpha_{0}>\alpha_{\text {goal }}^{h}$ is $Q_{\text {peak }}=Q_{\text {peak }}^{(1)}$. Here $N$ is given by Eq. (2.23) of Theorem 2.5.1, and $\alpha_{i}$ is determined by the $\alpha$-control law defined in Eq. (2.5).

### 2.5.4 Transient-State Performance Evaluation

Using the analytical results, we derived numerical solutions to evaluate transient-state performance. Assume the same flow-control parameter settings as in the equilibrium-state


Figure 2.8: Transient-state performance evaluation: No. of Tran-cycles $N$ vs. $\left(\tau_{\max }-\tau_{\min }\right)$. analysis, except that $C_{\text {max }}=700$ cells and $Q_{g o a l}=\frac{1}{2} C_{\max }=350$ cells, and $\alpha_{0}$ is specified by $\mu_{0}=367$ cells $/ \mathrm{ms}$ and $\tau_{0}=2 \mathrm{~ms}$. To study the worst case, we let the initial $\tau_{0}=\tau_{\text {min }} \triangleq$ $\min _{i \in\{1,2, \cdots, n\}}\left\{\tau_{i}\right\}$ and $\widetilde{\tau}=\tau_{\max } \triangleq \max _{i \in\{1,2, \cdots, n\}}\left\{\tau_{i}\right\}$ of a multicast VC with $n$ paths. Also, assume $\tilde{\mu}=267$ cells/ms. Figure 2.8 plots $N$, obtained numerically by Eq. (2.23) and simulations using the $\operatorname{NetSim}[31]$, vs. ( $\tau_{\max }-\tau_{\min }$ ) for different values of $q . N$ is found to increase stepwise monotonically with ( $\tau_{\max }-\tau_{\text {min }}$ ). This is expected since a large variation in RM-cell RTT requires more transient cycles to converge to the new optimal equilibrium state. A smaller $q$ results in a fewer number of transient cycles. Thus, $q$ measures the speed of convergence. These observations have been exactly duplicated by simulations, thus verifying Theorem 2.5.1. Figure 2.9 shows the numerical and simulation results for $Q_{\text {peak }}$ vs. $\left(\tau_{\max }-\tau_{\min }\right)$ with $Q_{\text {goal }}$ varying, where we assume $R_{0}=367$ cells $/ \mathrm{ms}, \tilde{\mu}=347$ cells $/ \mathrm{ms}, \tau_{\min }=\tau_{0}=2 \mathrm{~ms}$, and $C_{\max }=700$ cells. $Q_{\text {peak }}$ is observed to shoot up quickly with ( $\tau_{\max }-\tau_{\min }$ ), further justifying the necessity of $\alpha$-control, and a larger target buffer occupancy is found to result in a faster increase of $Q_{\text {peak }}$. The simulation results closely


Figure 2.9: Transient-state performance evaluation: Peak que-length $Q_{\text {peak }}$ vs. ( $\tau_{\text {max }}-\tau_{\text {min }}$ ). match the analytical results as shown in Figure 2.9.

### 2.5.5 The Greatest Lower Bound for the Target Buffer Occupancy

How to choose the target buffer occupancy $Q_{g o a l}$ is a practically important design problem associated with the $\alpha$-control. Usually, as long as $Q_{\text {goal }}$ can ensure the full bandwidth utilization, a small $Q_{\text {goal }}$ is desired, because a large $Q_{\text {goal }}$ may increase queuing delay and delay variations, affecting the network dynamics and stability. Using the analytical results derived in Section 2.5.1, the theorem given below finds the greatest lower bound for $Q_{g o a l}$ and its relationships with $\alpha, \tau$, and $Q_{h}$.

Theorem 2.5.2 Consider a connection flow-controlled by the proposed rate-control scheme described by Eqs. (2.2) and (2.3). If (i) the upper queue-length threshold $Q_{h}<\frac{1}{2} \xi<\infty$, (ii) its $R T T \tau>0$, and (iii) the rate-gain parameter $\alpha$ is controlled by the $\alpha$-control law defined in Eq. (2.5), then the following claims hold:

Claim 1: The greatest lower bound of $Q_{g o a}\left(\alpha_{n}, \tau\right)$ under the $\alpha$-control defined in Eq. (2.5)
exists and is determined by:

$$
\begin{equation*}
\inf _{\tau>0, \alpha_{n}>0, n=1,2, \ldots, \infty}\left\{Q_{g \circ a l}\left(\alpha_{n}, \tau\right)\right\}=2 Q_{h} \tag{2.43}
\end{equation*}
$$

Claim 2: The right-hand limit of $Q_{g o a}(\alpha, \tau)$ at $\alpha=0$ in the continuous-domain of $\alpha$ exists and is determined by:

$$
\begin{equation*}
\lim _{\alpha \downarrow 0} Q_{g o a l}(\alpha, \tau)=2 Q_{h} \tag{2.44}
\end{equation*}
$$

where all variables are the same as defined in Section 2.4.3 and Section 2.5.1.

Proof. The detailed proof is provided in Appendix F

Remarks on Theorem 2.5.2: Claim 1 derives the greatest lower bound of $Q_{\text {goal }}(\alpha, \tau)$ under the proposed $\alpha$-control law, showing that $Q_{\text {goal }}$ must be at least larger than $2 Q_{h}$ for $\alpha>0$ and $\tau>0$. Claim 2 shows that $\alpha$ must approach 0 for $Q_{\text {goal }}(\alpha, \tau)$ to converge to its greatest lower bound $2 Q_{h}$. Combining Claim 1 and Claim 2, we choose $Q_{g o a l} \gg 2 Q_{h}$ as specified in Section 2.2. Theorem 2.5.2 also provides the network designer with an explicit guidance in selecting $Q_{h}$ for any desired target buffer occupancy $Q_{g o a l}$ and the given buffer capacity $C_{\max }$ at routers. As shown in [32], $Q_{\max }(\alpha, \tau)$ increases as $Q_{h}$ increases, and so does $Q_{\text {goal }}(\alpha, \tau)$. On the other hand, too small a $Q_{h}$ is also undesirable because too small a $Q_{h}$ may decrease the bandwidth utilization.

### 2.5.6 Packet-Loss Analysis

Since the buffer size at routers is always finite, in this section we focus on the case where packets are lost due to buffer overflow.

### 2.5.6.1 Packet-Loss Calculation

To quantitatively evaluate the loss-control performance of the proposed scheme, we introduce the following definition:

Definition 2.5.1 The packet-loss rate, denoted by $\gamma$, is the percentage of the lost packets among all the transmitted packets and the link-transmission efficiency, denoted by $\eta$, is the fraction of packets successfully transmitted (without retransmitting them) among all packets transmitted. Then $\gamma$ and $\eta$ in one rate-control cycle are expressed as:

$$
\begin{equation*}
\gamma \triangleq \frac{\rho}{T \bar{R}} \quad \text { and } \quad \eta \triangleq 1-\gamma=1-\frac{\rho}{T \bar{R}} \tag{2.45}
\end{equation*}
$$

where $T$ is the rate-control cycle specified by Eq. (2.20), $\rho$ is the number of lost packets during $T$, and $\bar{R}$ is the average throughput determined by Eq. (2.22).

The link-transmission efficiency $\eta$ is an important metric for flow and error control since it measures the percentage of link bandwidth used by successfully-transmitted packets. The following theorem gives an explicit formula to calculate the number $\rho$ of packet losses from which both $\eta$ and $\gamma$ can be derived.

Theorem 2.5.3 If a connection with buffer capacity $Q_{h}<\xi<\infty$ is under the ratecontrol scheme described by the state equations (2.2)-(2.3) and the $\alpha$-control law defined in Eq. (2.5), then the number, $\rho$, of lost packets during one rate-control cycle $T$ is determined by:

$$
\rho= \begin{cases}\frac{1}{2} \alpha\left(T_{\max }^{2}-t_{\xi}^{2}\right)-\mu T_{d}+R_{\max } \frac{\Delta}{1-\beta}\left[1-e^{-\frac{1-\beta}{\Delta} T_{d}}\right] ; & \text { if } t_{\xi} \leq T_{\max }  \tag{2.46}\\ \mu\left(t_{\xi}-T_{\max }-T_{d}\right)+R_{\max } \frac{\Delta}{1-\beta}\left[e^{-\frac{1-\beta}{\Delta}\left(t_{\xi}-T_{\max }\right)}-e^{-\frac{1-\beta}{\Delta} T_{d}}\right] ; & \text { if } t_{\xi}>T_{\max }\end{cases}
$$

where all variables are the same as defined in Section 2.5.1, except that $t_{\xi}=\sqrt{\frac{2 \xi}{\alpha}}$ if $\xi \leq$ $\frac{1}{2} \alpha T_{m a x}^{2}$ (i.e., $t_{\xi}=\sqrt{\frac{2 \xi}{\alpha}} \leq T_{m a x}$, which determines the value of variable $t_{\xi}$ for the condition used in the first part of Eq. (2.46)); else $t_{\xi}$ is the non-negative real root of the following non-linear equation, which determines the value of variable $t_{\xi}$ for the condition used in the


Figure 2.10: Number of lost packets ( $\rho$ ) vs. $\alpha$.
second part of Eq. (2.46):

$$
\begin{align*}
& \frac{1}{2} \alpha T_{\max }^{2}+R_{\max } \frac{\Delta}{1-\beta}\left(1-e^{-(1-\beta) \frac{t_{\xi}-T_{\max }}{\Delta}}\right) \\
& \quad-\mu\left(t_{\xi}-T_{\max }\right)-\xi=0, \quad \text { if } \xi>\frac{1}{2} \alpha T_{\max }^{2} \tag{2.47}
\end{align*}
$$

Proof. The detailed proof is provided in Appendix H.

### 2.5.6.2 Performance Evaluation of Loss Control

Consider the bottleneck with $\mu=367$ packets/ms ( 155 Mbps ), $\xi=400$ packets; $Q_{h}$ $=50$ packets, and $q=0.6$. Fig. 2.10 plots the number of lost packets, $\rho$, obtained from Eq. (2.46), against $\alpha$ for different RTTs $\tau$ 's. Note that $\rho$ increases with $\alpha$, and for a given $\alpha$, $\rho$ gets larger as $\tau$ increases. It is therefore necessary to apply $\alpha$-control to reduce the packet


Figure 2.11: Link-transmission efficiency ( $\eta$ ) vs. $\alpha$.
losses due to the increase in the number and RTT of cross-traffic flows. Packet losses cause retransmissions, and thus affect link-transmission efficiency $\eta$. In Fig. 2.11, $\eta$ is plotted against $\alpha$ for the same parameters. As illustrated in Fig. 2.11, $\eta=1$ at the beginning, implying that there is no retransmission (loss) if $\alpha$ is controlled to be small enough under the $\alpha$-control for any given $\tau$. As $\alpha$ increases, Fig. 2.11 shows that $\eta$ is a decreasing function of $\alpha$, and drops faster for larger $\tau$ 's. For instance, $\gamma=1-\eta \leq 2 \%$ of packets need to be retransmitted if $\alpha$ is controlled to be smaller than 50 packets $/ \mathrm{ms}^{2}$ for $\tau=2 \mathrm{~ms}$, but to keep $\eta \geq 98 \%$ for $\tau=3.2 \mathrm{~ms}, \alpha$ needs to be limited to no larger than 22 packets $/ \mathrm{ms}^{2}$. Using the NetSim [31], we also simulated packet losses and link-transmission efficiency, which agree well with the numerical results (see Figs. 2.10-2.11).

### 2.6 Multiple Multicast Connections

We now model and analyze the convergence properties of the proposed scheme for $M$ ( $>1$ ) concurrent multicast connections that share a common multicast-tree bottleneck.

### 2.6.1 Efficiency and Fairness of the $\alpha$-Control

Since $Q_{\max }(\alpha)$ is a one-to-one mapping function between $Q_{\max }$ and $\alpha$ as shown in Eq. (2.17), buffer-allocation control can be handled equivalently by $\alpha$-allocation control. We introduce the following criteria to evaluate the $\alpha$-control law for buffer management in terms of $\alpha$-allocation.

Definition 2.6.1 Let vector $\alpha(k)=\left(\alpha_{1}(k), \cdots, \alpha_{n}(k)\right)$ be the rate-gain parameters at time $k$ for $n$ multicast connections sharing a common bottleneck characterized by $\alpha_{\text {goal }}=$ $Q_{\max }^{-1}\left(Q_{g o a l}\right)$. The efficiency of $\alpha$-allocation is measured by the distance between the superposed $\alpha$-allocation, $\alpha_{t}(k) \triangleq \sum_{i=1}^{n} \alpha_{i}(k)$, and its target value $\alpha_{g o a l}$.

Neither over-allocation $\alpha_{t}(k)>\alpha_{g o a l}$, nor under-allocation $\alpha_{t}(k)<\alpha_{g o a l}$ is desirable and efficient, as over-allocation may result in packet losses and under-allocation yields poor transient response, buffer utilization, and transmission throughput. The goal of $\alpha$-control is to drive the total or aggregate $\alpha$-allocation $\alpha_{t}(k)$ of $\alpha(k)$ to $\alpha_{g o a l}$ as close and as fast as possible from any initial state.

Definition 2.6.2 The fairness of $\alpha$-allocation $\boldsymbol{\alpha}(k)=\left(\alpha_{1}(k), \cdots, \alpha_{n}(k)\right)$ for $n$ multicast connections of the same priority sharing the common bottleneck at time $k$ is measured by the fairness index $\phi(\alpha(k)) \triangleq \frac{\left[\sum_{i=1}^{n} \alpha_{i}(k)\right]^{2}}{n\left[\sum_{i=1}^{n} \alpha_{i}^{2}(k)\right]}$.

Notice that $\frac{1}{n} \leq \phi(\alpha(k)) \leq 1 . \phi(\alpha(k))=1$ if $\alpha_{i}(k)=\alpha_{j}(k), \forall i \neq j$, corresponding to the "best" fairness. $\phi(\alpha(k))=\frac{1}{n}$ if $\alpha$ is allocated to only one of $n$ active connections.

This corresponds to the "worst" fairness and $\phi(\alpha(k)) \rightarrow 0$ as $n \rightarrow \infty$. So, the fairness index $\phi(\alpha(k))$ should converge as close to 1 as possible as $k \rightarrow \infty$.

The $\alpha$-control is a negative feedback control over the rate-gain parameter, and computes $\alpha(k+1)$ based upon the current value $\alpha(k)$ and the feedback $B C N(k-1, k)$. Thus, $\alpha(k+1)$ can be expressed by the control function as $\alpha(k+1)=g(\alpha(k), B C N(k-1, k))$. For implementation simplicity, we only focus on a linear control function $g(\cdot, \cdot)$ by which we mean that $\alpha(k+1)=p+q \alpha(k)$, where coefficients $p$ and $q$ are determined by feedback information $B C N(k-1, k)$. The theorem given below describes the feasibility and optimality of the linear $\alpha$-control, which ensures the convergence of $\alpha$-control to the efficiency and fairness of buffer allocation as defined by Definitions 2.6.1 and 2.6.2.

Theorem 2.6.1 Suppose $n$ connections sharing a common bottleneck are synchronously flow-controlled by the proposed $\alpha$-control. Then, (1) in transient state, the $\alpha$-control law is feasible and optimal linear control in terms of convergence to the efficiency and fairness of buffer allocation; (2) in equilibrium state, the $\alpha$-control law is feasible and optimal linear control in terms of maintaining the efficiency and fairness of buffer allocation.

Proof. The detailed proof is provided in Appendix I.

Remarks on Theorem 2.6.1: Theorem 2.6.1 is an extension from bandwidth control [22] to buffer control, but differs from [22] as follows. Unlike the bandwidth control exerted at the control-packet transmission rate, the $\alpha$-control is exercised once every rate-control cycle. As a result, the $\alpha$-control distinguishes transient state from equilibrium state, and applies different control algorithms in these two states, which makes $\alpha_{t}(k)$ not only monotonically converge to, but also lock within, a small neighborhood of its target $\alpha_{\text {goal }}$. Since the total allocation $\alpha_{t}(k)$, or the number of connections, keeps on going up and down due to crosstraffic variations in real-world networks (or equivalently, the target $\alpha$-allocation for each connection is "moving" up and down), it suffices to ensure convergence to fairness/efficiency in transient state and maintain the achieved fairness/efficiency in equilibrium state.


Figure 2.12: $\alpha$-allocation convergence to efficiency and fairness: $\boldsymbol{\alpha}(k) \longrightarrow$ efficiency/fairness.
Using the analysis of Section 2.3, we consider two examples given below in a 2-dimensional space (for two connections) to show the convergence of $\alpha$-allocation under the $\alpha$-control in terms of efficiency and fairness. As shown in Figures 2.12 and 2.12, any $\alpha$-allocation of two connections at the $k$-th $\alpha$-control is represented as a point $\alpha(k)=\left(\alpha_{1}(k), \alpha_{2}(k)\right)$ in a 2-D space. All allocation points ( $\alpha_{1}, \alpha_{2}$ ) for which $\alpha_{1}+\alpha_{2}=\alpha_{g o a l}$ form the efficiency line, and all points for which $\alpha_{1}=\alpha_{2}$ form the fairness line which is a $45^{\circ}$ line. It is easy to verify that an additive increase, $\left(\alpha_{1}, \alpha_{2}\right)+p \triangleq\left(\alpha_{1}+p, \alpha_{2}+p\right)$, corresponds to moving up ( $p>0$ ) along the $45^{\circ}$ line, and a multiplicative decrease or increase, $q\left(\alpha_{1}, \alpha_{2}\right) \triangleq\left(q \alpha_{1}, q \alpha_{2}\right)(0<q<1$ or $q>1$ ), corresponds to moving along the line that connects the origin to ( $\alpha_{1}, \alpha_{2}$ ).

EXAMPLE 1. Let two connections sharing a bottleneck be $\alpha$-flow-controlled. The connection bottleneck is characterized by: $\mu=184$ packets $/ \mathrm{ms}, Q_{\text {goal }}=200$ packets, $Q_{h}=18$
packets, and $\tau=2 \mathrm{~ms}$ (so, $\alpha_{\text {goal }}=18$ packets $/ \mathrm{ms}^{2}$ ). Consider a scenario (see Fig. 2.12) where $\alpha_{\text {goal }}$ is equal to $\alpha_{\text {goal }}^{(1)}=18$ initially, but reduces to $\alpha_{\text {goal }}^{(2)}=6$ at the $k_{1}$-th $\alpha$-control, and then returns to $\alpha_{g o a l}^{(1)}$ after the $k_{2}$-th $\alpha$-control. The variation of $\alpha_{\text {goal }}$ is due to the variation in the number of connections between $n=2$ and $n=6$, or due to the variations in $\tau$ between $\tau^{(1)}=2 \mathrm{~ms}$ and $\tau^{(2)}=3.34 \mathrm{~ms}$. We take $q=0.8$ and $p=4$ for the two connections with $Q_{\text {goal }}=200$ and $\tau=2 \mathrm{~ms}$. Thus, $\frac{1}{2} p=2$ for each of the two connections. Suppose $\alpha(0)=(3.035,12.76)$ initially. Then, by $\alpha$-control, $\alpha(1)=\alpha(0)+2=$ $(5.035,14.76)$ and $\alpha(2)=0.8 \alpha(1)=(4.028,11.81)$ since $\alpha_{1}(0)+\alpha_{2}(0)=15.795<\alpha_{\text {goal }}^{(1)}$ and $\alpha_{1}(1)+\alpha_{2}(1)=19.795>\alpha_{\text {goal }}^{(1)}$. Thus, $\alpha$-control enters equilibrium state around $\alpha_{\text {goal }}^{(1)}$ during which $\alpha(k)$ fluctuates between (4.028, 11.81) and (5.035, 14.76). When $\alpha_{\text {goal }}$ reduces to $\alpha_{\text {goal }}^{(2)}$, equilibrium is broken and $\alpha(k)$ converges to a new equilibrium state multiplicatively in $5 \alpha$-control iterations, and fluctuates between ( $1.32,3.87$ ) and (1.65, 4.838). Finally, $\alpha_{g o a l}$ returns back to $\alpha_{g o a l}^{(1)}, \alpha(k)$ converges to the new equilibrium state additively through $3 \alpha$-control iterations and fluctuates between $(6.12,8.671)$ and (7.65, 10.838). We observe that in transient state, $\alpha$-control not only guarantees the monotonic convergence to the neighborhood of efficiency-line in both increase and decrease phases, but also improves the fairness index from $\phi(\alpha(0))=0.725$ to $\phi\left(\alpha\left(k_{3}\right)\right)=0.971$ as shown in Fig. 2.12, where $\alpha\left(k_{3}\right)$ $=(7.65,10.838)$ is closer to the fairness line than $\alpha(0)=(3.035,12.76)$.

EXAMPLE 2. The second example compares $\alpha$-control with the AIMD algorithm applied to $\alpha$ (see Fig. 2.13). The parameters and $\boldsymbol{\alpha}(0)$ are the same as in EXAMPLE 1 except that $\alpha_{\text {goal }}$ reduces to, and stays with, $\alpha_{\text {goal }}^{(2)}$ after $\alpha(k)$ reaches $\alpha(1)$. We observe that both schemes share the control trajectory from $\boldsymbol{\alpha}(0)$ to $\boldsymbol{\alpha}\left(k_{1}\right)$. However, after $\boldsymbol{\alpha}(k)$ is driven to $\boldsymbol{\alpha}\left(k_{1}\right)$, the two trajectories split. Under the $\alpha$-control, $\boldsymbol{\alpha}(k)$ converges to an equilibrium state and locks itself within a small neighborhood of $\alpha_{\text {goal }}^{(2)}:\{(1.32,3.87),(1.65,4.838)\}$. In contrast, under the AIMD algorithm, $\boldsymbol{\alpha}(k)$ does not confine itself within a small neighborhood of $\alpha_{\text {gool }}^{(2)}$ and, in fact, $\alpha(k)$ cannot even reach any equilibrium state. The resultant maximum buffer-allocation "overshoot" for the AIMD at $\alpha\left(k_{2}\right)$ is as high as $Q_{\max }^{\left(k_{2}\right)}-Q_{\text {goal }}$


Figure 2.13: $\alpha$-allocation convergence to efficiency and fairness: $\alpha$-control vs. AIMD.
$=261-200=61$ packets, which is about 9 times as large as that for $\alpha$-control (with the maximum overshoot equal to $Q_{\max }^{\left(k_{1}+1\right)}-Q_{\text {goal }}=207-200=7$ ). So, even though the AIMD algorithm is better than $\alpha$-control in term of speed of convergence to fairness, the AIMD's maximum buffer requirement and potential loss rate are much higher than $\alpha$-control, especially when the variation in the number of connections or RTT is large.

### 2.6.2 Fluid Modeling and Analytical Results

M (> 1) concurrent flow-controlled connections with a common multicast-tree bottleneck are modeled by a single buffer and a server shared by $M$ source rates $R_{i}(t)$. At time $t$ the aggregate arrival rate at the multicast-tree bottleneck is $\sum_{i=1}^{M} R_{i}\left(t-T_{f}^{(i)}\right)$. So, the
bottleneck's queue length function at time $t$ is

$$
Q(t)= \begin{cases}0 ; & \text { if } Q(t)=0 \wedge \sum_{i=1}^{M} R_{i}(t)<\mu  \tag{2.48}\\ \int_{t_{0}}^{t}\left\{\sum_{i=1}^{M} R_{i}\left(v-T_{f}^{(i)}\right)-\mu\right\} d v+Q\left(t_{0}\right) ; & \text { if (1) } \sum_{i=1}^{M} R_{i}(t)>\mu ; \text { or } \\ & \text { (2) } \sum_{i=1}^{M} R_{i}(t)<\mu \wedge Q(t)>0\end{cases}
$$

where $T_{f}^{(i)}$ is the forward delay for the $i$-th connection. Applying the same rate-control algorithm proposed in Section 2.2, for $i=1,2, \cdots, M$, we get:

$$
R_{i}(t)= \begin{cases}R_{i}\left(t_{0}\right)+\alpha^{(i)}\left(t-t_{0}\right) ; & \text { if } Q\left(t-T_{b}^{(i\rangle}\right)<Q_{l}  \tag{2.49}\\ R_{i}\left(t_{0}\right) e^{-\left(1-\beta^{(i)}\right) \frac{\left(t-t_{0}\right)}{\Delta_{i}} ;} & \text { if } Q\left(t-T_{b}^{(i)}\right) \geq Q_{h}\end{cases}
$$

The $\alpha$-control is applied in the same way as in the single multicast connection case, but $Q_{\max }^{(n)}$ is contributed, and $Q_{g o a l}$ is shared, by all $M$ connections.

Derivation of analytical results for multiple concurrent multicast connections is quite lengthy, thus omitted. Applying the derived analytical results to some simple multiple connection cases, we have already shown in [33] that the proposed scheme based on $\alpha$ control is stable and efficient, and outperforms the schemes without $\alpha$-control in dealing with RM-cell RTT and bandwidth variations, and achieving fairness in both buffer and bandwidth occupancies. Due to lack of space, we omit the analytical evaluation and refer the interested readers to [33] for more details. Instead, in the next section we present the simulation results to (1) verify the analytical results and (2) analyze the performance of the proposed scheme for more general cases where the locations, the number, and the bandwidth of multicast-tree bottlenecks vary with time.

### 2.6.3 Simulation Results

We conducted extensive simulations for concurrent multiple multicast VCs (Virtual Circuits) with multiple bottlenecks to study the performance of the proposed scheme with $\alpha$-control, and compare it with schemes without $\alpha$-control. By removing the assumptions


Figure 2.14: Simulation model for multiple multicast VCs.
made for the modeling analysis, the simulation experiments accurately capture the dynamics of real networks, such as the noise-effect of RM-cell RTT due to the randomness of network environments, and RM-cell processing and queuing delays, instantaneous variations of bottleneck bandwidths, which are very difficult to deal with analytically.

The simulated network is shown in Figure 2.14, which consists of 3 multicast VCs running through 4 switches $S W_{1}, S W_{2}, \cdots, S W_{4}$ connected by 3 links $L_{1}, L_{2}, L_{3} . S_{i}$ is the source of $\mathrm{VC}_{i}, i=1,2,3$, and $R_{i j}$ is $S_{i}$ 's $j$-th receiver. So, $\mathrm{VC}_{2}$ and $\mathrm{VC}_{3}$ share $L_{1}$ and $L_{3}$, respectively, with $\mathrm{VC}_{1} . S_{1}$ is a persistent ABR source which generates the main data traffic flow. $S_{2}$ and $S_{3}$ are two periodic on-off ABR sources with on-period $=360 \mathrm{~ms}$ and off-period $=1011 \mathrm{~ms}$, respectively, which mimic cross-traffic noises, causing the bandwidth to vary dynamically at the bottlenecks. We set $L_{i}$ 's bandwidth capacity $\mu_{i}$ to (1) $\mu_{1}=\mu_{3}$ $=155.52 \mathrm{Mbps}$ and (2) $\mu_{2}=300 \mathrm{Mbps}$, forcing the potential bottlenecks $L_{1}$ and $L_{3}$ to show up. Letting all links' delays be $1 \mathrm{~ms}, S_{1}$ 's RM-cell RTTs via $R_{16}, R_{17}, R_{18}$ equal 4 ms which is 2 times of $S_{1}$ 's RM-cell RTTs via $R_{11}, R_{12}, R_{13}$.

We implemented the simulation model by using the NetSim event-driven simulator [31]. The flow-control parameters used in the simulation remain the same as those used in the analytical solutions for comparison purposes. Specifically, $Q_{h}=50$ cells, $Q_{\text {goal }}=400$ cells, $\Delta=0.4 \mathrm{~ms}, q=0.6, p=16.67 \mathrm{cells} / \mathrm{ms}^{2}$, and $R_{0}=30 \mathrm{cells} / \mathrm{ms}^{2} \mathrm{VC}_{1}{ }^{\prime} \mathrm{s} \alpha_{0}=57.8 \mathrm{cells} / \mathrm{ms}^{2}$, $\mathrm{VC}_{2}$ and $\mathrm{VC}_{3}$ 's $\alpha_{0}=22.9$ cells $/ \mathrm{ms}^{2}$. We let $S_{1}$ start at $t=0, S_{2}$ at $t=160 \mathrm{~ms}$, and $S_{3}$ at $t=822 \mathrm{~ms}$ such that $S_{2}$ and $S_{3}$ generate the cross-traffic noises against the main data


Figure 2.15: Dynamics performance comparison between schemes with and without $\alpha$ control.
traffic flow at the potential bottlenecks $L_{1}$ and $L_{3}$ with the respective on-periods appearing alternately without any overlap in time. Consequently, as shown in Figures 2.15(a)-(f), the first two on-periods of $\mathrm{VC}_{2}$ and $\mathrm{VC}_{3}$ divide the first 1178 ms simulation time axis into the following 4 time periods (ms). $T_{1}=[0,160]$ where only $\mathrm{VC}_{1}$ is active; $T_{2}=[160,520]$ where both $\mathrm{VC}_{1}$ and $\mathrm{VC}_{2}$ are active; $T_{3}=[520,822]$ where only $\mathrm{VC}_{1}$ is active; $T_{4}=[822,1178]$ where both $\mathrm{VC}_{1}$ and $\mathrm{VC}_{3}$ are active. The simulation results for the two different schemes are summarized in Figures 2.15(a)-(f) and Figures 2.16(a)-(d), where all results with $\alpha$-control are plotted in Figures 2.15(a)-(c) and Figures 2.16(a)-(b) on the left, while those without

(a) $S W_{2}: Q_{21}(t), Q_{22}(t) \rightarrow$ fairness with $\alpha$-control

(b) $S W_{3}: Q_{s 1}(t), Q_{s s}(t) \rightarrow$ fairness with $\alpha$-control

(c) $S W_{2}: Q_{21}(t), Q_{22}(t) \nrightarrow$ fairness without $\alpha$-control

(d) $S W_{s}: Q_{s_{1}}(t), Q_{s s}(t) \nRightarrow$ fairness without $\alpha$-control

Figure 2.16: Buffer occupancy fairness comparison between schemes with and without $\alpha$ control.
$\alpha$-control are shown in Figures $2.15(\mathrm{~d})-(\mathrm{f})$ and Figures 2.16(c)-(d) on the right. Each individual performance measure with $\alpha$-control is compared with its counterpart without $\alpha$-control listed in the same row.
(1) During $T_{1}$. For the $\alpha$-controlled scheme, Figure $2.15(\mathrm{a})$ shows that $V C_{1}$ 's rate $R_{1}(t)$ converges to $L_{1}$ and $L_{3}$ 's capacity 367 cells $/ \mathrm{ms}\left(155.52 \mathrm{Mbps}\right.$ ) since $\mathrm{VC}_{1}$ is the only active VC and it grabs all the bandwidth available. Thus, during $T_{1}$, there exist 2 bottlenecks located at $L_{1}$ and $L_{3}$ with RTT equal to 2 ms and 4 ms , respectively. Denote these two bottlenecks' total queue lengths at $S W_{2}$ and $S W_{3}$ by $Q_{2}(t)$ and $Q_{3}(t)$ and their maximum by $Q_{\max }^{\langle 2\rangle}$ and $Q_{\max }^{\langle 3\rangle}$, respectively. From Figures $2.15(\mathrm{a})-(\mathrm{c})$ we observe that after experiencing one transient cycle due to $Q_{\max }^{\langle 2\rangle}=Q_{\max }^{\langle 3\rangle}=560>Q_{g o a l}, Q_{\max }^{\langle(2)}$ and $Q_{\max }^{\langle 3\rangle}$ converge to $Q_{\text {goal }}$ 's neighborhood $[350,446]$ by $\alpha$-control. So, $\alpha$-control not only drives $R_{1}(t)$ to its target bandwidth, but also confines the maximum queue lengths at the bottlenecks to $Q_{\text {goal }}$ 's neighborhood. In contrast, for the schemes without $\alpha$-control, Figures 2.15(d)-(f)
show that $R_{1}(t)$ converges to $\mu_{1}=\mu_{3}=367$, but $Q_{\max }^{\langle 2\rangle}=Q_{\max }^{\langle 3\rangle}=560$ and never went down to $Q_{\text {goal }}=400$.
(2) During $T_{2}, \mathrm{VC}_{2}$ starts transmission, and competes for bandwidth and buffer space with $\mathrm{VC}_{1}$. The bottleneck at $L_{3}$ is expected to disappear since $R_{1}(t)$ 's new target bandwidth along path via $L_{1}$ is only a half of that via $L_{3}$. So, $L_{1}$ is the only bottleneck with RTT $=2 \mathrm{~ms}$, target bandwidth $=\frac{1}{2} \mu_{1}$ for each of $\mathrm{VC}_{1}$ and $\mathrm{VC}_{2}$. For the $\alpha$-controlled scheme, Figure 2.15(a) shows that the source rates $R_{1}(t)$ and $R_{2}(t)$ experience two transient cycles during which $R_{1}(t)$ gives up $\frac{1}{2} \mu_{1}$ to $R_{2}(t)$ until they reach a new equilibrium. Figure 2.15(b) shows that a large queue build-up $Q_{\max }^{\langle 2\rangle}=704$ as a result of the superposed rate-gain parameter from $R_{1}(t)$ and $R_{2}(t)$, and the reduced bottleneck bandwidth. With $\alpha$-control, $Q_{m a x}^{(2)}$ is driven down to $Q_{\text {goal }}$ 's neighborhood of $[385,468]$. Figure 2.15(c) shows $Q_{3}(t)=0$, verifying that the bottleneck at $L_{3}$ vanished. Figure 2.16(a) is a zoom-in picture of $Q_{2}(t)=$ $Q_{21}(t)+Q_{22}(t)$ of Figure 2.15(b), where $Q_{21}(t)$ is the per-VC queue of $\mathrm{VC}_{1}$ and $Q_{22}(t)$ is the per- VC queue of $\mathrm{VC}_{2}$ at $S W_{2}$, respectively. Figure 2.16(a) indicates that in the first transient cycle, $Q_{21}(t)$ 's maximum $Q_{\max }^{(21)}=528$, which is more than 3 times of $Q_{22}(t)$ 's maximum $Q_{\max }^{(22)}=175$. Under $\alpha$-control, $Q_{21}(t)$ and $Q_{22}(t)$ converge to each other quickly and become identical from $t=391 \mathrm{~ms}$. This verifies that the $\alpha$-control law can ensure the fairness in buffer occupancy between the competing VCs. By contrast, for the scheme without $\alpha$-control, Figure 2.15(e) illustrates that $Q_{\max }^{(2)}$ jumps up to as high as 900 and stays at 900 even after the transient state. Figure 2.16(c), the zoom-in picture of Figure 2.15(e), shows that $Q_{21}(t)$ never converges to $Q_{22}(t)$ even after the transient state, and thus the buffer space is not fairly occupied.
(3) During $T_{3}$. After $\mathrm{VC}_{2}$ goes into an off-period, $R_{1}(t)$ grabs all the bandwidth of $\mu_{1}$ again. After $R_{1}(t)$ reaches the $L_{1}$ 's bandwidth capacity, the bottleneck at $L_{3}$ also shows up due to $\mu_{1}=\mu_{3}$, and then the total number of bottlenecks becomes 2 again. For the scheme with $\alpha$-control, because $Q_{22}(t)$ suddenly drops to zero as $\mathrm{VC}_{2}$ goes into an off-period, making $Q_{\max }^{(2)} \ll Q_{g o a l}$, which generates 3 consecutive $B C I=0$, the $\alpha$ -
control's additive-increase operation $\alpha_{n}=\alpha_{n-1}+p$ is executed twice during the transient cycles until $Q_{\max }^{\langle 2\rangle}$ converges to $Q_{g o a l}$ 's neighborhood $[367,483]$ within 3 transient cycles. Note that $Q_{\max }^{\langle 2\rangle}$ monotonically converges to $[367,483$ ] as shown in Figure $2.15(\mathrm{~b})$. This is expected since $p=16.67 \leq\left(\frac{1-q}{q}\right)\left(\frac{\sqrt{Q_{\text {goal }}}-\sqrt{2 Q_{h}}}{\tau}\right)^{2}$, satisfying the condition (3) in Theorem 2.4.3. This observation further verifies the correctness of the optimal monotonic convergence condition derived in Theorem 2.4.3. In Figures 2.15(d)-(e) for schemes without $\alpha$-control, the queue and rate dynamics simply repeat their dynamics in $T_{1}$, suffering from a large buffer requirement.
(4) During $T_{4}$. The rate and queue dynamics are similar to $T_{2}$ 's, except that the bottleneck is now located at $L_{3}$ with a new target bandwidth $=\frac{1}{2} \mu_{3}$ and a longer $\operatorname{RTT}=4 \mathrm{~ms}$. For the $\alpha$-controlled scheme, Figure $2.15(\mathrm{~b})$ shows $Q_{2}(t)=0$, indicating that the bottleneck at $L_{1}$ disappeared and $L_{3}$ is the only bottleneck. Figure $2.15(\mathrm{c})$ shows that $Q_{\max }^{\langle 3\rangle}$ shoots up to 928 , as a result of the doubled RTT ( 4 ms ) via $L_{3}$. Within 3 transient cycles, $Q_{\max }^{(3\rangle}$ converges to $Q_{g o a l}$ 's neighborhood of $[367,445]$ in equilibrium state. Figure $2.16(\mathrm{~b})$, a zoom-in picture of Figure 2.15(c), shows the buffer-occupancy fairness ensured by $\alpha$-control. These observations verify that $\alpha$-control can efficiently adapt to RM-cell RTT variations in terms of buffer requirement and fairness. By contrast, for the scheme without $\alpha$-control, Figures 2.15(e)-(f) show 2 bottlenecks: (1) a bandwidth-congestion bottleneck at $L_{1}$; (2) a buffer-congestion bottleneck at $L_{3}$. Figure 2.15(f) shows that $Q_{\max }^{(3)}=1740$, almost 2 times of that under the $\alpha$-controlled scheme. More importantly, $Q_{\max }^{\langle 3\rangle}$ stays around 1740 even after the transient state. Moreover, Figure 2.16(d), a zoom-in picture of Figure 2.15(f), demonstrates that buffer occupancy is not fair because $Q_{\max }^{(31)}=1000$ but $Q_{\max }^{(33)}=740$.

The three VCs' average throughputs $\bar{R}_{1}, \bar{R}_{2}, \bar{R}_{3}$ (for on-off sources averaging over the on-period only) obtained by the simulation are compared for the two types of schemes in Table 2.1. In all the three VC cases the proposed scheme with $\alpha$-control is observed to outperform the scheme without $\alpha$-control in terms of average throughput.

| scheme type | $\bar{R}_{1}$ of $\mathrm{VC}_{1}$ | $\bar{R}_{2}$ of $\mathrm{VC}_{2}$ | $\bar{R}_{3}$ of $\mathrm{VC}_{3}$ |
| :--- | :--- | :--- | :--- |
| with $\alpha$-control | 234.448 | 150.671 | 147.709 |
| without $\alpha$-control | 209.367 | 143.672 | 137.655 |

Table 2.1: Average throughputs (cells/ms) of schemes with and without $\alpha$-control.

### 2.7 Conclusion

We proposed and analyzed a flow-control scheme for multicast ATM ABR services, which scales well and is efficient in dealing with the variations in the multicast-tree structure and RM-cell RTT. We identified the main features of multicast ABR flow control and incorporated them into the design of our control algorithm. We developed the $\alpha$-control, the second-order rate control, algorithm to handle the variation of RM-cell RTT. By exercising two-dimensional rate control, the proposed scheme not only makes the transmission rate converge to the available bandwidth of the multicast connection's most congested branch path sensed/perceived by the source, but also brings the buffer occupancy to a small neighborhood of the target setpoint bounded by buffer capacity. By employing a "soft" feedback synchronization mechanism, the proposed scheme scales well with the size of multicast tree. Non-responsive branches are also detected quickly with non-responsive timers and connection-update vectors.

Applying the fluid analysis, we modeled the proposed flow-control scheme and analyzed the system dynamic behavior for multicast ABR services under the persistent traffic sources. We derived closed-form expressions for queue buildup, average throughput, and other flowcontrol measures in both transient and equilibrium states. These expressions were then used to evaluate the system performance and studies the $\alpha$-control's convergence properties. We derived an analytical relationship between the rate-gain parameter and RM-cell RTT subject to both cell-lossless transmission and finite buffer capacity constraints. This analytical
relationship ensures the feasibility of the $\alpha$-control in dealing with RM-cell RTT variations and provides an insight on how the required buffer space can be controlled by adjusting the rate-gain parameter. We developed an optimal control condition, under which the $\alpha$ control guarantees the monotonic convergence of system state to the optimal regime from an arbitrary initial value. We also derived the closed-form expressions that upper-bound the size of convergence regime in the buffer requirements under the optimal control condition.

Analytical results show our scheme based on $\alpha$-control to be stable and efficient in that both the source rate and bottleneck queue length rapidly converge to a small neighborhood of the designated operating point. The dynamic performance of the proposed scheme with a single multicast connection is quantitatively evaluated by both modeling analysis and simulation experiments. The simulation results verified the analytical results in both transient and equilibrium states. We proved that $\alpha$-control guarantees the fairness of buffer utilization among multiple concurrent multicast connections. We also derived the greatest lower bound of target buffer occupancy to determine the optimal $\alpha$-control parameters. We carried out loss control analysis, demonstrating the feasibility and effectiveness of the $\alpha$-control in improving bandwidth utilization.

To accurately capture the dynamics of real networks, the extensive simulation experiments were conducted for concurrent multiple multicast-connections where the number, location, and bandwidth of bottlenecks vary with time. The simulation experiments for multiple multicast connections demonstrate the superiority of the proposed scheme to the other schemes in dealing with the variations of RM-cell RTT and link bandwidth, achieving fairness in both buffer and bandwidth occupancies, and increasing average throughput. Our ongoing work focuses on the error-control algorithms and performance for multicast ABR services and the extension of the proposed scheme to the ER-based flow-control schemes.

## CHAPTER 3

## MULTICAST SIGNALING PROTOCOLS AND ITS DETERMINISTIC DELAY MODELING

### 3.1 Introduction

A flow-control algorithm consists of two fundamental components: rate control and flowcontrol signaling. These two components are conceptually separate from the flow-control theory standpoint, but are often blended together in most flow-control algorithms. Rate control adapts the source rate to the dynamic variation of available network bandwidth. Flow-control signaling delivers the information related to congestion and rate-control between the source and network/receivers. Consequently, this signaling is critically important to flow control because the source relies solely on the signaling information in making correct and timely flow-control decisions. Designing an efficient flow-control signaling protocol is difficult because the signaling messages - unlike data or audio/video traffic - tolerate neither error nor a large latency. A signaling message could be useless or even harmful if it is not accurate and its delay is very large. In other words, signaling traffic must meet both timeliness and reliability requirements. In ATM ABR services, flow-control signaling relies on the RM (Resource Management) cells, which convey the rate-control and congestion information among the source rate-controller, network switches, and the receiver.

Signaling for multicast flow control introduces two additional problems: scalability and
feedback-synchronization. These two problems are closely related in the signaling protocol for multicast flow control. First, simultaneous feedback arrivals from all downstream branches can cause a feedback implosion [13] at the source or at a branch point, especially when the multicast tree is large. Hence, it is important for each branch point to consolidate the congestion-information feedback from its downstream branches and send only the consolidated feedback to its upstream node. Second, we need a feedback-synchronization signaling algorithm for consolidating feedbacks at each branch point, because different downstream branches' feedbacks may arrive at significantly different times.

The first-generation feedback consolidation algorithms [16-19,34] for multicast ABR flow control employ a simple hop-by-hop (HBH) mechanism to deal with the feedbackimplosion problem. On receipt of one forward RM cell at each branch node, only one consolidated feedback RM cell is propagated upward by a single hop. While this HBH scheme ensures that at each node of the multicast tree, the ratio of feedback RM cells to the forward RM cells is not larger than 1 , it does not scale well with the multicast-tree topology because the RM cell round-trip time (RTT) is proportional to the height of the multicast tree. The multicast signaling performance would become unacceptably poor if the delay of a signaling message increases with the multicast-tree height. Thus, the HBH scheme does not scale well with respect to signaling delay. Moreover, since the feedback RM cells from downstream nodes are randomly consolidated without strict synchronization (or freely-synchronized) at branch points, the source may be misled by this incomplete feedback information, which can cause the consolidation noise problem [15, 20]. So, the HBH scheme performs poorly in the sense of signaling accuracy.

To reduce the RM-cell RTT and improve the multicast signaling accuracy, the authors of $[15,20$ ] proposed feedback synchronization by accumulating feedback from all branches. The main drawback of this scheme is its slow transient response, as the feedback from the congested branch may have to needlessly wait for the feedback from longer paths, which may not be congested at all. The authors of [21] proposed an algorithm to speed up the
transient response by sending fast congestion feedback without waiting for all branches' feedback during the transient phase.

One critical deficiency of the schemes described above is that they do not detect and remove non-responsive branches during feedback synchronization. One or more non-responsive branches may detrimentally impact signaling accuracy and timeliness by providing either stale congestion information, or by stalling the entire multicast connection. In [6], we proposed a novel feedback-synchronization signaling algorithm, called the Soft-Synchronization Protocol (SSP), which derives a single consolidated RM cell at each branch point from feedback RM cells of different downstream branches that are not necessarily responses to the same forward RM cell in each synchronization cycle. The SSP not only scales well with the multicast-tree topology, but also can readily detect and remove non-responsive branches.

All of the above-referenced work only focused on the design and implementation of feedback-synchronization signaling algorithms. However, the delay properties of these algorithms are, despite their vital importance, neither well understood nor thoroughly studied. In this chapter, we introduce our proposed SSP in details for multicast signaling and develop balanced and unbalanced binary-tree models to characterize the delay performance of a class of feedback-synchronization signaling algorithms in terms of RM-cell RTTs. The benefits of these modeling and evaluation techniques presented in this chapter are two-fold. First, it enables a direct quantitative comparison between the SSP and HBH schemes. Using the deterministic binary-tree model, we derive the closed-form equations by which we can calculate each path's multicast signaling delay in any given multicast tree. We conduct numerical analysis which show that SSP outperforms HBH in terms of feedback-synchronization signaling delay in both cases of balanced and unbalanced multicast trees. Our analytical results also reveal that $S S P$ can not only support efficient feedback-synchronization signaling, but also make the effective RM-cell RTT virtually independent of the multicast-tree's height and path-length variations. Second, the proposed modeling technique establishes a general signaling-delay evaluation framework for all feedback-synchronization algorithms. While
our evaluation focuses on the signaling delay for ABR multicast flow-control in ATM networks, the modeling technique is not confined to an ABR multicast environment, and can be applied to the signaling delay analysis for any feedback-synchronization based multicast algorithm.

This chapter is organized as follows. Section 3.2 presents an overview of SSP for completeness. In Section 3.3, we introduce the binary-tree model, and apply it to analytically derive the signaling delay properties of each path for both the SSP and HBH schemes. Section 4.2 studies the statistical properties of multicast signaling delay in terms of average multicast-tree RM-cell RTTs and delay variations for both the SSP and HBH schemes. Section 4.6 describes the simulation results, verifying the analytical results. In Section 3.5, we derive the optimal RM-cell interval for SSP to minimize the RM-cell RTTs for a given multicast tree. The chapter concludes with Section 3.6.

### 3.2 Description of SSP

We first present an overview of SSP, especially the switch feedback-synchronization algorithm $[6,11]$. At the heart of SSP is a pair of connection-update vectors: (i) conn_patt_vec, the connection pattern vector where conn_patt_vec $(i)=0$ (1) indicates the $i$-th output port of the switch is (not) a downstream branch of the multicast connection. Thus, conn_patt_vec $(i)=0$ (1) implies that a data copy should (not) be sent to the $i$-th downstream branch and a feedback RM cell is (not) expected from the $i$-th downstream branch; ${ }^{1}$ (ii) resp_branch_vec, the responsive branch vector is initialized to $\underline{0}$ and reset to $\underline{0}$ whenever a consolidated RM cell is sent upward from the switch. resp_branch_vec(i) is set to 1 if a feedback RM cell is received from the $i$-th downstream branch. The connection pattern specified in conn_patt_vec is updated by resp_branch_vec each time when the non-responsive branch is detected or a new connection request is received from a downstream branch.

A simplified pseudo-code of the switch RM-cell processing algorithm is given in Fig-

[^7]00. On receipt of a feedback $R M$ cell from the i-th branch:

1. if (conn_patt_vec $(i) \neq 1$ ) \{ : Only process connected branches;
2. resp_branch_vec $(i):=1$; : Mark connected and responsive branch;
3. $M C I:=M C I \vee C I ;$ ! Bandwidth-congestion indicator processing;
4. $M E R:=\min \{M E R, E R\} ;$ ! ER information processing;
5. if (conn_patt_vec $\Theta$ resp_branch_vec $=1$ ) \{! soft feedback-synchronization;
6. send RM cell (dir :=back, $E R:=M E R, C I:=M C I$ ); ! Send fully-consolidated RM cell upstream
7. noresp_timer $:=N_{\text {nrt }}$; ! Reset non-responsive timer;
8. resp_branch_vec $:=\underline{0}$ ); : Reset responsive branch vector;
9. $M C I:=0 ; M E R:=E R ;\}\}$; Reset RM-cell control variables
10. On receipt of a forward RM cell:
multicast RM cell based on conn_patt_vec; ! Multicast RM cell to downstream branches
no_resp_timer := no_resp_timer - 1; ! No-responsive branch checking
if (no_resp_timer $=0$ ) \{ ! There is a non-responsive branch;
conn_patt_vec $:=$ resp_branch_vec $\Theta 1$; ! update connection pattern vector; if (resp_branch_vec $\neq \underline{0}$ ) \{! There is at least one responsive branch;
send RM cell (dir $:=$ back, $E R:=M E R, C I:=M C I$ ); ! Send partially-consolidated RM cell upstream;
norresp_timer $:=N_{\text {nrt }} ;$ ! Reset non-responsive timer;
resp_branch_vec $:=\underline{0}$; ! Reset responsive branch vector;
$M C I:=0 ; M E R:=E R ;\}\} ;$ ! Reset RM-cell control variables.

Figure 3.1: Pseudocode for switch feedback-synchronization algorithm.
ure 3.1. On receipt of a feedback $R M$ cell from a connected downstream branch, the switch first marks its corresponding bit in resp_branch_vec and then conducts RM-cell consolidation operations. If the modulo-2 addition (the soft-synchronization operation), conn_patt_vec $\oplus$ resp_branch_vec $=\underline{1}$, an all 1 's vector, indicating all feedback RM cells are synchronized, then a fully-consolidated feedback RM cell is generated and sent upward. But, if the modulo-2 addition is not equal to 1 , the switch needs to await other feedback RM cells for synchronization. Notice that since the synchronization algorithm allows feedback RM cells corresponding to different forward RM cells to be consolidated, the feedback RM cells are "softly-synchronized" or "loosely-synchronized" at branch nodes.

Upon receiving a forward RM cell, the switch first multicasts it to all the connected
branches specified by conn_patt_vec. Then, it decrements the non-responsive timer for this connection by one. The no_resp_timer is initialized to a threshold $N_{n r t}$, and reset to $N_{n r t}$ whenever a consolidated RM cell is sent upward. The pre-determined timeout value $N_{n r t}$ for non-responsiveness is determined by such factors as the difference between the maximum and minimum RM-cell RTTs in a multicast tree. We use the forward RM-cell arrival time as a natural clock for detecting/removing non-responsive branches (such that it will still work even in the presence of faults in the downstream branches). Each time a switch receives a forward RM cell, the multicast connection's no_resp_timer is decremented by one. If no_resp_timer $=0$ (timeout) and resp_branch_vec $\neq \underline{0}$ (i.e., there is at least one downstream branch responsive), then the switch will stop awaiting arrival of feedback RM cells and immediately generate a partially-consolidated RM cell, then send it upward. Whenever no_resp_timer $=0$, at least one non-responsive downstream branch is detected and will be removed by the simple complementary operation: conn_patt_vec $:=r e s p \_b r a n c h \_v e c ~ \Theta 1, ~$ which updates conn_patt_vec. Thus, a downstream branch which has not sent any feedback RM cell for $N_{n r t}$ forward RM-cell time units will be removed from the multicast tree.

### 3.3 The Deterministic Model of Multicast Signaling Delay

It is well-known that the feedback delay plays a crucial role in determining the effectiveness of any flow-control scheme [6]. In this section, we analyze the properties of RM-cell RTTs of each path for different feeback-synchronization algorithms.

### 3.3.1 The Binary-Tree Model

To simplify the analysis of RM-cell RTTs, we quantize the network feedback delay by assuming each switch-hop to have a uniform delay (including the processing and propagation delays). This assumption can be relaxed easily because the difference in switch-processing delays and the link-propagation delays of different switch-hops can be translated into different numbers of switch-hops, each with the same delay. We use the hop-delay, $\tau_{h}$, which
is the sum of the switch-processing delay and link-propagation delay taken in each hop, as the time unit in our delay analysis. To study the worst case and enable performance comparison, we only consider two types of multicast trees: balanced and unbalanced binary trees. Since we are only concerned with a path's RM-cell RTT which is determined by its length, it suffices to consider binary trees. Notice that in an unbalanced binary tree, the number of paths, denoted by $n$, from the root to all leaves equals the height of the tree, denoted by $m$, while in a balanced binary tree $n=2^{m-1}$. Figure 3.2 illustrates these two types of trees with height $m=4$.

As discussed in [6,21], for ABR services only the feedback from the most-congested path in a mulicast tree governs the flow-control operations at the source. However, the RM-cell RTT of different paths in a mulitcast tree may vary sinificantly due mainly to the difference in their length. Thus, we need to analyze each individual path's RM-cell RTT in a multicst tree. The individual path's RTT is also affected by the feedback-synchronization algorithms used. In addition, the RM-cell RTT for a given path may vary at the beginning of the flow-control operation (in an initial state) when feedback RM cells are not yet "regularly" synchronized. The RM-cell RTT becomes stable after feedback RM cells are regularly synchronized (in a steady state). In what follows, we analyze the feedback-delay properties, in both initial and steady states, of each path in a multicast tree which is flow-controlled by the HBH and SSP schemes, respectively.

### 3.4 Multicast Signaling Delay Analysis on Each Path in a Multicast Tree

### 3.4.1 Feedback-Delay Properties for the HBH Scheme

The following theorem gives a set of formulas for calculating all paths' RM-cell RTTs in an unbalanced tree for the HBH scheme.

Theorem 3.4.1 If an unbalanced multicast tree of height $m \geq 2$ is flow-controlled by HBH

balanced-tree: $m=4 \quad$ unbalanced-tree: $m=4$

Figure 3.2: Balanced and unbalanced binary multicast trees.
with an RM-cell interval $\Delta \geq 1\left(\tau_{h}\right)$, then the $R M$-cell $R T T$, denoted by $\tau_{u}(j, \Delta)$, of the $j$-th (counting from left to right) path, $P_{j}$, remains the same in both steady and initial states, and is determined by:

$$
\begin{equation*}
\tau_{u}(j, \Delta)=2+j \Theta(\Delta) \tag{3.1}
\end{equation*}
$$

where $1 \leq j \leq m-1$ and $\Theta(\Delta)$ is the threshold function defined by

$$
\Theta(\Delta) \triangleq \max \{2, \Delta\}= \begin{cases}\Delta, & \text { if } 2 \leq \Delta \leq \tau_{\max }  \tag{3.2}\\ 2, & \text { if } \Delta=1\end{cases}
$$

where $1 \leq \Delta \leq \tau_{\max },{ }^{2} \tau_{\text {max }}=2 m$.
Proof. The proof is provided in Appendix J.

The following corollary, providing equations to compute all paths' RM-cell RTTs in a balanced tree for the HBH scheme, is the direct result from Theorem 3.4.1.

Corollary 3.4.1 If a balanced multicast tree of height $m \geq 2$ is flow-controlled by HBH with $\Delta \geq 1$, then RM-cell RTTs of all paths, denoted by $\tau_{b}(j, \Delta)$, are the same in both

[^8]steady and initial states, and are determined by:
\[

$$
\begin{equation*}
\tau_{b}(j, \Delta)=\max _{j \in\{1,2, \cdots, m-1\}}\left\{\tau_{u}(j, \Delta)\right\}=\tau_{\max }+(m-1)[\Theta(\Delta)-2] ; \tag{3.3}
\end{equation*}
$$

\]

where $\tau_{\max }=2 m, 1 \leq j \leq 2^{m-1}$, and $\tau_{u}(j, \Delta)$ and $\Theta(\Delta)$ are defined by Eqs. (3.1) and (3.2), respectively, for an unbalanced multicast tree of the same height.

Proof. The proof follows by letting $j=m-1$ in Eq. (3.1) of Theorem 3.4.1.

### 3.4.2 Feedback-Delay Properties for the SSP Scheme

The following lemma characterizes the synchronization relationships between paths under SSP, which lays the foundation for Lemma 3.4.2.

Lemma 3.4.1 Consider an unbalanced multicast tree of height $m>2$. Let $P_{i}$ be a relatively shorter path than another path $P_{\bar{i}}$ such that $1 \leq i<\tilde{i} \leq m-1$. If the multicast tree is flow-controlled by SSP with $R M$-cell interval $\Delta \geq 1$, then $P_{i}$ 's feedback $R M$ cell need not wait for $P_{i}$ 's feedback $R M$ cell for synchronization at any branch node.

Proof. The proof is provided in Appendix K.

The lemma given below reveals four iff conditions for a path's RM-cell RTT to attain its limiting minimum, which consists of propagation and processing delays only (i.e., no synchronization delay).

Lemma 3.4.2 Let $P_{j}$ be the $j$-th path in an unbalanced tree as defined in Lemma 3.4.1 with $1 \leq j \leq m-1$. Then, the following four claims are equivalent for the steady-state $R M$-cell $R T T:$

Claim 1: $P_{j}$ 's feedback $R M$ cell need not wait for a longer path $P_{j}$ 's ( $\bar{j}>j$ ) feedback $R M$ cell to achieve feedback synchronization at the first branch node from $P_{j}$ 's leaf;

Claim 2: $P_{j}$ 's feedback RM cell need not wait for feedback RM cells for synchronization at any branch node on $P_{j}$;

Claim 3: $\exists k \in\{0,1,2, \cdots\}$ such that $2(m-j-1)-k \Delta=0$, where $1 \leq j \leq m-1$ and $1 \leq$ $\Delta \leq \tau_{\max }=2 m ;$

Claim 4: $P_{j}$ 's steady-state $R M$ cell $R T T \tau_{u}(j, \Delta)$ attains its minimum and is given by:

$$
\begin{equation*}
\tau_{u}(j, \Delta)=\min _{\Delta}\left\{\tau_{u}(j, \Delta)\right\}=2(j+1) \tag{3.4}
\end{equation*}
$$

where $1 \leq j \leq m-1$ and $1 \leq \Delta \leq \tau_{\max }=2 m$.

Proof. The proof is provided in Appendix L.

Using Lemmas 3.4.1 and 3.4.2, we obtain the following theorem, which gives a set of formulas to calculate all paths' RM-cell RTTs during both initial and steady states in an unbalanced tree under SSP.

Theorem 3.4.2 Let $P_{j}$ be the $j$-th path of an unbalanced tree as defined in Lemma 3.4.1 $(1 \leq j \leq m-1)$. If the multicast tree is flow-controlled by SSP with the RM-cell update interval $\Delta\left(1 \leq \Delta \leq \tau_{\max }=2 m\right),{ }^{3}$ then the following claims hold for $j=1,2, \cdots, m-$ $1 ; \tau_{\max }=2 m ; 1 \leq \Delta \leq \tau_{\max }:$

Claim 1: The number of $P_{j}$ 's feedback RM cells going through initial state is determined by:

$$
\begin{equation*}
k_{j}^{*} \triangleq \max _{k \in\{0,1,2, \cdots\}}\{k \mid 2(m-j-1)-k \Delta \geq 0\} \tag{3.5}
\end{equation*}
$$

Claim 2: $P_{j}$ 's RM-cell RTT in steady state is determined by:

$$
\begin{equation*}
\tau_{u}(j, \Delta)=\tau_{\max }-k_{j}^{*} \Delta ; \tag{3.6}
\end{equation*}
$$

[^9]Claim 3: The $i$-th $R M$-cell $R T T$ during $P_{j}$ 's initial state is determined by:

$$
\tau_{u}(j, \Delta, i)= \begin{cases}\tau_{\max }-(i-1) \Delta ; & \text { if } k_{j}^{*} \geq 1 \wedge 1 \leq i \leq k_{j}^{*} \\ \tau_{u}(j, \Delta) ; & \text { if } k_{j}^{*} \geq 1 \wedge i>k_{j}^{*} \\ \tau_{\max } ; & \text { if } k_{j}^{*}=0\end{cases}
$$

Proof. The proof is provided in Appendix M.

The corollary described below, giving the equations for calculating all paths' RM-cell RTTs in a balanced tree under SSP, follows directly from Theorem 3.4.2.

Corollary 3.4.2 If a balanced-tree multicast connection of height $m \geq 2$ is fow-controlled by SSP with the RM-cell interval $\Delta \geq 1$, then all paths' $R M$-cell $R T T s, \tau_{b}(j, \Delta)$, are the same in both steady and initial states and are determined by:

$$
\begin{equation*}
\tau_{b}(j, \Delta)=\max _{j \in\{1,2, \cdots, m-1\}}\left\{\tau_{u}(j, \Delta)\right\}=\tau_{\max } \tag{3.7}
\end{equation*}
$$

where $\tau_{\max }=2 m, 1 \leq j \leq 2^{m-1}$, and $\tau_{u}(j, \Delta)$ given by Eq. (3.6) is $P_{j}$ 's RM-cell RTT for an unbalanced multicast tree of the same height.
Proof. The proof follows by letting $j=m-1$ in Eq. (3.5), which leads to $k_{m-1}^{*}=0$ and thus $\tau_{b}(j, \Delta)=\tau_{u}(m-1, \Delta)=\tau_{\text {max }}$ by Eq. (3.6).

Remarks on Theorem 3.4.1 and Theorem 3.4.2: Comparing Theorem 3.4.1 and Theorem 3.4.2, we make the following observations.

R1. For the HBH scheme, RM-cell RTT in initial state is the same as that in steady state. In contrast, for the SSP scheme, RM-cell RTT in initial state, if any, is larger than, and lower-bounded by, RM-cell RTT in steady state. For SSP, the initial state acts like a "warm-up" period for feedback RM cells to be synchronized at each branch node, during which the initial-state RM-cell RTTs converge to their corresponding steady-state values. The "warm-up" periods for $P_{j}(1 \leq j \leq m-1)$ are determined by the values of $k_{j}^{*}$ given in Eq. (3.5).


Figure 3.3: Impact of $P_{j}$ 's path length $j+1$, tree height $m$, RM-cell interval $\Delta$ on $P_{j}$ 's $\operatorname{RM}$-cell $\operatorname{RTT} \tau_{u}(j, \Delta): \tau_{u}(j, \Delta)$ vs. $(j+1, \Delta),(m=50)$.

R2. For SSP in both initial and steady states, the RM-cell RTT $\tau_{u}(j, \Delta)$ is upper-bounded by $\tau_{\max }=2 m$ (see Claim 2 and Claim 3 of Theorem 3.4.2 and Eq. (3.7)). The increase rate of $\tau_{u}(j, \Delta)$ is $O(m)$ in the worst case. In contrast, for the HBH scheme, the RMcell RTT $\tau_{u}(j, \Delta)$ is not upper-bounded by $\tau_{\max }=2 m$ (see Eqs. (3.1) and (3.3)). Also, $\tau_{u}(j, \Delta)$ is very sensitive to path length $j+1$ and RM-cell update interval $\Delta$, and increases at a rate up to $O\left(m^{2}\right)$ in the worst case.

### 3.4.3 Numerical Comparison of SSP and HBH

We present the numerical results drawn from Theorem 3.4.1 and Theorem 3.4.2. We only focus on the unbalanced multicast tree to study the worst case of RM-cell RTT variations. Since $P_{j}$ 's length is $j+1$ for $j=1,2, \cdots, m-1$ (see the unbalanced tree shown in Figure 3.2),
$\tau_{u}(j, \Delta)$ is the RM-cell RTT for $P_{j}$ with a length of $j+1$ in an unbalanced tree. Figure 3.4.2 plots $P_{j}$ 's RM-cell RTT $\tau_{u}(j, \Delta)$ vs. $P_{j}$ 's length $j+1$ and RM-cell interval $\Delta$ with tree height $m=50$ for the two schemes. We observe that for both HBH and SSP schemes RM-cell $\operatorname{RTTs} \tau_{u}(j, \Delta)$ 's increase monotonically with path length $j+1$, RM-cell interval $\Delta$, and tree-height $m$. However, $\tau_{u}(j, \Delta)$ for the HBH scheme increases much faster, and is always larger, than that for the SSP scheme, and tends to blow up (as high as $1200 \tau_{h}$ ) as $j+1, \Delta$, and $m$ increase. In contrast with the HBH scheme, the increase of $\tau_{u}(j, \Delta)$ for SSP is very limited as $j+1, \Delta$, and $m$ get larger. In addition, $\tau_{u}(j, \Delta)$ for SSP is upper-bounded by $2 m=100=\tau_{\text {max }}$ as shown in Figure 3.4.2, which verifies Theorem 3.4.2. Thus, as shown in Figure 3.4.2, the RM-cell RTT for SSP is virtually independent of path length, RM-cell interval, and multicast-tree height, as compared to the HBH scheme. This is because (1) the synchronization waiting-time is much longer for HBH than that for SSP; (2) the number of forward RM cells required for a feedback RM cell to return from the leaf node to the root in the HBH scheme is proportional to $m$, while in SSP, any single RM cell can return from the leaf node back to the root by itself.

As analyzed in [6], RM-cell RTTs, or path lengths, have a significant impact on both the bottleneck maximum queue length $Q_{\max }$ and the average throughput $\bar{R}$. Due to space limit, we omit the derivations of closed-form expressions for $Q_{\text {max }}$ and $\bar{R}$ as functions of RMcell RTT (which are available on-line in [6]). Instead, we present the numerical solutions of $Q_{\text {max }}$ and $\bar{R}$ as the functions of $P_{j}$ 's path length in an unbalanced multicast tree to compare the performance between the HBH and SSP schemes. Assume the multicast-tree bottleneck bandwidth $\mu=155 \mathrm{Mbps} \approx 367$ cells $/ \mathrm{ms}, \tau_{h}=0.1 \mathrm{~ms}, \Delta=4 \tau_{h}=0.4 \mathrm{~ms}$, and $m=50$. Figures 3.4 .3 and 3.4 .3 plot $Q_{\max }$ and $\bar{R}$ vs. path length $j+1$ with different rate-gain parameter $\alpha$ [6] for the two different schemes. For HBH, maximum queue length $Q_{\text {max }}$ is observed to increase dramatically (see Figure 3.4.3) while the average throughput $\bar{R}$ drops significantly (see Figure 3.4.3) as $P_{j}$ 's path length and tree height $m$ increase. This undesirable trend worsens as $\alpha$ gets larger. In contrast, for SSP with the same parameters


Figure 3.4: Impact of $P_{j}$ 's path length $j+1$, tree height $m, \tau_{u}(j, \Delta)$ on maximum queue length: $Q_{\max }$ vs. $j+1(m=50)$.
settings, both $Q_{m a x}$ 's increase and $\bar{R}$ 's drop are very small when $j+1$ and $m$ (even as $\alpha$ varies) increase. Again, $Q_{\text {max }}$ and $\bar{R}$ for SSP are found to be virtually independent of the path length and tree height variations. SSP is therefore more scalable than HBH in terms of maximum buffer requirement and average throughput when the multicast-tree topology changes.

### 3.5 On Selection of RM-Cell Update Interval $\Delta$

Even though the RM-cell RTT for SSP is much smaller than that for HBH, its $\tau(j, \Delta)$ value can be reduced further by properly selecting the RM-cell interval $\Delta$. We now focus on how $\Delta$ affects $\tau(j, \Delta)$ and discuss how to select $\Delta$ to reduce the SSP's RM-cell RTT.


Figure 3.5: Impact of $P_{j}$ 's path length $j+1$, tree height $m$, and RTT $\tau_{u}(j, \Delta)$ on the average throughput: $\bar{R}$ vs. $j+1$ with $m=50$.

### 3.5.1 Relationships between RM-Cell RTTs and $\Delta$

Unlike unicast, selection of $\Delta$ makes a significant impact on all paths' RM-cell RTTs in a multicast tree. To quantify this impact, we introduce the following definitions.

Definition 3.5.1 If path $P_{j}$ 's feedback $R M$ cell is synchronized only with the feedback $R M$ cells corresponding to the same forward $R M$ cell, then path $P_{j}$ is said to be strictlysynchronized.
$P_{m-1}$ is always strictly-synchronized since it is synchronized only with $P_{m}$. The following theorem describes the three iff conditions, as a function of $\Delta$, for identifying strictlysynchronized paths.

Theorem 3.5.1 Let $P_{j}$ be the $j$-th path of an unbalanced multicast tree as defined in Lemma 3.4.1 $(1 \leq j \leq m-1)$. If this multicast tree is flow-controlled by SSP, then the following three claims are equivalent.

Claim 1: The number of $P_{j}$ 's RM cells going through the initial state, $k_{j}^{*}=0$, where $k_{j}^{*}$ is defined by Eq. (3.5) in Theorem 3.4.2;

Claim 2: $P_{j}$ is strictly-synchronized;
Claim 3: $P_{j}$ 's RM-cell RTT attains the maximum: $\tau_{u}(j, \Delta)=\tau_{\max }=2 m$.
Proof. The proof is provided in Appendix N.

Remarks on Theorem 3.5.1: (1) The strictly-synchronized path has the largest RM-cell RTT, and hence, the number of strictly-synchronized paths should be minimized. (2) As shown in Eq. (3.5), a larger $\Delta$ results in a larger number of strictly-synchronized paths, and thus the smaller $\Delta$ the better.

Definition 3.5.2 Let $W_{j}$ be the net waiting time for the $P_{j}$ 's feedback RM cell to synchronize with feedback RM cells via the other paths at all consolidating branch nodes along $P_{j}$. If $W_{j}=0$, then $P_{j}$ is said to be wait-free synchronized.

Clearly, $P_{m-1}$ is always wait-free synchronized since according to Lemma 3.4.1, a feedback RM cell on a longer path never waits to synchronize with feedback RM cells from shorter paths. Since $P_{m-1}$ is both strictly-synchronized and wait-free synchronized, we exclude $P_{m-1}$ from all the following theorems and treat $P_{m-1}$ separately. The theorem given below provides formulas to determine $W_{j}$ and establishes the iff condition to identify wait-free synchronized paths, all of which are functions of $\Delta$.

Theorem 3.5.2 Let $P_{j}$ be the $j$-th path of an unbalanced multicast tree as defined in Lemma 3.4.1 $(1 \leq j \leq m-2)$ and $W_{j}$ be the net waiting time for the $P_{j}$ 's feedback $R M$ cell to synchronize with feedback RM cells at all consolidating branch nodes along $P_{j}$. If this multicast tree is flow-controlled by SSP, then for $1 \leq j \leq m-2$ the following claims hold: Claim 1: $P_{j}$ 's net waiting time $W_{j}$ for synchronization is upper-bounded by $\Delta$, and $W_{j}$ is given by:

$$
\begin{equation*}
W_{j}=2(m-j-1)-k_{j}^{*} \Delta<\Delta ; \tag{3.8}
\end{equation*}
$$

where $k_{j}^{*}$ is defined by Eq. (3.5) in Theorem 3.4.2;

Claim 2: If $P_{j}$ is strictly-synchronized, then $W_{j}=2(m-j-1)>0$;

Claim 3: $P_{j}$ is a wait-free synchronized path, i.e., $W_{j}=0$ iff $2(m-j-1) \bmod \Delta=0$.
Proof. The proof is provided in Appendix O.

Remarks on Theorem 3.5.2: (1) According to Lemma 3.4.2, the wait-free synchronized path has the minimum RM-cell RTT. Thus, the number of wait-free synchronized paths should be maximized. (2) A smaller $\Delta$ will lead to a larger number of wait-free synchronized paths. So, a small $\Delta$ is desirable.

The following theorem classifies the paths of a multicast tree into three exclusive groups, and provides explicit expressions (as functions of $\Delta$ ) for calculating the number of paths for each path-group.

Theorem 3.5.3 Let $P_{j}$ be the j-th path of an unbalanced multicast tree as defined in Lemma 3.4.1 $(1 \leq j \leq m-2)$. If this multicast tree is flow-controlled by SSP, then the entire path set $\mathcal{P} \triangleq\left\{P_{1}, P_{2}, \cdots, P_{m-3}, P_{m-2}\right\}$ is partitioned into a strictly-synchronized path subset $\mathcal{P}_{S}$, a wait-free synchronized path subset $\mathcal{P}_{N}$, and a non strictly-synchronized and non wait-free synchronized path subset $\mathcal{P}_{W}$, i.e., $\mathcal{P}=\mathcal{P}_{S} \oplus \mathcal{P}_{N} \oplus \mathcal{P}_{W}$, and, furthermore, for $1 \leq \Delta \leq \tau_{\max }=2 m$ the following claims hold:

Claim 1: The number of strictly-synchronized paths, denoted by $S_{\Delta}$, is determined by: $S_{\Delta} \triangleq\left\|\mathcal{P}_{S}\right\|=\left\lceil\frac{\Delta}{2}\right\rceil-1$, where $\|\cdot\|$ denotes the cardinality of a set;

Claim 2: The number of wait-free synchronized paths, denoted by $N_{\Delta}$, is determined by:

$$
N_{\Delta} \triangleq\left\|\mathcal{P}_{N}\right\|= \begin{cases}\left\lfloor\frac{2(m-2)}{\Delta}\right\rfloor, & \text { if } \Delta=\text { even }  \tag{3.9}\\ \left\lfloor\frac{(m-2)}{\Delta}\right\rfloor, & \text { if } \Delta=\text { odd }\end{cases}
$$

Claim 3: The number of paths which are neither wait-free synchronized nor strictly-synchronized,
denoted by $W_{\Delta}$, is determined by:

$$
W_{\Delta} \triangleq\left\|\mathcal{P}_{W}\right\|= \begin{cases}m-\left\lfloor\frac{2(m-2)}{\Delta}\right\rfloor-\left\lceil\frac{\Delta}{2}\right\rceil-1, & \text { if } \Delta=\text { even }  \tag{3.10}\\ m-\left\lfloor\frac{(m-2)}{\Delta}\right\rfloor-\left\lceil\frac{\Delta}{2}\right\rceil-1, & \text { if } \Delta=\text { odd. }\end{cases}
$$

Proof. The proof is provided in Appendix P.

Remarks on Theorem 3.5.3: (1) The number of strictly-synchronized paths is proportional to $\Delta$. (2) The number of wait-free synchronized paths is proportional to $\frac{1}{\Delta}$. (3) If $\Delta=1$ or 2 , then $P_{j}$ is always wait-free synchronized for all $j=1,2, \cdots, m-2$. (4) Taking $\Delta=$ even is preferable in terms of the number of wait-free synchronized paths.

### 3.5.2 Numerical Evaluation and Discussion

According to Theorem 3.5.3, $S_{\Delta}$ is proportional to $\Delta$ while $N_{\Delta}$ is inversely proportional to $\Delta$. Thus, a smaller $\Delta$ is desired since strictly-synchronized paths maximize RM-cell RTTs while wait-free synchronization paths minimize RM-cell RTTs. Consider two extreme cases: (1) $\Delta=1$ (i.e., there is an RM cell traversing per switch-hop) or 2 , by Theorem 3.5.3, $S_{\Delta}=1\left(P_{m-1}\right.$ is always strictly-synchronized) and $N_{\Delta}=m-1\left(P_{m-1}\right.$ is always waitfree synchronized), i.e., all paths of interest are wait-free synchronized paths with minimal $\tau_{u}(j, \Delta)=2(j+1) ;(2) \Delta=\tau_{\max }=2 m$, by Theorem 3.5.3, $S_{\Delta}=m-1$ and $N_{\Delta}=1\left(P_{m-1}\right.$ is always wait-free synchronized). However, the benefits of having larger $N_{\Delta}$ and smaller $S_{\Delta}$ do not come free, the price paid for which is a high bandwidth cost for multicasting RM cells at a higher frequency $\frac{1}{\Delta}$. This introduces a trade-off between $\tau_{u}(j, \Delta)$ and bandwidth cost for RM cells.

Theorem 3.5.3 suggests that selecting $\Delta$ to increase $N_{\Delta}$ is related to tree-height $m$. As indicated by Eq. (3.9), in order to take advantage of SSP, $\Delta$ should not be larger than $m-2$ in which case only $P_{m-1}$ and possibly $P_{1}$ (when $\Delta=$ even) are wait-free synchronized paths and more than a half of paths are strictly-synchronized. In Figure 3.6, $N_{\Delta}, S_{\Delta}$, and $W_{\Delta}$ are plotted against $\Delta$ with $m=50$. We observe that (1) $N_{\Delta}$ decreases as $\Delta$ increases; $S_{\Delta}$ is proportional to $\Delta_{;} W_{\Delta}$ is not monotonic and reaches its peak value when $N_{\Delta}=S_{\Delta}$ and


Figure 3.6: $N_{\Delta}, S_{\Delta}$, and $W_{\Delta}$ vs. $\Delta(m=50)$.
$\Delta \in[1, m-2]$. (2) When $\Delta>m-2, N_{\Delta}$ becomes very small fluctuating between 0 and 1 ; and on the other hand, when $\Delta$ decreases from $m-2$ to $1, N_{\Delta}$ increases dramatically. If $\tau_{h}$ is large enough, then taking $\Delta=2$ will produce the optimal case where all paths become wait-free synchronized. In addition, we also observe that an even $\Delta$ is preferred since it gives a larger $N_{\Delta}$ than the neighboring values of an odd $\Delta$, which is consistent with Eq. (3.9). Thus, in general, $\Delta$ should be taken as an even number within the range of [ $2, m-2$ ].

Figure 3.7 plots synchronization waiting-time $W_{j}$ vs. path number $j$ while varying $\Delta$. Although $W_{j}$ is not a monotonic function of $j$ for a given $\Delta, W_{j}$ increases, on average, as $\Delta$ rises. Thus, a smaller $\Delta$ is desired to minimize RM-cell RTTs on all paths. We also observe that $W_{j}$ is a periodic function of $j$ with an amplitude upper-bounded by $\Delta$, verifying Claim 1 of Theorem 3.5.2. Moreover, for a given $\Delta$, there are always some wait-free synchronized


Figure 3.7: $W_{j}$ vs. path number: $j(m=50)$.
paths ( $W_{j}=0$ ). For example, if $\Delta=6$, there are $N_{\Delta}=16$ wait-free synchronized paths, which is consistent with Theorem 3.5.3 and numerical results shown in Figure 3.7 with $m=50$. Furthermore, Figure 3.7 also shows that a smaller $\Delta$ results in a larger number of wait-free synchronized ( $W_{j}=0$ ) paths, $N_{\Delta}$, which also verifies Theorem 3.5.3.

### 3.6 Conclusion

We developed balanced and unbalanced binary-tree deterministic models to study multicast feedback-synchronization signaling delay characteristics. Applying the proposed binarytree multicast signaling-delay model, we derived a set of equations to compute each individual path's RTT for a given multicast tree. In contrast with HBH, SSP is shown to be able to efficiently implement multicast signaling and also make the effective RM-cell RTT virtually independent of, and hence scalable with, the multicast-tree topology. The numer-
ical analysis has also shown the superiority of SSP over HBH in terms of the multicast signaling delays. We also derived the optimal RM-cell update interval for SSP to minimize RM-cell RTTs for a given multicast tree. While the analysis in this chapter focuses on the feedback-synchronization signaling algorithms for ABR services, it is generic and thus, can be applied to the signaling delay analysis for multicast flow-control algorithms based on any feedback-synchronization mechanism.

## CHAPTER 4

## STATISTICAL DELAY ANALYSIS OF MULTICAST SIGNALING PROTOCOLS

### 4.1 Introduction

As discussed in Chapter 2, while the delay property of multicast signaling protocols have significant impact on the multicast flow-control performance, little attention has been paid to the delay modeling and analysis for multicast flow control, although it is critically important. To remedy this deficiency, in Chapter 2, we develop the balanced and unbalanced binary-tree models to statically quantify each path's multicast signaling delay. To capture the statistical characteristics of multicast signaling delay when the multicast-tree bottleneck dynamically changes among the multicast-tree paths, in this chapter, we further develop a statistical model to characterize the delay properties for RED- and REM-based multicast flow control, where the random markings at different links are independent.

This chapter is organized as follows. In Section 4.2, we introduce the targeted multicast flow control algorithms and multicasting networks, where the statistical multicast signaling delay modeling and analysis will be applied to. In Section 4.3, we introduce the proposed statistical model and assumptions we made for this proposed statistical model. Section 4.4 derives a set of closed-form expressions to calculate the probability distributions for each path to be the multicast-tree bottleneck. In Section 4.5, we conduct numerical analysis for
multicast signaling delays and compare the multicast signaling delays performance between SSP and HBH multicast signaling protocols. Section 4.6 describes the simulation results, verifying the analytical results. In Section 3.5, we derive the optimal RM-cell interval for SSP to minimize the RM-cell RTTs for a given multicast tree. The chapter concludes with Section 4.7.

### 4.2 The Dynamic Delay Analysis of Multicast-Signaling Protocols in Random-Marking Based Multicast Networks

So far, we only studied the deterministic properties of the feedback-signaling delay for each individual path within a multicast tree under the HBH and SSP schemes. However, in a real-world environment the multicast-tree bottleneck, defined as the most congested path (thus dictating flow-control decisions) of a multicast tree [6], shifts randomly and dynamically from one path to another, depending on the traffic load distribution in the network. To quantitatively analyze the delay characteristics of feedback-synchronization signaling for more realistic multicast scenarios, we now statistically analyze the RM-cell feedback-delay performance of the HBH and SSP schemes across the entire multicast tree. The congestion state on each link in the multicast tree are determined by the difference between the aggregate arrival rate and the service rate at that link, or the output-queue length at that link. This congestion state can be specified by the network dynamic congestion status or by flow control algorithms, such as widely cited and used random-marking based schemes: REM [35] or RED [36]. If the targeted multicast flow control algorithms are REM [35] and RED-based or REM and RED-like schemes, then the congestion states or random link-markings at different links are independent [36].

The principle of RED and REM are quite similar, and thus we only give a brief description on RED's the operational procedure that follows below. An RED router operates as follows. It computes the average queue length and when the average queue length exceeds a certain threshold (this threshold can be zero, too), it marks each arrived packet with
a certain probability, where the exact probability is a function (e.g., as a linear function used in RED, or an exponential function employed in REM) of the average queue length. The average queue length is calculated using a low-pass filter from instantaneous queue length, which allows the transient bursts in the router. Persistent congestion in the router is reflected by a high average queue length and high marking probability. The resulting high marking probability will signal the traffic source early, and thus detect and control the congestion early. As a result, RED routers (either unicast routers, or multicast routers which will be detailed in Chapter 6) keep the overall throughput high while maintaining a small average queue length, and tolerate transient congestion due to the burstiness caused by window-based flow control scheme TCP. Then the average queue length exceeded a certain threshold, RED routers marks packets at random so that TCP connection or multicast connections back off at different times. This avoid the global synchronization effect of all connections decreasing their sending rates at the same time, resulting in low bandwidth utilization, and maintains high throughput in the routers. Since RED has these excellent features, the IRTF (Internet Research Task Force) has singled out RED as one queue management scheme recommended for rapid deployment throughout the Internet. While the REM and RED schemes are originally proposed for unicasts, they can also be extended to multicast environments as what will shown in Chapter 6. Moreover, unicast and multicast transmissions usually co-exist in a network.

### 4.3 The Statistical Modeling of Multicast Signaling Delay

### 4.3.1 The System Model and Assumptions

Our statistical analysis model builds on the recently-proposed Random Early Marking (REM) [35, 37-40] and the widely-cited/used Random Early Detection (RED) schemes [36]. ${ }^{1}$ The REM and RED schemes can also be extended to multicast environments. Moreover,

[^10]unicast and multicast transmissions usually co-exist in a network. In RED or REM, each router marks the packet's ECN (Explicit Congestion Notification) [41] bit with a probability that is exponential in REM, or proportional in RED, to the average queue length at the output link. To simplify the analysis, our statistical model assumes that the ECN-bit marking operations at all links are independent, an assumption also adopted by REM in [35, 37-40] and RED in [36]. Note that this assumption does not affect the evaluation of the relative performance improvement of the SSP scheme over the HBH scheme in terms of the feedback delay.

We will focus only on the RM-cell RTT during the congestion phase when the bottleneck paths emerge. Also, the statistical analysis will only concentrate on the unbalanced multicast-tree case because it represents the worst case, and thus its analysis provides a lower bound of performance for the feedback-signaling delay. In contrast, the multicast-tree RM-cell RTT does not change in the balanced-tree case. In addition, our statistical model captures more realistic multicast scenarios by allowing multiple concurrent bottleneck links and paths in a multicast tree. Moreover, to be able to handle any arbitrary size of the unbalanced multicast tree and make the analysis complete, the statistical model allows the multicast-tree height $m$ to be arbitrarily large and include $\infty$ as its limiting case. To formulate the statistical analysis, we introduce the following definition.

Definition 4.3.1 The random-marking based unbalanced-multicast binary-tree of height $m$ consists of a set $\mathcal{L}$ of links which satisfy the following conditions:

C1. All links in $\mathcal{L}$ are labeled as shown in Figure 4.1(a) for $m<\infty$ (e.g., $m=4$ ) and
Figure 4.1(b) for $m \rightarrow \infty$, respectively, such that

$$
L_{i} \in \mathcal{L} \triangleq \begin{cases}\left\{L_{1}, L_{2}, \cdots, L_{2 m-1}\right\}, & \text { if } m<\infty  \tag{4.1}\\ \left\{L_{1}, L_{2}, \cdots, L_{\infty}\right\}, & \text { if } m \rightarrow \infty\end{cases}
$$

C2. $\forall L_{i} \in \mathcal{L}$, the probability $p_{i}\left(0<p_{i}<1\right)$ that $L_{i}$ is marked as a bottleneck link (with


Figure 4.1: Random-marking unbalanced binary-tree model.
the $E C N$-bit set) is specified by:

$$
p_{i}= \begin{cases}1-\phi^{-\gamma \bar{q}_{i}}, & \text { if } R E M \text { is used } ;  \tag{4.2}\\ {\left[\frac{\bar{q}_{i}-\min _{t h}}{\max t h}\right] p_{\max },} & \text { if RED is used } ;\end{cases}
$$

where $\bar{q}_{i}$ is average queue size of $L_{i} ; \gamma>0$ is step size and $\phi>1$ for $R E M ; p_{\text {max }}$ is the maximum marking probability and max $_{\text {th }}\left(\min _{t h}\right)$ is high (low) queue-size thresholds for RED;

C3. Bottleneck-link (packet) marking events at all links in $\mathcal{L}$ are independent [35-40].

In unicast $A B R$ service, the source rate is regulated by the feedback from the most congested link/switch which has the minimum available bandwidth along the path from source to destination. A natural extension of this strategy to multicast $A B R$ service is to adjust the source rate to the available bandwidth share that can be supported by the most congested path, which contains a link/switch or a receiver having the minimum available bandwidth across the entire multicast tree. This is the key feature of ABR service, most suitable for data applications, that require lossless transmission. Thus, at any given time, the feedback from the most congested path which contains the minimum available bandwidth across the multicast tree governs the dynamics of the source rate-control decisions. Consequently, in
all the feedback-synchronization signaling algorithms an OR rule (see Figure 3.1) is used at a branch point to consolidate the congestion feedback signals from the different downstream branches. Moreover, since there can be multiple bottleneck links and paths at the same time in the network, we need to identify the path that dictates the dynamics of the entire multicast tree. Clearly, based on the OR rule, the shortest bottleneck path in a multicast tree dominates the source's flow-control decisions and the RTT of the flow-control feedback loop. To explicitly model this feature, we introduce the following definition.

Definition 4.3.2 Among all concurrent bottleneck paths in a multicast tree, the bottleneck path of minimum length is called the dominant bottleneck path, and its RM-cell RTT is called the multicast-tree bottleneck RTT.

The multicast-tree bottleneck RTT varies randomly because the location of dominant bottleneck path dynamically drifts as the traffic-load distribution changes with time. Thus, it is important to statistically study the delay properties of feedback-synchronization signaling algorithms.

### 4.4 Statistical Properties of Feedback Signaling Delays

Based on Definitions 4.3.1 and 4.3.2, the theorem given below derives the probability distribution function of the dominant bottleneck path in a multicast tree.

Theorem 4.4.1 If an unbalanced multicast binary-tree of height $m$ as defined in Definition 4.3.1 is flow-controlled by the SSP and HBH schemes, respectively, then the following claims hold:

Claim 1: If $m \rightarrow \infty$, then there exists one and only one dominant bottleneck path, and the probability distribution, denoted by $\psi\left(P_{k}, \infty\right)$, that path $P_{k}$ becomes the dominant
bottleneck path, is determined by

$$
\begin{equation*}
\psi\left(P_{k}, \infty\right)=\left(p_{2 k-1}+p_{2 k}-p_{2 k-1} p_{2 k}\right) \prod_{i=1}^{2(k-1)}\left(1-p_{i}\right) \tag{4.3}
\end{equation*}
$$

where $k=1,2, \cdots, \infty$ and $p_{i}$ is the link $L_{i}$ 's bottleneck-marking probability for $i=$ $1,2, \cdots, \infty$. Furthermore, $\psi\left(P_{k}, \infty\right)$ given in Eq. (4.3) satisfies the following normalization condition:

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \sum_{k=1}^{m} \psi\left(P_{k}, \infty\right)=1 \tag{4.4}
\end{equation*}
$$

Claim 2: If $m<\infty$, then there exists at most one dominant bottleneck path, and the probability distribution, denoted by $\psi\left(P_{k}, m\right)$, that path $P_{k}$ becomes the dominant bottleneck path, is determined by

$$
\psi\left(P_{k}, m\right)= \begin{cases}p_{1}+p_{2}-p_{1} p_{2}, & \text { if } k=1 ;  \tag{4.5}\\ \left(p_{2 k-1}+p_{2 k}-p_{2 k-1} p_{2 k}\right) \prod_{i=1}^{2(k-1)}\left(1-p_{i}\right), & \text { if } k \leq m-1 ; \\ p_{2 m-1} \prod_{i=1}^{2(m-1)}\left(1-p_{i}\right), & \text { if } k=m ;\end{cases}
$$

where $k=1,2, \cdots, m$ and $p_{i}$ is the link $L_{i}$ 's bottleneck-marking probability for $i=$ $1,2, \cdots, 2 m-1$.

Proof. The proof is provided in Appendix Q.

Remarks on Theorem 4.4.1. By Eq. (4.3), $\lim _{k \rightarrow \infty} \psi\left(P_{k}, \infty\right)=0$, which is expected, since a longer bottleneck path is always dominated by a co-existing shorter bottleneck path. Thus, when $k \rightarrow \infty$ as $m \rightarrow \infty, P_{\infty}$ is always dominated by a shorter bottleneck path for $0<p_{i}<1, i=1,2, \cdots, \infty$, where $p_{i}$ statistically represents the traffic load level at link $L_{i}$. That is, $\psi\left(P_{\infty}, \infty\right)=0$. In addition, by Eq. (4.4) we have $\sum_{k=1}^{\infty} \psi\left(P_{k}, \infty\right)=1$ which also makes sense because as the unbalanced-tree's height $m \rightarrow \infty$ and $0<p_{i}<1$, there always exists (with probability 1) one and only one dominant bottleneck path in a
multicast tree. On the other hand, for the case of $m<\infty$, by Eqs. (4.5) and (4.4) we have $\sum_{k=1}^{m} \psi\left(P_{k}, m\right) \leq 1$, implying the possibility that there does not exist any dominant bottleneck path in the multicast tree of height $m<\infty$. This is also expected because the bottleneck link marking probability falls in the range of $0<p_{i}<1$.

Using the probability distributions derived in Theorem 4.4.1, we can obtain the first and second moments of the feedback-synchronization signaling delay for a multicast tree under the HBH and SSP schemes. To simplify the computation, we consider the homogeneous case where

$$
\begin{equation*}
p_{i}=p \quad \forall i \in\{1,2, \cdots, 2 m-1\} \tag{4.6}
\end{equation*}
$$

by assuming that the traffic load level, $p_{i}$, along all links are statistically at the same level $p .^{2}$ This simplification also suffices to assess the relative delay-performance improvement of SSP over the HBH scheme. Under this assumption, the theorem given below derives the probability distribution of the dominant bottleneck path, characterizes its properties, and gives formulas to calculate the first and second order statistics (moments) of feed backsynchronization signaling delay for the SSP and HBH schemes, respectively, for $m<\infty$.

Theorem 4.4.2 Let an unbalanced multicast binary-tree as defined in Definition 4.3.1 be flow-controlled by the SSP and HBH schemes, respectively, with the RM-cell update interval $\Delta$. If the multicast tree has a finite height $m<\infty$ and link-marking probability $0<p_{i}=$ $p<1, \forall i \in\{1,2, \cdots, 2 m-1\}$, then the following claims hold:

Claim 1: The probability distribution that the path $P_{k}$ becomes the dominant bottleneck path, denoted by $\psi\left(P_{k}, p, m\right)$, is determined by

$$
\psi\left(P_{k}, p, m\right)= \begin{cases}p(2-p)(1-p)^{2(k-1)}, & \text { if } k \leq m-1 ;  \tag{4.7}\\ p(1-p)^{2(m-1)}, & \text { if } k=m ;\end{cases}
$$

where $k=1,2, \cdots, m$;

[^11]Claim 2: For each path $P_{k}, \psi\left(P_{k}, p, m\right)$ attains the unique maximum w.r.t. $p$, which is given by

$$
\psi^{*}\left(P_{k}, p^{*}, m\right)= \begin{cases}\frac{1}{k}\left(1-\frac{1}{k}\right)^{k-1}, & \text { if } k \leq m-1 ;  \tag{4.8}\\ \frac{1}{2 m-1}\left(\frac{2 m-2}{2 m-1}\right)^{2(m-1)}, & \text { if } k=m ;\end{cases}
$$

where the unique bottleneck-link marking probability maximizer, $p^{*}$, is determined by

$$
p^{*} \triangleq \arg \max _{0<p<1} \psi\left(P_{k}, p, m\right)= \begin{cases}1-\sqrt{\frac{k-1}{k}}, & \text { if } k \leq m-1 ;  \tag{4.9}\\ \frac{1}{2 m-1}, & \text { if } k=m ;\end{cases}
$$

where $k=1,2, \cdots, m$;

## Claim 3: The means of multicast-tree RM-cell RTT, denoted by $\bar{\tau}_{S S P}(m)$ and $\bar{\tau}_{H B H}(m)$

 for the SSP and HBH schemes, respectively, are determined by:$$
\begin{align*}
\bar{\tau}_{S S P}(m)= & 2 m\left[1-(1-p)^{2(m-1)}\right]-\Delta\left(2 p-p^{2}\right) \sum_{k=1}^{m-1}\left\lfloor\frac{2(m-k-1)}{\Delta}\right\rfloor(1-p)^{2(k-1)} \\
& +2 m p(1-p)^{2(m-1)} ;  \tag{4.10}\\
\bar{\tau}_{H B H}(m)= & 2\left[1-(1-p)^{2(m-1)}\right]+\frac{\Theta(\Delta)}{2 p-p^{2}}\left[(m-1)(1-p)^{2 m}-m(1-p)^{2(m-1)}+1\right] \\
& +p(1-p)^{2(m-1)}[2+(m-1) \Theta(\Delta)] ; \tag{4.11}
\end{align*}
$$

where $\Theta(\Delta)$ is defined by Eq. (3.2);
Claim 4: The variances of multicast-tree $R M$-cell $R T T$, denoted by $\sigma_{S S P}^{2}(m)$ and $\sigma_{H B H}^{2}(m)$
for the SSP and HBH schemes, respectively, are determined by:

$$
\begin{align*}
\sigma_{S S P}^{2}(m)= & 4 m^{2}\left[1-(1-p)^{2(m-1)}\right]-\left(2 p-p^{2}\right)\left\{4 m \Delta \sum_{k=1}^{m-1}\left[\frac{2(m-k-1)}{\Delta}\right]\right. \\
& \left.\cdot(1-p)^{2(k-1)}-\Delta^{2} \sum_{k=1}^{m-1}\left[\frac{2(m-k-1)}{\Delta}\right]^{2}(1-p)^{2(k-1)}\right\} \\
& -\left\{2 m\left[1-(1-p)^{2(m-1)}\right]-\Delta\left(2 p-p^{2}\right) \sum_{k=1}^{m-1} \left\lvert\, \frac{2(m-k-1)}{\Delta}\right.\right] \\
& \left.\cdot(1-p)^{2(k-1)}+2 m p(1-p)^{2(m-1)}\right\}^{2}+4 m^{2} p(1-p)^{2(m-1)}  \tag{4.12}\\
\sigma_{H B H}^{2}(m)= & 4\left[1-(1-p)^{2(m-1)}\right]+\frac{4 \Theta(\Delta)}{2 p-p^{2}}\left[1-m(1-p)^{2(m-1)}+(m-1)\right. \\
& \left.\cdot(1-p)^{2 m}\right]+\frac{\Theta^{2}(\Delta)}{\left(2 p-p^{2}\right)^{2}}\left\{( 2 p - p ^ { 2 } ) \left[1-m^{2}(1-p)^{2(m-1)}\right.\right. \\
& \left.+\left(m^{2}-1\right)(1-p)^{2 m}\right]+2\left[(1-p)^{2}-m(1-p)^{2 m}+(m-1)\right. \\
& \left.\left.\cdot(1-p)^{2(m+1)}\right]\right\}+p(1-p)^{2(m-1)}[2+(m-1) \Theta(\Delta)]^{2} \\
& -\left\{\frac{\Theta(\Delta)}{2 p-p^{2}}\left[(m-1)(1-p)^{2 m}-m(1-p)^{2(m-1)}+1\right]\right. \\
& +2\left[1-(1-p)^{2(m-1)}\right]+(1-p)^{2(m-1)} p \\
& \cdot[2+(m-1) \Theta(\Delta)]\}, \tag{4.13}
\end{align*}
$$

where $\Theta(\Delta)$ is defined by Eq. (3.2).
Proof. The proof is provided in Appendix R.

Remarks on Theorem 4.4.2: Under the assumption that each link's bottleneck marking probability $p=p_{i}, \forall i \in\{1,2, \cdots, 2 m-1\}$, and observing Eq. (4.7), $\psi\left(P_{k}, p, m\right)$ is found to be a strictly monotonic decreasing function of path length $k$ and the multicast-tree height $m$. Figure 4.2(a) plots the probability mass function (pmf) $\psi\left(P_{k}, p, m\right)$ against $k$ and $m$, also confirming the above observation. This is not surprising because a longer bottleneck path is more likely to be dominated by a shorter one. In fact, this is a desired feature for


Figure 4.2: Probability distributions of dominant bottleneck path.
the SSP scheme because the SSP's effective multicast-tree RM-cell RTT is upper-bounded by the maximum RM-cell RTT and is virtually independent of the multicast-tree height. Figure $4.2(\mathrm{~b})$ also plots the cumulative distribution function (cdf) for $\psi\left(P_{k}, p, m\right)$, which converges to 1 as $k, m \rightarrow \infty$, confirming that $\psi\left(P_{k}, p, m\right)$ is a valid $p m f$.

Eq. (4.7) also indicates that for a given bottleneck path $P_{k}$, its dominant bottleneck path probability $\psi\left(P_{k}, p, m\right)$ is not a monotonic function of link-marking probability $p$. $\psi\left(P_{k}, p, m\right)$ attains the maximum value, $\psi^{*}\left(P_{k}, p^{*}, m\right)$ determined by Eq. (4.8), as a function of $p$, which statistically reflects the network traffic load. Solving the first part of Eq. (4.9) for $k$ with a given $p$, we obtain

$$
\begin{equation*}
k^{*} \triangleq \frac{1}{p(2-p)} \tag{4.14}
\end{equation*}
$$

where $P_{k}$. is "most likely" to be the dominant bottleneck path for the given link marking probability $p$. When $p$ departs from $p^{*}, \psi\left(P_{k}, p, m\right)$ converges to zero as either $p \rightarrow 0$ or $\boldsymbol{p} \rightarrow 1$, as shown in Eq. (4.7). This is expected because a small $p$ implies that the entire network traffic load is low, driving the most likely dominant bottleneck path $P_{k}$. towards the longest path, while a large $p$ means that the entire network traffic load is heavy, making the most likely dominant bottleneck path $P_{k}$. shift towards the shortest path. If the given path has a length somewhere between the longest and shortest paths, the probability for the path to be a dominant bottleneck path converges to zero as $p \rightarrow 0$ or 1 . On the other hand, $p^{*}$ and $\psi^{*}\left(P_{k}, p^{*}, m\right)$ are both the monotonic decreasing functions of path length $k$,


Figure 4.3: Properties of dominant bottleneck path probability-distribution functions. because in general $\psi\left(P_{k}, p, m\right)$ is a strictly decreasing function of $k$ and, when $k$ increases, the link-marking probability $p$ must decrease to ensure a longer path to be the most likely dominant bottleneck path, which, in turn, reduces $p^{*}$. Figure $4.2(\mathrm{c})$ plots the path number $k^{*}$ of the "most-likely" dominant bottleneck path against $p$ based on Eq. (4.14), and shows that $k^{*}$ decreases as $p$ increases. That is, the higher the network traffic load, the shorter the most likely dominant bottleneck path. This makes SSP multicast signaling scheme based on REM or RED very suitable for multicast flow control since multicast-tree RM-cell RTT statistically adapts to network traffic load variations. Figure 4.3(b) plots $\psi^{*}\left(P_{k}, p^{*}, m\right)$ against path length $k$ and multicast-tree height $m$. We observe that $\psi^{*}\left(P_{k}, p^{*}, m\right)$ drops very quickly when the path length $k$ and multicast tree height $m$ rise, which makes the longer path to have a relatively smaller probability to become the most likely dominant bottleneck path as compared to the shorter path (also see Figure 4.3(c)).

Figure 4.3(a) demonstrates how the network traffic load and multicast-tree height affect the dominant bottleneck path probability by plotting $\psi\left(P_{k}, p, m\right)$ vs. $p$ with different $m$ values. Figure 4.3(a) clearly shows that there exists a unique maximum $\psi^{*}\left(P_{k}, p^{*}, m\right)$ for any given $m$. As $m$ increases, $\psi^{*}\left(P_{k}, p^{*}, m\right)$ decreases, confirming the above observations. In Figure 4.3(c), $\psi\left(P_{k}, p, m\right)$ is plotted as a function of two independent variables, $p$ and $k$. We observe that for each given path $P_{k}, \psi\left(P_{k}, p, m\right)$ attains its unique maximum at $p^{*}$ while both $\psi^{*}\left(P_{k}, p^{*}, m\right)$ and $p^{*}$ are monotonic decreasing functions of $k$. This also confirms our analytical findings.
$\bar{\tau}_{H B H}(m)$ and $\bar{\tau}_{S S P}(m)$ are important performance metrics for the feedback-synchronization signaling since they represent the average RM-cell RTT of a multicast tree. Clearly, small $\bar{\tau}_{H B H}(m)$ and $\bar{\tau}_{S S P}(m)$ are desired because a small feedback delay can improve feedback accuracy and system responsiveness. Eqs. (4.10) and (4.11) indicate that both $\bar{\tau}_{\mathcal{S S P}}(m)$ and $\bar{\tau}_{H B H}(m)$ are functions of $\Delta$ and $m$. So, the selection of $\Delta$ will affect the multicast tree's average RTT. On the other hand, $\sigma_{H B H}^{2}(m)$ and $\sigma_{S S P}^{2}(m)$ represent the variation amplitudes around the average tree RM-cell RTT for HBH and SSP schemes, respectively. Also, small $\sigma_{H B H}^{2}(m)$ and $\sigma_{S S P}^{2}(m)$ are desired, because they impact the stability and transient performance of flow control. Likewise, Eqs. (4.12) and (4.13) indicate that both $\sigma_{S S P}^{2}(m)$ and $\sigma_{H B H}^{2}(m)$ are functions of $\Delta$ and $m$. So, the selection of $\Delta$ will also affect the variation of multicast-tree's average RM-cell RTT.

The next corollary that follows directly from Theorem 4.4.2 for the homogeneous case of $p_{i}=p, \forall i$, by letting $m \rightarrow \infty$, derives the probability distribution of the dominant bottleneck path, analyzes its properties, and provides expressions for the statistical properties of feedback delay for HBH and SSP, respectively, when $m \rightarrow \infty$.

Corollary 4.4.1 Let an unbalanced multicast binary-tree as defined in Definition 4.3.1 be flow-controlled by the SSP and HBH schemes, respectively, with the RM-cell update interval $\Delta$. If the multicast-tree's height $m \rightarrow \infty$ and link-marking probability $0<p_{i}=p<1$, $\forall i \in\{1,2, \cdots, \infty\}$, then the following claims hold:

Claim 1: The probability distribution that $P_{k}$ becomes the dominant bottleneck path, denoted by $\psi\left(P_{k}, p, \infty\right)$, is determined by

$$
\begin{equation*}
\psi\left(P_{k}, p, \infty\right)=p(2-p)(1-p)^{(2 k-1)} \tag{4.15}
\end{equation*}
$$

where $k=1,2, \cdots, \infty$. Also, $\psi\left(P_{k}, p, \infty\right)$ given in Eq. (4.15) satisfies the following normalization condition:

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \sum_{k=1}^{m} \psi\left(P_{k}, p, \infty\right)=1 \tag{4.16}
\end{equation*}
$$

Claim 2: For each path $P_{k}, \psi\left(P_{k}, p, \infty\right)$ attains the unique maximum given by

$$
\psi^{*}\left(P_{k}, p^{*}, \infty\right)= \begin{cases}\frac{1}{k}\left(1-\frac{1}{k}\right)^{k-1}, & \text { if } k<\infty ;  \tag{4.17}\\ 0, & \text { if } k \rightarrow \infty\end{cases}
$$

where the bottleneck-link marking probability maximizer $p^{*}$ is determined by

$$
p^{*} \triangleq \arg \max _{0<p<1} \psi\left(P_{k}, p, \infty\right)= \begin{cases}1-\sqrt{\frac{k-1}{k}}, & \text { if } k<\infty ;  \tag{4.18}\\ 0, & \text { if } k \rightarrow \infty\end{cases}
$$

where $k=1,2, \cdots, \infty$;
Claim 3: The means of multicast-tree RM-cell RTT, denoted by $\bar{\tau}_{H B H}(\infty)$ and $\bar{\tau}_{S S P}(\infty)$ for the HBH and SSP schemes, respectively, exist and are determined by:

$$
\begin{align*}
& \bar{\tau}_{H B H}(\infty)=\frac{4 p-2 p^{2}+\Theta(\Delta)}{2 p-p^{2}} ;  \tag{4.19}\\
& \bar{\tau}_{S S P}(\infty)=\lim _{m \rightarrow \infty}\left\{2 m-\frac{\Delta\left(2 p-p^{2}\right)}{(1-p)^{2}} \sum_{k=1}^{m-1}\left\lfloor\frac{2(m-k-1)}{\Delta}\right\rfloor(1-p)^{2 k}\right\} \tag{4.20}
\end{align*}
$$

where $\Theta(\Delta)$ is defined by Eq. (3.2);
Claim 4: The variances of multicast-tree RM-cell RTT, denoted by $\sigma_{H B H}^{2}(\infty)$ and $\sigma_{S S P}^{2}(\infty)$ for the HBH and SSP schemes, respectively, exist and are determined by:

$$
\begin{align*}
\sigma_{H B H}^{2}(\infty)= & \frac{(1-p)^{2} \Theta^{2}(\Delta)}{(2-p)^{2} p^{2}}  \tag{4.21}\\
\sigma_{S S P}^{2}(\infty)= & \lim _{m \rightarrow \infty}\left\{4 m^{2}-\frac{\left(2 p-p^{2}\right)}{(1-p)^{2}}\left\{4 m \Delta \sum_{k=1}^{m-1}\left\lfloor\frac{2(m-k-1)}{\Delta}\right\rfloor(1-p)^{2 k}-\Delta^{2}\right.\right. \\
& \left.\cdot \sum_{k=1}^{m-1}\left\lfloor\frac{2(m-k-1)}{\Delta}\right\rfloor^{2}(1-p)^{2 k}\right\}-\left\{2 m-\frac{\Delta\left(2 p-p^{2}\right)}{(1-p)^{2}}\right. \\
& \left.\left.\cdot \sum_{k=1}^{m-1}\left\lfloor\frac{2(m-k-1)}{\Delta}\right\rfloor^{2}(1-p)^{2 k}\right\}^{2}\right\} \tag{4.22}
\end{align*}
$$

where $\Theta(\Delta)$ is defined by Eq. (3.2);
Proof. The proof is provided in Appendix S.


Figure 4.4: Comparison: means and variances of multicast-tree RTT between HBH and SSP schemes

Remarks on Corollary 4.4.1: While $m$ does not attain $\infty$ in real networks, Corollary 4.4.1 ensures the existence and convergence of finite means and variances for the dominant bottleneck-path probability distribution derived in Theorem 4.4.1. This makes our statistical analysis complete and meaningful. This corollary also states the trend of means and variances of the SSP and HBH schemes when $m$ is large. For instance, from Eq. (4.19) we observe that $\bar{\tau}_{H B H}(\infty)$ is proportional to the RM-cell interval $\Delta$ (or $\Theta(\Delta)$ ) for a given p. In contrast, from Eq. (4.20), we observe that $\bar{\tau}_{S S P}(\infty)$ is upper-bounded by the maximum RM-cell RTT, $2 m$, regardless of $p$. Likewise, Eq. (4.21) indicates that $\sigma_{H B H}^{2}(\infty)$ is proportional to $\Theta^{2}(\Delta)$ or $\Delta^{2}$ while $\sigma_{S S P}^{2}(\infty)$ is also upper-bounded.

### 4.5 Numerical Comparison of Statistical Properties for SSP and HBH

Using the analytical results derived in Section 4.4 we numerically compare the statistical delay properties for HBH and SSP. Figure $4.4(\mathrm{a})$ plots $\bar{\tau}_{H B H}(m)$ and $\bar{\tau}_{S S P}(m)$, respectively, against the multicast-tree height $m$ for different RM-cell interval $\Delta$ 's. From Figure 4.4(a) we observe that $\bar{\tau}_{H B H}(m)$ is much larger ( $\approx 6$ times), and increases much faster, than $\bar{\tau}_{S S P}(m)$. Moreover, $\bar{\tau}_{H B H}(m)$ is more sensitive to $\Delta$ than $\bar{\tau}_{S S P}(m)$. Figure 4.4(a) also shows that $\bar{\tau}_{S S P}(m)$ - unlike $\operatorname{RTT} \bar{\tau}_{H B H}(m)$ - is virtually independent of $m$. Figure 4.4(b) plots $\sigma_{H B H}(m)$ and $\sigma_{S S P}(m)$ against $m$ while varying $\Delta$. From Figure $4.4(\mathrm{~b}), \sigma_{H B H}(m)$ is found
to be much larger ( $\approx 6$ times), and increase much faster, than $\sigma_{S S P}(m)$ as $m$ increases. Again, $\sigma_{H B H}(m)$ is much more sensitive to $\Delta$ than $\sigma_{S S P}(m)$. Thus, the multicast-tree RM-cell RTT for SSP scales much better than that for HBH with respect to the multicasttree height and structure. Also, as illustrated in Figure 4.4(b), SSP's multicast-tree RTT variation $\sigma_{S S P}(m)$ is virtually independent of $m$ as compared to HBH's multicast-tree RTT variation, $\sigma_{H B H}(m)$.

Setting tree height $m=25$ and RM-cell RTT interval $\Delta=20$, Figure 4.4(c) plots $\bar{\tau}_{H B H}(m)$ and $\bar{\tau}_{S S P}(m)$ against link marking probability $p$, which statistically represents the network traffic load. We observe that both $\bar{\tau}_{H B H}(m)$ and $\bar{\tau}_{S S P}(m)$ have their respective unique maximum, which is expected because $\psi\left(P_{k}, p, m\right)$ has the unique maximum with respect to $p$. Moreover, the maximum of $\bar{\tau}_{H B H}(m)$ is found to be about 8 times larger than that of $\left.\bar{\tau} \overline{S S S P}^{( } m\right)$ while the maximizer ( $p=0.037$ ) of $\bar{\tau}_{H B H}(m)$ is slightly smaller than that ( $p=0.044$ ) of $\bar{\tau}_{S S P}(m)$. So, the SSP significantly outperforms the HBH in terms of the first moment of multicast-signaling delays. When $p$ increases beyond the maximizer, both $\bar{\tau}_{H B H}(m)$ and $\bar{\tau}_{S S P}(m)$ decrease quickly since the dominant bottleneck path tends to be short as the network traffic load increases. This observation states the fact that the multicast-tree RM-cell RTT of the SSP multicast signaling scheme based on REM or RED can statistically adapt itself to the network traffic-load variation dynamically. Figure 4.5(a) plots $\sigma_{H B H}(m)$ and $\sigma_{S S P}(m)$ against $p$ with $m=25$ and $\Delta=17$. Likewise, both $\sigma_{H B H}(m)$ and $\sigma_{S S P}(m)$ are observed to have their own unique maximum, which is also due to the uniqueness of maximum for $\psi\left(P_{k}, p, m\right)$ over $p$. Also, $\sigma_{H B H}(m)$ is found to be much larger (about 7 times) than $\sigma_{S S P}(m)$ while the maximizer ( $p=0.017$ ) of $\sigma_{H B H}(m)$ is slightly larger than that ( $p=0.015$ ) of $\sigma_{S S P}(m)$. This observation indicates that the multicast-tree RM-cell RTT for SSP is statistically much stabler than that for HBH in terms of multicast signaling delay variations. Moreover, the dynamics of $\sigma_{H B H}(m)$ and $\sigma_{S S P}(m)$ with traffic load $p$ varying behave in a manner similar to those of $\bar{\tau}_{H B H}(m)$ and $\bar{\tau}_{S S P}(m)$.

To examine the properties of the first and second moments of the multicast-tree bottle-

(a) $\sigma_{S S P}(m), \sigma_{H B H}(m)$ vs. $p$

(b) $\bar{\tau}_{S S P}(\infty), \bar{\tau}_{H B H}(\infty)$ vs. $p$

(c) $\sigma_{S S P}(\infty), \sigma_{H B H}(\infty)$ vs. $p$

Figure 4.5: Statistical and asymptotic properties of multicast-tree RTT for HBH and SSP as $m \rightarrow \infty$.
neck path RM-cell RTT when $m$ is large, their plots as the function of $p$ (with $\Delta=20$, and $m=25$ if $m<\infty$ ) in Figures $4.5(\mathrm{~b})$ and (c) show the trends of $\bar{\tau}_{H B H}(m) \rightarrow \bar{\tau}_{H B H}(\infty)$, $\bar{\tau}_{S S P}(m) \rightarrow \bar{\tau}_{S S P}(\infty), \sigma_{H B H}(m) \rightarrow \sigma_{H B H}(\infty)$, and $\sigma_{S S P}(m) \rightarrow \sigma_{S S P}(\infty)$, asymptotically as $m \rightarrow \infty$. We made the following observations.

O1. As $m \rightarrow \infty$, the extreme points for $\bar{\tau}_{H B H}(\infty), \bar{\tau}_{S S P}(\infty), \sigma_{H B H}(\infty)$, and $\sigma_{S S P}(\infty)$ disappear, and become monotonic decreasing functions of $p$. This is expected since $p^{*}=0$ and $\psi^{*}\left(P_{k}, p^{*}, \infty\right)=0$ as $k, m \rightarrow \infty$ as shown in Eqs. (4.18) and (4.17).

O2. $\bar{\tau}_{H B H}(m)$ and $\bar{\tau}_{S S P}(m)$ converge to $\bar{\tau}_{H B H}(\infty)$ and $\bar{\tau}_{S S P}(\infty)$, respectively, and both are lower-bounded by the same bound for each scheme, as $p \rightarrow 1$. This also confirms our analytical results, because $\lim _{p \rightarrow 1} \bar{\tau}_{H B H}(m)=\lim _{p \rightarrow 1} \bar{\tau}_{H B H}(\infty)=2+\Theta(\Delta)$, which is the lower bound of HBH's RM-cell RTT given by Eq. (3.1) for path $P_{1}$, and $\lim _{p \rightarrow 1} \bar{\tau} S S P(m)=\lim _{p \rightarrow 1} \bar{\tau} S S P(\infty)=2 m-\Delta\left\lfloor\frac{2(m-2)}{\Delta}\right\rfloor$, which is the lower bound of SSP's RM-cell RTT given by Eq. (3.6) for path $P_{1}$.

O3. $\sigma_{H B H}(m)$ and $\sigma_{S S P}(m)$ converge to $\sigma_{H B H}(\infty)$ and $\sigma_{S S P}(\infty)$ as $m \rightarrow \infty$, respectively, and both converge to 0 , as $p \rightarrow 1$. This also confirms our analytical results, because from Eqs. (4.13) and (4.21), we have $\lim _{p \rightarrow 1} \sigma_{H B H}^{2}(m)=\lim _{p \rightarrow 1} \sigma_{H B H}^{2}(\infty)=0$, and from Eqs. (4.12) and (4.22), we have $\lim _{p \rightarrow 1} \sigma_{S S P}^{2}(m)=\lim _{p \rightarrow 1} \sigma_{S S P}^{2}(\infty)=0$.

O4. When $m$ is large, $\bar{\tau}_{H B H}(m)$ and $\bar{\tau}_{S S P}(m)$ drop very quickly as $p$ increases. For instance, when $p \geq 0.1$ i.e., when network is busy for more than $10 \%$ of the time,


Figure 4.6: Simulation model for delay analysis of unbalanced-tree bottleneck RTT with $m=8$.
$\bar{\tau}_{S S P}(m)$ already converges closely to the lower bound $\left(\lim _{p \rightarrow 1} \bar{\tau}_{S S P}(m)=2 m-\right.$ $\Delta\left\lfloor\frac{2(m-2)}{\Delta}\right\rfloor=10$ ) for the case of $m=25$ and $\Delta=20$. In contrast, $\bar{\tau}_{H B H}(m)$ does not converge closely to its lower bound $\left(\lim _{p \rightarrow 1} \bar{\tau}_{H B H}(m)=2+\Delta=22\right.$ ) until the network traffic load is beyond $40 \%-50 \%$ for the same case. Likewise, a similar behavior is found to hold for $\sigma_{H B H}(m)$ and $\sigma_{S S P}(m)$. This reveals that the SSP's multicast-tree RM-cell RTT and its variation converge to the lower bound much faster than the HBH's. Thus, the SSP scheme adapts to network traffic-load much faster than the HBH scheme in terms of multicast-tree RM-cell RTT.

### 4.6 Simulation Results

We simulate the network with concurrent multiple multicast/unicast VCs (Virtual Circuits) and multiple bottlenecks to study the statistical behavior of SSP signaling delay and compare it with HBH.

This simulation study focuses on the unbalanced multicast-tree case because it represents the worst, but general, case for signaling delay variations, and thus, provides a lower bound
of the delay performance. In contrast, the balanced-tree case is trivial and can be treated as a special case of the unbalanced-tree case. The simulated network in Figure 4.6 consists of 16 switches, $S W_{1}, S W_{2}, \cdots, S W_{16}$, connected via 15 links $L_{1}, L_{2}, \cdots, L_{15}$ as an unbalanced multicast tree of height $m=8$. As shown in Figure 4.6, the network contains one multicast connection with a persistent ABR traffic source, starting from the sender $M S$ to 8 receivers $M R_{1}, M R_{2}, \cdots, M R_{8}$ through the multicast tree and forming 8 paths $P_{1}, P_{2}, \cdots, P_{8}$. We also set up 15 independent random ON-OFF unicast VCs, each of which is represented by $V C_{i}$ corresponding to link $L_{i}$ for $i=1,2, \cdots, 15 . V C_{i}$ functions as independent random cross-traffic sharing $L_{i}$ 's bandwidth with the multicast connection. The activity intensity of the cross-traffic generated by $V C_{i}$ determines the congestion marking probability $p_{i}$ for link $L_{i}$. When these cross-traffic sessions randomly switch between ON and OFF states, the multicast-tree bottleneck changes randomly from one path to another.

We implemented the simulation model by using the NetSim event-driven simulator [42] where we set all links to have identical bandwidth $\mu_{i}=\mu=155 \mathrm{Mbps}$ and link (or hop) delay $\tau_{h}=1 \mathrm{~ms}$ (millisecond). Thus, all paths' $\operatorname{RTTs}, \tau_{u}^{H B H}(j, \Delta)$ and $\tau_{u}^{S S P}(j, \Delta)$, are given by Eqs. (3.1) and (3.6) for HBH and SSP (steady-state), respectively, which are obtained and listed in Table 4.1. The last row in Table 4.1 gives the physically limiting minimum for the RTT, $\tau_{\min }^{\text {Limit }}(j)$, of each path of the simulated multicast tree. The RM-cell interval is set to 6 ms .

| Path Name | $P_{1}$ | $P_{2}$ | $P_{3}$ | $P_{4}$ | $P_{5}$ | $P_{6}$ | $P_{7}$ | $P_{8}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\tau_{u}^{H B H}(j, \Delta)$ | 8 | 14 | 20 | 26 | 32 | 38 | 44 | 44 |
| $\tau_{u}^{S S P}(j, \Delta)$ | 4 | 10 | 10 | 10 | 16 | 16 | 16 | 16 |
| $\tau_{\text {min }}^{\text {Limit }}(j)$ | 4 | 6 | 8 | 10 | 12 | 14 | 16 | 16 |

Table 4.1: RTT (unit: ms) for each path for the simulated network model.

The link congestion marking probabilities, $p_{i}(i=1, \cdots, 15)$, are generated by 15 independent $[0,1]$-uniform random-number generators, $R_{i}$, which control the 15 cross-traffic $V C_{i}$ 's ON-OFF states and their activity intensities. The entire simulation observation time $T$ is divided into $N$ repeated observation slots $T_{k}, k=1,2, \cdots, N$, and $T=\sum_{k=1}^{N} T_{k}$. At the beginning of each observation slot $T_{k}, k=1,2, \cdots, N, V C_{i}, i=1,2, \cdots, 15$, enters an ON (OFF) state and stay there for a period of $T_{k}$ if $R_{i} \leq p_{i}\left(R_{i}>p_{i}\right)$, such that

$$
\begin{equation*}
\operatorname{Pr}\left\{V C_{i}=\mathrm{ON}\right\}=\operatorname{Pr}\left\{R_{i} \leq p_{i}\right\}=\int_{0}^{p_{i}} 1 d u=p_{i} \tag{4.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Pr}\left\{V C_{i}=\mathrm{OFF}\right\}=\operatorname{Pr}\left\{R_{i}>p_{i}\right\}=1-\int_{0}^{p_{i}} 1 d u=1-p_{i} \tag{4.24}
\end{equation*}
$$

This generates a multicast-tree bottleneck RM-cell RTT observation $\tau\left(t_{k}\right)$ at the end of $T_{k}$. Notice that since the 15 random cross-traffic $V C_{i}$ independently switch between $O N$ and OFF states at any $T_{k}$ under the control of $R_{i}$, there are possibly multiple congested links and paths during some overlapping ON periods. Repeating the above observation procedure in $T_{k}$ independently for $k=1,2, \cdots, N$, we can obtain $N$ multicast-tree bottleneck RM-cell RTT observations $\tau\left(t_{1}\right), \tau\left(t_{2}\right), \cdots, \tau\left(t_{N}\right)$. Then, the means $\bar{\tau}$ and standard deviations $\sigma$ of the multicast-tree bottleneck RM-cell RTT can be estimated through their time-sample averages, $\widehat{\bar{\tau}}(T)$ and $\hat{\sigma}(T)$, respectively, over the simulation observation time $T$ as follows:

$$
\begin{equation*}
\bar{\tau} \approx \widehat{\bar{\tau}}(T)=\frac{1}{T} \int_{0}^{T} \tau(t) d t \quad \text { and } \quad \sigma \approx \widehat{\sigma}(T)=\sqrt{\frac{1}{T} \int_{0}^{T}[\tau(t)-\widehat{\bar{\tau}}(T)]^{2} d t} \tag{4.25}
\end{equation*}
$$

where $\tau(t)$ is the running instant multicast-tree bottleneck RM-cell RTT observed at time $t$ through the simulation.

Setting $p_{i}=p, T=10000 \mathrm{~ms}$, and $N=100$, Figure 4.7(a) plots the simulated timesample of the multicast-tree bottleneck RTT of SSP for $p=0.3$ over $T$. Figure 4.7(b) plots the running sample-average $\overline{\bar{\tau}} S S P(t)$ and standard deviation $\widehat{\sigma}_{S S P}(t)$ of the multicasttree bottleneck RTT, which are obtained through time-averaging. The ending-values of $\hat{\bar{\tau}}_{S S P}(T)$ and $\widehat{\sigma}_{S S P}(T)$ over the entire simulation observation time $T$ give the time av-


Figure 4.7: The simulated multicast-tree bottleneck RM-cell RTTs and their statistics for SSP
erage of $\hat{\bar{\tau}}_{S S P}(T) \approx \bar{\tau}_{S S P}(m)$ and $\hat{\sigma}_{S S P}(T) \approx \sigma_{S S P}(m)$ for $p=0.3$. As shown in Figure $4.7(\mathrm{a})$, the dynamics of $\tau_{S S P}(t)$ evolves randomly, depending on the probability distributions of the cross-traffic sessions over $T$. However, $\tau_{S S P}(t)$ is always bounded from above by $\tau_{\max }=2 m=16 \mathrm{~ms}^{3}{ }^{3}$ and from below by $\tau_{\min }^{\text {Limit }}(1)=4 \mathrm{~ms}$, which confirms Theorem 3.4.2 (also see Table 4.1). Figure 4.7(b) shows that $\widehat{\bar{\tau}}_{S S P}(T) \rightarrow 7.78 \mathrm{~ms}$ and $\widehat{\sigma}_{S S P}(T) \rightarrow 3.51 \mathrm{~ms}$, approximately converging to the statistical averages $\bar{\tau}_{S S P}(m)$ and $\sigma_{S S P}(m)$ as $t \rightarrow T$ for $p=0.3$ (see Figures 4.9 and 4.10), respectively. Figures 4.8(a) and (b) present the corresponding simulation results with $p=0.2$ for HBH. The dynamics of $\tau_{H B H}(t)$ are also found to evolve randomly, following the probability distributions of the cross-traffic sessions over the observation period $T$. However, $\tau_{H B H}(t)$ is bounded from above by $\tau_{\max }=2 m=44 \mathrm{~ms}^{4}$ and from below by $\tau_{\min }^{L i m i t}(1)=8 \mathrm{~ms}$, verifying Theorem 3.4.1 (also see Table 4.1). Figure 4.8(b) shows that $\widehat{\bar{\tau}}_{H B H}(T) \rightarrow 17.0 \mathrm{~ms}$ and $\widehat{\sigma}_{H B H}(T) \rightarrow 9.7 \mathrm{~ms}$, converging approximately to the statistical averages $\bar{\tau}_{H B H}(m)$ and $\sigma_{H B H}(m)$ as $t \rightarrow T$ for $p=0.2$ (see Figures 4.9 and 4.10), respectively.

Figures 4.9 and 4.10 plot the simulated means and standard deviations for multicast-tree bottleneck RM-cell RTT against the link-marking probabilities $p$, and compare them with
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Figure 4.8: The simulated multicast-tree bottleneck RM-cell RTTs and their statistics for HBH.
the analytical results derived for SSP and HBH , respectively. Comparing Figure 4.9 and Table 4.1, one can observe that the statistical averages of multicast-tree bottleneck RTTs for both SSP and HBH are generally smaller than the upper bound of the deterministic RTT along each path. This is because the probability distribution $\psi\left(P_{k}, p, k\right)$ of the dominant bottleneck path favors the path $P_{k^{*}}\left(k^{*} \approx 3\right)$ which is closer to $P_{1}$ than $P_{7}$ or $P_{8}$. The simulation results also show the existence of the respective unique $p^{*}$ that maximizes $\bar{\tau} S S P(m)$ and $\bar{\tau}_{H B H}(m)$, respectively, verifying that $\psi\left(P_{k}, p, k\right)$ has the unique maximum w.r.t (with respect to) $p$ for each path $P_{k}$ as shown in Theorem 4.4.2.

Figures 4.9 and 4.10 also show that under SSP the average multicast-tree bottleneck RTT over $p$ is always smaller than the upper-bound of $\tau_{\min }^{\operatorname{Limit}}(j)$ as shown in Table 4.1. In contrast, under HBH , the average multicast-tree bottleneck RTT can be larger than the upper-bound of the physically limiting minimum $\tau_{\min }^{\operatorname{Limit}}(j)$ for certain values of $p$. The statistics collected from the simulation show that, on average, the signaling delay for SSP is only about one half of that for HBH as illustrated in Figure 4.9. This advantage remains unchanged when the entire traffic congestion level is varied in the simulated range of $p$. Hence, the multicast flow control based on SSP is more responsive, and thus more efficient, than HBH. Furthermore, Figure 4.10 shows that the variation of multicast signaling delay


Figure 4.9: Comparison of the simulated RTT delay means with the analytical results: $\bar{\tau}_{S S P}$ and $\bar{\tau}_{H B H}$ vs. $p$
for SSP is much smaller than that for HBH. So, SSP is more stable than HBH in terms of the multicast signaling delay. In addition, Figures 4.9 and 4.10 also show that the simulation results agree well with the analytical results, thus verifying the correctness of modeling and analytical results for both the deterministic analysis derived in Section 3.3 and the statistical analysis derived in Section 4.2.

### 4.7 Conclusion

We proposed statistical modeling approaches to analysis of the performance of a class of multicast feedback-synchronization signaling algorithms. Specifically, we developed a independent random model to characterize the multicast signaling delay when the congestion markings of different links are based on RED or REM-like multicast and unicast flow control scheme, where the random markings at different links are independent. Using this model, we derived general expressions for the probability distributions of individual paths in


Figure 4.10: Comparison of the simulated standard deviations of RTT with the analytical results: $\sigma_{S S P}$ and $\sigma_{S S P}$ vs. $p$
a multicast tree being the bottleneck. Using the developed statistical model, we derived the first and second moments of a multicast-signaling delay for both HBH and SSP schemes, respectively, when link-markings are independent. The analytical results have also been confirmed by simulations.

## CHAPTER 5

# MARKOV-CHAIN MODELING FOR THE MULTICAST SIGNALING DELAY ANALYSIS 

### 5.1 Introduction

The independent-marking statistical model developed in Chapter 4 for multicast singling delay analysis builds on the recently-proposed Random Early Marking (REM) [35, 37, 38, $40,43,44]$ and the widely-cited Random Early Detection (RED) [36] flow-control schemes. ${ }^{1}$ The independent-marking statistical model is suitable for signaling delay analysis for multicast flow control based on REM- or RED-like schemes, where link-markings are assumed to be independent at different links/routers. However, there are also cases where link-markings may not be independent. In many real unicast or multicast networks, these kinds of cases are even more likely to occur. In such a case, the independent-marking algorithm, modeling, and analysis can only offer approximate results, and their performance and accuracy will be affected by the "degree of dependency" between link-markings. In this chapter, we address the more generalized case of dependent link congestion markings. Including dependence in the analysis is usually much more difficult than with the independent-marking assumption.

We develop a Markov-chain model over the link marking/congestion states at different levels in a multicast tree, and a Markov-chain dependency-degree model which can capture

[^13]all possible Markov-chain dependency degrees between different link congestion markings. Using the Markov chain and Markov-chain dependency-degree models, we derive the probability distribution for a path to be the multicast-tree bottleneck. We also derive the first and second moments of a multicast signaling delay.

The benefits of our modeling and evaluation technique are two-fold. First, the technique enables a direct quantitative comparison of feedback-synchronization delays between different multicast signaling schemes. Second, the proposed technique establishes a general framework for evaluating the signaling delay of feedback-synchronization-based multicast flow-control algorithms. Although our evaluation focuses on ATM ABR multicast flow control, it can also be applied to any feedback-synchronization-based multicast flow-control algorithm, and to other Markov-chain model based analyses.

The chapter is organized as follows. In Section 5.2, we develop the Markov-chain model and apply it to derive the multicast signaling delay probability distribution for the case of dependent marking. Section 5.3 proposes a Markov-chain dependency-degree model to measure and calculate the one-step transition probabilities. In Section 5.4, we derive expressions for calculating the statistical characteristics of multicast signaling delays. Section 5.5 explores the asymptotical behavior of the derived link-marking Markov chain and its dependency-degree models. Section 5.6 presents the numerical analyses and evaluations, and simulation results to confirm the analytical analyses and findings. The chapter concludes with Section 5.7.

### 5.2 The Markov Model for Dependent Congestion Markings

In random-marking schemes like REM/RED, and any other flow-control schemes, the marking/congestion state of a link is a function of its queue length. However, the queue lengths of different links carrying the same flows are generally not independent of each other. For instance, if a large (small) queue is built up at a congested upstream link in a multicast tree, the downstream links carrying the same flows are more likely to have large


Figure 5.1: Dependent random-marking unbalanced binary-tree model.
(small) queues.
For multicast flow control with dependent marking probabilities, we develop a Markovchain model and a Markov-chain dependency-degree model for measuring and evaluating the degree of the Markov-chain dependency, in order to study the various statistical characteristics of multicast feedback-synchronization delay. The proposed modeling technique can not only be used to analyze the RTT delay of multicast feedback-synchronization signaling, but is also applicable to the general algorithm design/analysis for both multicast and unicast flow control.

### 5.2.1 The Dependent Statistical Model

To analyze the multicast feedback-synchronization signaling with dependent marking probabilities, we introduce the following definition.

Definition 5.2.1 A dependent random-marking unbalanced binary-tree of height $m$ consists of a set, $\mathcal{L}$, of links which satisfy the following conditions:

C1. All links in $\mathcal{L}$ are labeled as shown in Figure 5.1(a) for $m<\infty$ and Figure 5.1(b) for
$m \rightarrow \infty$, respectively, such that

$$
\mathcal{L} \triangleq \begin{cases}\left\{L_{1}, L_{2}^{\prime}, L_{2}, L_{3}^{\prime}, L_{3}, \cdots, L_{m}^{\prime}, L_{m}\right\}, & \text { if } m<\infty  \tag{5.1}\\ \left\{L_{1}, L_{2}^{\prime}, L_{2}, L_{3}^{\prime}, L_{3}, \cdots, L_{\infty}^{\prime}, L_{\infty}\right\}, & \text { if } m \rightarrow \infty\end{cases}
$$

The link set $\mathcal{L}$ contains $m$ paths, $P_{1}, P_{2}, \cdots, P_{m}$, each of which is represented by its component links as:

$$
\begin{cases}P_{k} \triangleq\left\{L_{1}, L_{2}, \cdots, L_{k}, L_{k+1}^{\prime}\right\}, & \text { if } 1 \leq k \leq m-1  \tag{5.2}\\ P_{m} \triangleq\left\{L_{1}, L_{2}, \cdots, L_{m}\right\}, & \text { if } k=m\end{cases}
$$

We define $P_{m}$ as the main-stream path which takes only right branches at all branch nodes, and define each $P_{k}$, for $1 \leq k \leq m-1$, as a branch-stream path which consists of $k$ right branches and one left branch at the last branch node (see Figure 5.1). Links $L_{i}$ and $L_{i}^{\prime}, \forall i \geq 2$, are at the same level of the multicast tree.

C2. The marking state of link $L_{i}\left(L_{i}^{\prime}\right)(i=1,2, \cdots)$ is represented by a random variable $X_{i}\left(X_{i}^{\prime}\right)$ which takes value in $\{0,1\}$ such that (see the top part of Figure 5.1)
$\operatorname{Pr}\left\{X_{i}=x_{i}\right\}=\left\{\begin{array}{ll}p_{i}, & \text { for } x_{i}=1 ; \\ 1-p_{i}, & \text { for } x_{i}=0 ;\end{array} \quad \operatorname{Pr}\left\{X_{i}^{\prime}=x_{i}^{\prime}\right\}= \begin{cases}p_{i}^{\prime}, & \text { for } x_{i}^{\prime}=1 ; \\ 1-p_{i}^{\prime}, & \text { for } x_{i}^{\prime}=0 ;\end{cases}\right.$
where $p_{i}\left(p_{i}^{\prime}\right)$ is the marking probability for $L_{i}\left(L_{i}^{\prime}\right)$ and is determined by

$$
\begin{align*}
& p_{i}= \begin{cases}1-\phi^{-\gamma \bar{q}_{i}}, & \text { if } R E M \text { is used; } ; \\
{\left[\frac{\bar{q}_{i}-\min _{t h}}{\max _{t h}-\min _{t h}}\right] p_{\max },} & \text { if } R E D \text { is used; }\end{cases}  \tag{5.4}\\
& p_{i}^{\prime}= \begin{cases}1-\phi^{-\gamma q_{i}^{\prime}}, & \text { if } R E M \text { is used } ; \\
{\left[\frac{\overline{q_{i}^{\prime}}-\min _{t h}}{\max _{t h}-\min _{t h}}\right] p_{\max },} & \text { if } R E D \text { is used } ;\end{cases} \tag{5.5}
\end{align*}
$$

where $0<p_{i},\left(p_{i}^{\prime}\right)<1$ (since $p_{i}\left(p_{i}^{\prime}\right)$ reflects the degree of traffic load, we will use the terms "marking probability" and "traffic load" interchangeably for $p_{i}\left(p_{i}^{\prime}\right)$ ); $\bar{q}_{i}\left(\overline{q^{\prime}}{ }_{i}\right)$ is the average queue size at $L_{i}\left(L_{i}^{\prime}\right) ; \gamma>0$ is the step size; $\phi>1$ for $R E M ; p_{\max }$ is the maximum marking probability; maxth $\left(\right.$ min $_{\text {th }}$ ) is the high (low) queue threshold for RED;

C3. The congestion marking states at all links are dependent, and satisfy the Markovian property such that

$$
\begin{align*}
& \operatorname{Pr}\left\{X_{i}=x_{i} \mid X_{i-1}=x_{i-1}, X_{i-1}^{\prime}=x_{i-1}^{\prime}, X_{i-2}=x_{i-2}, X_{i-2}^{\prime}=x_{i-2}^{\prime}, \cdots, X_{1}=x_{1}\right\} \\
&  \tag{5.6}\\
& \quad=\operatorname{Pr}\left\{X_{i}=x_{i} \mid X_{i-1}=x_{i-1}\right\} ; \\
&  \tag{5.7}\\
& \operatorname{Pr}\left\{X_{i}^{\prime}=x_{i}^{\prime} \mid X_{i-1}=x_{i-1}, X_{i-1}^{\prime}=x_{i-1}^{\prime}, X_{i-2}=x_{i-2}, X_{i-2}^{\prime}=x_{i-2}^{\prime}, \cdots, X_{1}=x_{1}\right\} \\
& \\
& \\
& =\operatorname{Pr}\left\{X_{i}^{\prime}=x_{i}^{\prime} \mid X_{i-1}=x_{i-1}\right\} ;
\end{align*}
$$

C4. The congestion marking states within the same level are also dependent and satisfy the following properties:

$$
\begin{align*}
& \operatorname{Pr}\left\{X_{i}=x_{i} \mid X_{i}^{\prime}=x_{i}^{\prime}, X_{i-1}=x_{i-1}, X_{i-1}^{\prime}=x_{i-1}^{\prime}, X_{i-2}=x_{i-2}, X_{i-2}^{\prime}=x_{i-2}^{\prime}, \cdots, X_{1}=x_{1}\right\} \\
&  \tag{5.8}\\
& \quad=\operatorname{Pr}\left\{X_{i}=x_{i} \mid X_{i-1}=x_{i-1}\right\} \\
& \operatorname{Pr}\left\{X_{i}^{\prime}=x_{i}^{\prime} \mid X_{i}=x_{i}, X_{i-1}=x_{i-1}, X_{i-1}^{\prime}=x_{i-1}^{\prime}, X_{i-2}=x_{i-2}, X_{i-2}^{\prime}=x_{i-2}^{\prime}, \cdots, X_{1}=x_{1}\right\}  \tag{5.9}\\
& \\
& \quad=\operatorname{Pr}\left\{X_{i}^{\prime}=x_{i}^{\prime} \mid X_{i-1}=x_{i-1}\right\}
\end{align*}
$$

Remarks on Definition 5.2.1 (C3 and C4): We only consider the upstream and samelevel dependence of link marking states as described by Eqs. (5.6), (5.7), (5.8), and (5.9), because the multicast-tree signaling delay analysis to be developed below need not consider the downstream dependence. The congestion information on the links above the immediatenext upstream link or on the link at the same level (see C4) is all concentrated into, and carried over by, the given congestion information on the immediate-next upstream link. Conditions C3 and C4 are reasonable because one link's congestion state depends most on its immediate upstream link's congestion state. The upstream's influence on a downstream link's congestion state propagates through its immediate upstream link which carries same flows, and thus, as long as the immediate upstream link's congestion state is given, the probability distribution at the downstream link is independent of the congestion state at links which are located above the immediate upstream link or at the same level as indicated by conditions C3 and C4 in Eqs. (5.6) through (5.9).
00. On receipt of a feedback $R M$ cell from the $i$-th branch:

01 . if (conn_patt_yec $(i) \neq 1$ ) \{ : Only process connected downstream branches;
02. resp_branch_vec $(i):=1$; ! Mark the connected and responsive branch;
03. $M C I:=M C I \vee C I ;: C I$ (Congestion Indicator) is randomly marked at router; $M C I$ is consolidated $C I$
04. $M E R:=\min \{M E R, E R\} ;!E R$ (Explicit Rate) information processing; $M E R$ is the consolidated $E R$
05. if (comn_patt_vec $\Theta$ resp_branch_vec $=1$ ) \{! This is the "Soft Synchronization" operation
06. send RM cell (dir $:=$ back, $E R:=M E R, C I:=M C I$ ); : Send a fully-consolidated RM cell upstream
07. no_resp_timer $:=N_{n r t}$; ! Reset the non-responsive timer for non-responsive branch detection/removal
08. resp_branch_vec $:=\underline{\mathbf{0}}$ ); ! Reset the responsive branch vector
09. $M C I:=0 ; M E R:=E R ;\}\} ;$ Reset $R M-c e l l$ control variable.

Figure 5.2: Pseudocode for the Soft Synchronization Protocol (SSP).

### 5.2.2 Probability Distribution of the Dominant Bottleneck Path

To ensure reliable data transmission, the multicast ABR service needs to adjust the source rate to the minimum available bandwidth share that can be supported by the most congested path. Clearly, based on the OR rule (see the multicast signaling algorithms detailed in Figure 5.2 and [45]. Specifically, at the heart of SSP [6,11,45] is a pair of connection-update vectors: (i) the connection pattern vector, conn_patt_vec, where conn_patt_vec $(i)=0(1)$ indicates the $i$-th output port of the switch is (not) a downstream branch of the multicast connection. Thus, conn_patt_vec $(i)=0(1)$ implies that a data cell should (not) be sent to the $i$-th downstream branch and a feedback RM cell is (not) expected from the $i$-th downstream branch; ${ }^{2}$ (ii) the responsive branch vector, resp_branch_vec, is initialized to $\underline{0}$ and reset to $\underline{0}$ whenever a consolidated RM cell is sent upward from the switch. resp_branch_vec( $i$ ) is set to 1 if a feedback RM cell is received from the $i$-th downstream branch. A pseudocode [11,45] of the switch RM-cell processing algorithm is given in Figure 5.2. On receipt of a returned feedback RM-cell, the switch first marks its corresponding bit in the resp_branch_vec and then conducts RM-cell consolidation operations. If the modulo-2 addition (the soft-synchronization operation), conn_patt_vec $\oplus$ resp_branch_vec

[^14]equals 1, an all 1's vector, indicating all feedback RM cells synchronized, then a fullyconsolidated feedback RM cell is generated and sent upward. But, if the modulo-2 addition is not equal to 1 , the switch needs to await other feedback RM cells for synchronization. Notice that since the synchronization algorithm allows feedback RM cells corresponding to different forward RM cells to be consolidated, the feedback RM cells are "softly-synchronized" at branch nodes.), the shortest bottleneck path in a multicast tree dominates the source's flow-control decisions and the RTT of flow-control feedback loop. To explicitly model this feature, we introduce the following definition.

Definition 5.2.2 Among all concurrent bottleneck paths in a multicast tree, the bottleneck path of minimum length is called the dominant bottleneck path (also called multicasttree bottleneck path), and its RM-cell RTT is called the multicast-tree bottleneck RM-cell RTT or simply multicast-tree RTT.

Based on Definitions 5.2.1 and 5.2.2, the following proposition lays a foundation for deriving the distribution of the dominant bottleneck path.

Proposition 5.2.1 The sequence of random marking states $\left\{X_{1}, X_{2}, \cdots, X_{m-1}, X_{m}\right\}$ (for the tree height $m<\infty$ and $m \rightarrow \infty$, respectively) in Definition 5.2.1 defines a 2 -state discrete-indexed Markov chain over the links on the main-stream path $P_{m}=\left\{L_{1}, L_{2}, \cdots, L_{m}\right\}$, and the sequence of marking states $\left\{X_{1}, X_{2}, \cdots, X_{k}, X_{k+1}^{\prime}\right\}$ in Definition 5.2.1 on each branch-stream path $P_{k}=\left\{L_{1}, L_{2}, \cdots, L_{k}, L_{k+1}^{\prime}\right\}$, for $k=1,2, \cdots, m-1$, also define a 2 -state (finite-sequence) Markov chain.

Proof. The proof follows from conditions C3 of Definition 5.2.1.

Remarks on Proposition 5.2.1: Unlike the traditional definition of Markov chain/process where the random-variable sequence index set is time, we define the Markov chain for every path (including the main- and branch-stream paths) which is indexed by the (discrete) link sequence number associated with that path.

Since the mathematical properties/treatments and random marking definitions for both the Markov chain defined over the main-stream path $P_{m}$ and the Markov chain defined over the branch-stream paths $P_{k}(k=1,2, \cdots, m-1)$ are the same, except that the last link's marking state differs in labeling by a "'" symbol (see Proposition 5.2.1), we will henceforth use $\left\{X_{i}\right\}$ to represent the Markov chain defined over both the main- and branch-stream paths, and explicitly state otherwise.

Applying Proposition 5.2.1, the theorem given below derives the probability distributions of the dominant-bottleneck path.

Theorem 5.2.1 If a dependent-marking multicast tree of height $m$ as defined in Definition 5.2 .1 is flow-controlled under SSP or $H B H$, then the following claims hold:

Claim 1: If $m \rightarrow \infty$, then there exists one and only one dominant bottleneck path, and the probability distribution, $\psi_{d}\left(P_{k}, \infty\right)$, that $P_{k}$ becomes the dominant bottleneck path, is

$$
\psi_{d}\left(P_{k}, \infty\right)= \begin{cases}1-\operatorname{Pr}\left\{X_{1}=0\right\} \operatorname{Pr}\left\{X_{2}^{\prime}=0 \mid X_{1}=0\right\}, & \text { if } k=1 ; \\ \operatorname{Pr}\left\{X_{1}=0\right\} \operatorname{Pr}\left\{X_{k}^{\prime}=0 \mid X_{k-1}=0\right\}\left[\operatorname{Pr}\left\{X_{k}=1 \mid X_{k-1}=0\right\}\right. \\ \left.+\operatorname{Pr}\left\{X_{k}=0 \mid X_{k-1}=0\right\} \operatorname{Pr}\left\{X_{k+1}^{\prime}=1 \mid X_{k}=0\right)\right] \\ \quad \cdot \prod_{i=1}^{k-2}\left\{\operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\} \operatorname{Pr}\left\{X_{i+1}^{\prime}=0 \mid X_{i}=0\right\}\right\}, & \text { if } k \geq 2\end{cases}
$$

The $\psi_{d}\left(P_{k}, \infty\right)$ given in Eq. (5.10) satisfies the following normalization condition:

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \sum_{k=1}^{m} \psi_{d}\left(P_{k}, \infty\right)=1 \tag{5.11}
\end{equation*}
$$

Claim 2: If $m<\infty$, then there exists at most one dominant bottleneck path, and the probability distribution, $\psi_{d}\left(P_{k}, m\right)$, that $P_{k}$ becomes the dominant bottleneck path, is
given by

$$
\psi_{d}\left(P_{k}, m\right)=\left\{\begin{array}{cc}
1-\operatorname{Pr}\left\{X_{1}=0\right\} \operatorname{Pr}\left\{X_{2}^{\prime}=0 \mid X_{1}=0\right\}, & \text { if } k=1 ; \\
\operatorname{Pr}\left\{X_{1}=0\right\} \operatorname{Pr}\left\{X_{k}^{\prime}=0 \mid X_{k-1}=0\right\}\left[\operatorname{Pr}\left\{X_{k}=1 \mid X_{k-1}=0\right\}\right. \\
\left.+\operatorname{Pr}\left\{X_{k}=0 \mid X_{k-1}=0\right\} \operatorname{Pr}\left\{X_{k+1}^{\prime}=1 \mid X_{k}=0\right)\right] \\
\cdot \prod_{i=1}^{k-2}\left\{\operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\} \operatorname{Pr}\left\{X_{i+1}^{\prime}=0 \mid X_{i}=0\right\}\right\}, & \text { if } k \geq 2 ; \\
\operatorname{Pr}\left\{X_{1}=0\right\} \operatorname{Pr}\left\{X_{m}=1 \mid X_{m-1}=0\right\} \operatorname{Pr}\left\{X_{m}^{\prime}=0 \mid X_{m-1}=0\right\} \\
\cdot \prod_{i=1}^{m-2}\left\{\operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\} \operatorname{Pr}\left\{X_{i+1}^{\prime}=0 \mid X_{i}=0\right\}\right\}, & \text { if } k=m ;
\end{array}\right.
$$

Proof. The proof is provided in Appendix T.
Remarks on Theorem 5.2.1: We observe that by Eq. (5.10), $\lim _{k \rightarrow \infty} \psi_{d}\left(P_{k}, \infty\right)=0$. This is expected, since a longer bottleneck path is always dominated by a co-existing shorter bottleneck path, if any. Thus, when $k \rightarrow \infty$ as $m \rightarrow \infty, P_{\infty}$ is always dominated by a shorter bottleneck path for $0<p_{i}, p_{i}^{\prime}<1, i=1,2, \cdots, \infty$. That is, $\psi_{d}\left(P_{\infty}, \infty\right)=0$. In addition, notice that by Eq. (5.11) we have $\sum_{k=1}^{\infty} \psi_{d}\left(P_{k}, \infty\right)=1$, which also makes sense because as the unbalanced-tree's height $m \rightarrow \infty$ and $0<p_{i}, p_{i}^{\prime}<1$, there always exists (with probability 1) one and only one dominant bottleneck path in a multicast tree. On the other hand, for the case of $m<\infty$, by Eqs. (5.12) and (5.11) we have $\sum_{k=1}^{m} \psi_{d}\left(P_{k}, m\right) \leq 1$, implying the possibility that there is no dominant bottleneck path in the multicast tree of height $m<\infty$. This is also expected because $0<p_{i}, p_{i}^{\prime}<1$.

### 5.3 Modeling of Markov-Chain Dependency Degree

To use Eqs. (5.10) and (5.12), we need to derive explicit expressions for $\operatorname{Pr}\left\{X_{i}=x_{i} \mid\right.$ $\left.X_{i-1}=x_{i-1}\right\}$ and $\operatorname{Pr}\left\{X_{i}^{\prime}=x_{i}^{\prime} \mid X_{i-1}=x_{i-1}\right\}$, which are the fundamental conditional distribution functions used in Eqs. (5.10) and (5.12). However, it is difficult to know/compute the accurate dependency between two random variables. To solve this problem, we propose
to use a real-valued Markov-chain dependency-degree factor $\alpha \in[0,1]$ to quantify all possible degrees of dependency between the random variables in the Markov chain's one-step transition probabilities. Using this dependency-degree factor, one can evaluate the Markov chain's any possible degree of dependency ranging from "independent" to "perfectly dependent", without knowing a priori the dependency-degree of the two random variables.

In general, two dependent random events can affect each other either positively or negatively. For instance, if occurrence of one event is likely to trigger another, then they are said to be positively-dependent. On the other hand, if occurrence of one event makes another event unlikely to occur, then they are said to be negatively-dependent. As we discussed earlier, an upstream link's being congested (uncongested) state will make the downstream links carrying the same flows more likely (unlikely) to be congested. So, the positive dependence can accurately characterize the dependence of link markings. To quantitatively describe this feature, we introduce the following definition:

Definition 5.3.1 Two dependent link marking states $X_{i}$ and $X_{i+1}$ are said to be positively (negatively) dependent if $\operatorname{Pr}\left\{X_{i+1}=x \mid X_{i}=x\right\}>\operatorname{Pr}\left\{X_{i+1}=x \mid X_{i}=\bar{x}\right\}\left(\operatorname{Pr}\left\{X_{i+1}=\right.\right.$ $\left.x \mid X_{i}=x\right\}<\operatorname{Pr}\left\{X_{i+1}=x \mid X_{i}=\bar{x}\right\}$ ), where $x \in\{0,1\}$.

Based on Definition 5.3.1, the theorem given below models the dependency-degree between the random variables of the Markov chain. Notice that the theorem below only gives the results for the case of $\operatorname{Pr}\left\{X_{i+1}=x_{i+1} \mid X_{i}=x_{i}\right\}$ and $\operatorname{Pr}\left\{X_{i}=1\right\}=p_{i}$, and it also holds for the case of $\operatorname{Pr}\left\{X_{i+1}^{\prime}=x_{i+1}^{\prime} \mid X_{i}=x_{i}\right\}$ and $\operatorname{Pr}\left\{X_{i}^{\prime}=1\right\}=p_{i}^{\prime}$ with the similar results that we omitted.

Theorem 5.3.1 Consider the Markov chain $\left\{X_{i}\right\}$ defined on link marking states on every path (for both main-stream and branch-stream) in the multicast tree specified by Definition 5.2.1. If $\left\{X_{i}\right\}$ is positively dependent, and the link marking-probability is equal to $\operatorname{Pr}\left\{X_{i}=1\right\}=p_{i}$, then the following claims hold.

Claim 1. The conditional distribution $\operatorname{Pr}\left\{X_{i+1}=x_{i+1} \mid X_{i}=x_{i}\right\}$, with $x_{i}, x_{i+1} \in\{0,1\}$,
is upper- and lower-bounded by

$$
\begin{align*}
& 1-p_{i+1} \leq \operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\} \leq \begin{cases}1, & \text { if } p_{i} \geq p_{i+1} ; \\
\frac{1-p_{i+1}}{1-p_{i}}, & \text { if } p_{i}<p_{i+1} ;\end{cases}  \tag{5.13}\\
& p_{i+1} \geq \operatorname{Pr}\left\{X_{i+1}=1 \mid X_{i}=0\right\} \geq \begin{cases}0, & \text { if } p_{i} \geq p_{i+1} ; \\
\frac{p_{i+1}-p_{i}}{1-p_{i}}, & \text { if } p_{i}<p_{i+1} ;\end{cases}  \tag{5.14}\\
& 1-p_{i+1} \geq \operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=1\right\} \geq \begin{cases}\frac{p_{i}-p_{i+1}}{p_{i}}, & \text { if } p_{i} \geq p_{i+1} ; \\
0, & \text { if } p_{i}<p_{i+1} ;\end{cases}  \tag{5.15}\\
& p_{i+1} \leq \operatorname{Pr}\left\{X_{i+1}=1 \mid X_{i}=1\right\} \leq \begin{cases}\frac{p_{i+1}}{p_{i}}, & \text { if } p_{i} \geq p_{i+1} ; \\
1, & \text { if } p_{i}<p_{i+1} ;\end{cases} \tag{5.16}
\end{align*}
$$

Claim 2. $\exists \alpha_{i}\left(\alpha_{i}^{\prime}\right) \in[0,1]$ such that all possible dependency-degrees between $X_{i}$ and $X_{i+1}$ ( $X_{i+1}^{\prime}$ ) can be measured by the real-valued Markov-chain dependency-degree factor $\alpha_{i}\left(\alpha_{i}^{\prime}\right)$, and $^{3}$

$$
\left\{\begin{array}{l}
\alpha_{i}=0 \text { iff } X_{i} \text { and } X_{i+1} \text { are independent } ;  \tag{5.17}\\
\alpha_{i}=1 \text { iff } X_{i} \text { and } X_{i+1} \text { are perfectly dependent; }
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\alpha_{i}^{\prime}=0 \text { iff } X_{i} \text { and } X_{i+1}^{\prime} \text { are independent }  \tag{5.18}\\
\alpha_{i}^{\prime}=1 \text { iff } X_{i} \text { and } X_{i+1}^{\prime} \text { are perfectly dependent }
\end{array}\right.
$$

Claim 3. The conditional distributions $\operatorname{Pr}\left\{X_{i+1}=x_{i+1} \mid X_{i}=x_{i}\right\}$, with $x_{i}, x_{i+1} \in\{0,1\}$,

[^15]are determined by
\[

$$
\begin{align*}
& \operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\}= \begin{cases}1-\left(1-\alpha_{i}\right) p_{i+1}, \\
\left(1-\alpha_{i}\right)\left(1-p_{i+1}\right)+\alpha_{i}\left(\frac{1-p_{i+1}}{1-p_{i}}\right), & \text { if } p_{i} \geq p_{i+1} ; p_{i+1} ;\end{cases}  \tag{5.19}\\
& \operatorname{Pr}\left\{X_{i+1}=1 \mid X_{i}=0\right\}=\left\{\begin{array}{ll}
\left(1-\alpha_{i}\right) p_{i+1}, \\
\left(1-\alpha_{i}\right) p_{i+1}+\alpha_{i}\left(\frac{p_{i+1}-p_{i}}{1-p_{i}}\right), & \text { if } p_{i} \geq p_{i+1} ;
\end{array}, \text { if } p_{i}<p_{i+1} ;\right.
\end{align*}
$$, $$
\begin{array}{ll}
\left(1-\alpha_{i}\right)\left(1-p_{i+1}\right)+\alpha_{i}\left(\frac{p_{i}-p_{i+1}}{p_{i}}\right), & \text { if } p_{i} \geq p_{i+1} ;  \tag{5.20}\\
\left(1-\alpha_{i}\right)\left(1-p_{i+1}\right), & \text { if } p_{i}<p_{i+1} ;
\end{array}
$$, $$
\begin{array}{ll}
\left(1-\alpha_{i}\right) p_{i+1}+\alpha_{i}\left(\frac{p_{i+1}}{p_{i}}\right), & \text { if } p_{i} \geq p_{i+1} ;  \tag{5.21}\\
\operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=1\right\}  \tag{5.22}\\
p_{i+1}+\alpha_{i}\left(1-p_{i+1}\right), & \text { if } p_{i}<p_{i+1} ;
\end{array}
$$
\]

where $i=1,2, \cdots$, and $\alpha_{i}$ is the dependency-degree factor defined in Claim 2 of Theorem 5.3.1.

Proof. See Appendix U.
Remarks on Theorem 5.3.1: Claim 1 finds the upper and lower bounds of all 4 possible 2-state Markov chain one-step transition probabilities as functions of the marginal linkmarking probabilities $p_{i}$ and $p_{i+1}$ specified by networks. Claim 2 ensures the existence of a real-valued dependence-degree factor $\alpha_{i} \in[0,1]$. It also proves the completeness of the Markov-chain dependence-degree factor by mapping all possible degrees of dependency onto the real-valued interval $[0,1]$. Claim 3 derives expressions for all 4 possible 2 -state Markov chain one-step transition probabilities, expressing the conditional distributions as the functions of their marginal distributions.

Applying Theorem 5.3.1 and Eqs. (5.19)-(5.22) to Theorem 5.2.1, we obtain the generalcase (heterogeneous) expressions for calculating the multicast bottleneck path probability distributions as follows.

Corollary 5.3.1 Let a dependent-marking multicast tree of height $m$ as defined in Definition 5.2 .1 be flow-controlled under SSP or HBH. If the one-step transition probability
of the Markov chain $\left\{X_{i}\right\}$ defined over every path (including the main-and branch-stream paths) is specified by the dependency-factor vector $\vec{\alpha} \triangleq\left(\alpha_{1}, \alpha_{1}^{\prime}, \alpha_{2}, \alpha_{2}^{\prime}, \alpha_{3}, \alpha_{3}^{\prime}, \cdots\right)$ which is derived in Theorem 5.3.1, and further, denote the link marking probability vector by $\vec{p} \triangleq\left(p 1, p_{1}^{\prime}, p_{2}, p_{2}^{\prime}, p_{3}, p_{3}^{\prime}, \cdots\right)$, respectively, then the following claims hold.

Claim 1: If $m \rightarrow \infty$, then there exists one and only one dominant bottleneck path, and the probability distribution, denoted by $\psi_{d}\left(P_{k}, \vec{\alpha}, \vec{p}, \infty\right)$, that $P_{k}$ becomes the dominant bottleneck path, is determined by

$$
\psi_{d}\left(P_{k}, \vec{\alpha}, \vec{p}, \infty\right)= \begin{cases}1-\left(1-p_{1}\right)\left[1-\left(1-\alpha_{1}^{\prime}\right) p_{2}^{\prime}\right], & \text { if } k=1  \tag{5.23}\\ \left(1-p_{1}\right)\left[1-\left(1-\alpha_{k-1}^{\prime}\right) p_{k}^{\prime}\right]\left[\left(1-\alpha_{k-1}\right) p_{k}+\left[1-\left(1-\alpha_{k-1}\right) p_{k}\right]\right. \\ \left.\cdot\left(1-\alpha_{k}^{\prime}\right) p_{k+1}^{\prime}\right] \prod_{i=1}^{k-2}\left\{\left[1-\left(1-\alpha_{i}\right) p_{i+1}\right]\left[1-\left(1-\alpha_{i}^{\prime}\right) p_{i+1}^{\prime}\right]\right\}, \text { if } k \geq 2\end{cases}
$$

and, $\psi_{d}\left(P_{k}, \vec{\alpha}, \vec{p}, \infty\right)$ given in Eq. (5.23) satisfies the following normalization condition:

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \sum_{k=1}^{m} \psi_{d}\left(P_{k}, \vec{\alpha}, \vec{p}, \infty\right)=1 \tag{5.24}
\end{equation*}
$$

Claim 2: If $m<\infty$, then there exists at most one dominant bottleneck path, and the probability distribution, denoted by $\psi_{d}\left(P_{k}, \vec{\alpha}, \vec{p}, m\right)$, that $P_{k}$ becomes the dominant bottleneck path, is determined by

$$
\psi_{d}\left(P_{k}, \vec{\alpha}, \vec{p}, m\right)= \begin{cases}1-\left(1-p_{1}\right)\left[1-\left(1-\alpha_{1}^{\prime}\right) p_{2}^{\prime}\right], & \text { if } k=1 ;  \tag{5.25}\\ \left(1-p_{1}\right)\left[1-\left(1-\alpha_{k-1}^{\prime}\right) p_{k}^{\prime}\right]\left[\left(1-\alpha_{k-1}\right) p_{k}+\left[1-\left(1-\alpha_{k-1}\right) p_{k}\right]\right. \\ \left.\cdot\left(1-\alpha_{k}^{\prime}\right) p_{k+1}^{\prime}\right] \prod_{i=1}^{k-2}\left\{\left[1-\left(1-\alpha_{i}\right) p_{i+1}\right]\left[1-\left(1-\alpha_{i}^{\prime}\right) p_{i+1}^{\prime}\right]\right\}, & \text { if } k \geq 2 \\ \left(1-p_{1}\right)\left(1-\alpha_{m-1}\right) p_{m}\left[1-\left(1-\alpha_{m-1}^{\prime}\right) p_{m}^{\prime}\right] \\ \cdot \prod_{i=1}^{m-2}\left\{\left[1-\left(1-\alpha_{i}\right) p_{i+1}\right]\left[1-\left(1-\alpha_{i}^{\prime}\right) p_{i+1}^{\prime}\right]\right\}, & \text { if } k=m\end{cases}
$$

Proof. The proof follows by plugging Eqs. (5.19) through (5.22) of Theorem 5.3.1 into Eqs. (5.10), (5.11) and (5.12) of Theorem 5.2.1.

Remarks on Corollary 5.3.1: We can use Eqs. (5.23) and (5.25), and tune up the dependence-degree factor $\vec{\alpha}$ to see how the system performs with different dependencedegrees. More importantly, the completeness of this approach guarantees that the actual unknown Markov-chain dependency degree imposed by the practical problems can always be covered by tuning $\alpha_{i}$ in the interval [ 0,1$], \forall i$. Moreover, Eqs. (5.23) and (5.25) provide very general probability distribution expressions since one can arbitrarily select $\vec{\alpha}$ and $\vec{p}$ for different links to handle the heterogeneity. Eqs. (5.23) and (5.25) reduce to the probability distribution expressions of $\psi\left(P_{k}, m\right)$ derived for the multicast signaling delay analysis under independent random-marking [45] by letting $\vec{\alpha}=\overrightarrow{0}$ (independent), verifying the correctness of Eqs. (5.23) and (5.25).

### 5.4 Statistical Properties of Multicast Signaling Delays

Using the probability distribution derived in Corollary 5.3.1 and Eqs. (3.1) and (3.6) of $\tau_{u}(j, \Delta)$ derived in Theorems 3.4.1 and 3.4.2 in Appendix $R$, the following theorem derives the probability distributions, their properties, and the means and variances of multicast signaling delays under SSP and HBH, respectively, for the homogeneous case and with $m<\infty$.

Theorem 5.4.1 Let a dependent-marking multicast tree of height $m$ as defined in Definition 5.2 .1 be flow-controlled under SSP and $H B H$, respectively, with the RM-cell interval $\Delta$. If $m<\infty, 0<p_{i}=p_{i}^{\prime}=p<1$ and $0 \leq \alpha_{i}=\alpha_{i}^{\prime}=\alpha \leq 1, \forall i$ (the homogeneous case), ${ }^{4}$ then the following claims hold:

Claim 1: The probability distribution that $P_{k}$ becomes the dominant bottleneck path, de-

[^16]noted by $\psi_{d}\left(P_{k}, \alpha, p, m\right)$, is determined by
\[

\psi_{d}\left(P_{k}, \alpha, p, m\right)= $$
\begin{cases}1-(1-p)[1-(1-\alpha) p], & \text { if } k=1  \tag{5.26}\\ (1-\alpha)(1-p) p[2-(1-\alpha) p][1-(1-\alpha) p]^{2 k-3}, & \text { if } k \geq 2 ;(5 \\ (1-\alpha)(1-p) p[1-(1-\alpha) p]^{2 m-3}, & \text { if } k=m\end{cases}
$$
\]

Claim 2: For each path $P_{k}$ and a given $\alpha, \psi_{d}\left(P_{k}, \alpha, p, m\right)$ attains the unique maximum at

$$
\begin{align*}
p^{*} & \triangleq \arg \max _{0<p<1} \psi_{d}\left(P_{k}, \alpha, p, m\right) \\
& = \begin{cases}1, & \text { if } k=1 ; \\
\frac{m-(m-1) \alpha-\sqrt{[m-(m-1) \alpha]^{2}-(1-\alpha)(2 m-1)}}{(1-\alpha)(2 m-1)}, & \text { if } k=m ;\end{cases} \tag{5.27}
\end{align*}
$$

and for $2 \leq k \leq(m-1), p^{*}$ is non-negative and no larger than 1 real-valued root of the following cubic equation:

$$
\begin{equation*}
2 k(1-\alpha)^{2} p^{3}+(1-\alpha)[(2 k-1) \alpha-6 k] p^{2}-2[(2 k-1) \alpha-2 k-1] p-2=0 . \tag{5.28}
\end{equation*}
$$

Claim 3: For each path $P_{k}$ and a given $p, \psi_{d}\left(P_{k}, \alpha, p, m\right)$ attains the unique maximum at

$$
\alpha^{*} \triangleq \arg \max _{0<\alpha<1} \psi_{d}\left(P_{k}, \alpha, p, m\right)= \begin{cases}\frac{p-1}{p}+\frac{1}{p} \sqrt{1-\frac{2}{2 k-1}}, & \text { if } 2 \leq k \leq m-1  \tag{5.29}\\ & \text { and } k \geq\left\lceil\frac{1}{2}+\frac{1}{p(2-p)}\right\rceil \\ 1-\frac{1}{2(m-1) p}, & \text { if } k=m \text { and } k \geq\left\lceil 1+\frac{1}{2 p}\right\rceil\end{cases}
$$

Claim 4: If Markov-chain dependency-degree factor $\alpha=\alpha_{0}>0$ for a given $\alpha_{0}$, it shifts the probability distribution of multicast-tree bottleneck path from shorter paths to longer ones. If the tree height $m$ satisfies:

$$
\begin{equation*}
m \geq\left\lfloor\frac{\log \sqrt{\frac{1}{1-\alpha_{0}}}}{\log \frac{1-\left(1-\alpha_{0}\right) p}{1-p}}+2.5\right\rfloor \tag{5.30}
\end{equation*}
$$

then there exists the unique "dependency-balanced path" $P_{\bar{k}}$ such that $2 \leq \tilde{k} \leq m-1$ and

$$
\begin{cases}\left.\psi_{d}\left(P_{k}, \alpha, p, m\right)\right|_{\alpha=0} \geq\left.\psi_{d}\left(P_{k}, \alpha, p, m\right)\right|_{\alpha=\alpha_{0}}, & \text { if } k \leq \tilde{k}  \tag{5.31}\\ \left.\psi_{d}\left(P_{k}, \alpha, p, m\right)\right|_{\alpha=0}<\left.\psi_{d}\left(P_{k}, \alpha, p, m\right)\right|_{\alpha=\alpha_{0}}, & \text { if } k>\tilde{k}\end{cases}
$$

where $\psi_{d}\left(P_{k}, \alpha, p, m\right)$ is given by Eq. (5.26), and the "dependency-balanced path number" $\widetilde{k}$ is determined by

$$
\begin{equation*}
\tilde{k}=\left\lfloor\frac{\log \sqrt{\frac{2-p}{\left(1-\alpha_{0}\right)\left[2-\left(1-\alpha_{0}\right) p\right]}}}{\log \frac{1-\left(1-\alpha_{0}\right) p}{1-p}}+1.5\right\rfloor ; \tag{5.32}
\end{equation*}
$$

Claim 5: The means of multicast-tree bottleneck $R M$-cell $R T T$, denoted by $\bar{\tau}_{S S P}(\alpha, p, m)$ and $\bar{\tau}_{H B H}(\alpha, p, m)$ for the SSP and $H B H$ schemes, respectively, are determined by:

$$
\begin{align*}
\bar{\tau}_{S S P}(\alpha, p, m)= & {\left[p+(1-\alpha)\left(p-p^{2}\right)\right]\left[2 m-\left\lfloor\frac{2(m-2)}{\Delta}\right] \Delta\right]+2 m(1-p)[1-(1-\alpha) p] } \\
& \cdot\left\{1+[1-(1-\alpha) p]^{2(m-2)}[(1-\alpha) p-1]\right\}-(1-\alpha)(1-p) p \\
& \cdot[2-(1-\alpha) p] \Delta \sum_{k=2}^{m-1}\left\{\left[\frac{2(m-k-1)}{\Delta}\right\rfloor[1-(1-\alpha) p]^{2 k-3}\right\},  \tag{5.33}\\
\bar{\tau}_{H B H}(\alpha, p, m)= & \frac{(1-p) \Theta(\Delta)}{(1-\alpha) p[2-(1-\alpha) p]}\left\{2[1-(1-\alpha) p]-[1-(1-\alpha) p]^{3}\right. \\
& \left.-m[1-(1-\alpha) p]^{2 m-3}+(m-1)[1-(1-\alpha) p]^{2 m-1}\right\}+(1-p) \\
& \cdot[1-(1-\alpha) p]^{2 m-3}\{(1-\alpha) p[2+(m-1) \Theta(\Delta)]-2\}+(2+\Theta(\Delta)) \\
& \cdot\left[p+(1-\alpha)\left(p-p^{2}\right)\right]+2(1-p)[1-(1-\alpha) p] ; \tag{5.34}
\end{align*}
$$

where $\Theta(\Delta)$ is defined by Eq. (3.2) in Appendix $R$;
Claim 6: The variances of multicast-tree bottleneck $R M$-cell $R T T$, denoted by $\sigma_{S S P}^{2}(\alpha, p, m)$
and $\sigma_{H B H}^{2}(\alpha, p, m)$ for the SSP and HBH schemes, respectively, are determined by:

$$
\begin{align*}
\sigma_{S S P}^{2}(\alpha, p, m)= & 4 m^{2}+4 m^{2}(1-p)[1-(1-\alpha) p]^{2 m-3}[(1-\alpha) p-1]-(1-\alpha)(1-p) p \\
& {[2-(1-\alpha) p]\left\{4 m \Delta \sum _ { k = 2 } ^ { m - 1 } \left\{\left\lfloor\left.\frac{2(m-k-1)}{\Delta} \right\rvert\,(1-(1-\alpha) p)^{2 k-3)}\right\}\right.\right.} \\
& \left.-\Delta^{2} \sum_{k=2}^{m-1}\left\{\left\lfloor\frac{2(m-k-1)}{\Delta}\right]^{2}(1-(1-\alpha) p)^{2 k-3)}\right\}\right\} \\
& +p[1+(1-\alpha)(1-p)]\left\{\Delta^{2}\left[\frac{2(m-2)}{\Delta}\right]^{2}-4 m \Delta\right. \\
& \left.\cdot\left[\frac{2(m-2)}{\Delta}\right]\right\}-\bar{\tau}_{S S P}^{2}(\alpha, p, m),  \tag{5.35}\\
\sigma_{H B H}^{2}(\alpha, p, m)= & {[1+(1-\alpha)(1-p)] p(2+\Theta(\Delta))^{2}+(1-\alpha)(1-p) p } \\
& \cdot[1-(1-\alpha) p]^{2 m-3}[2+(m-1) \Theta(\Delta)]^{2}+4(1-p)[1-(1-\alpha) p] \\
& \cdot\left\{1-[1-(1-\alpha) p]^{2(m-2)}\right\}+\frac{4(1-p)[1-(1-\alpha) p] \Theta(\Delta)}{(1-\alpha) p[2-(1-\alpha) p]} \\
& \cdot\left\{2-[1-(1-\alpha) p]^{2}-m[1-(1-\alpha) p]^{2(m-2)}+(m-1)\right. \\
& \left.\cdot[1-(1-\alpha) p]^{2(m-1)}\right\}+\frac{(1-p) \Theta^{2}(\Delta)}{(1-\alpha)^{2}[2-(1-\alpha) p]^{2}\left[p^{2}-(1-\alpha) p^{3}\right]} \\
& \cdot\left\{1+[1-(1-\alpha) p]^{2}-[2-(1-\alpha) p]^{3}[(1-\alpha) p]^{3}-m^{2}\right. \\
& \cdot[1-(1-\alpha) p]^{2(m-1)}+\left(2 m^{2}-2 m-1\right)[1-(1-\alpha) p]^{2 m} \\
+ & \left.\left(2 m-m^{2}-1\right)[1-(1-\alpha) p]^{2(m+1)}\right\}-\bar{\tau}_{H B H}^{2}(\alpha, p, m), \tag{5.36}
\end{align*}
$$

where $\Theta(\Delta)$ is defined by Eq. (3.2) in Appendix $R$, and $\bar{\tau}_{S S P}(\alpha, p, m)$ and $\bar{\tau}_{H B H}(\alpha, p, m)$ are given by Eqs. (5.33) and (5.34), respectively.

Proof. The proof is provided in Appendix R.
Remarks on Theorem 5.4.1: Claim 1 derives formulas for multicast-tree bottleneck path distributions as a function of path length $k$, marginal link-marking probability $p$ and dependency-degree factor $\alpha$, and tree height $m$. Claim 2 examines the dynamic behavior of $\psi_{d}\left(P_{k}, \alpha, p, m\right)$ as $p$ varies and observes that $\psi_{d}\left(P_{k}, \alpha, p, m\right)$ attains the unique maximum at $p^{*}$ given by Eqs. (5.27) and (5.28), representing the link-marking probability that makes $P_{k}$ the most likely multicast-tree bottleneck path. Claim 3 studies the behavior of
$\psi_{d}\left(P_{k}, \alpha, p, m\right)$ from the viewpoint of $\alpha$ and indicates that $\psi_{d}\left(P_{k}, \alpha, p, m\right)$ can be either monotonic or non-monotonic, depending on the given values of $k$ and $p$. As long as $k$ and $p$ satisfy the conditions specified in Eq. (5.29), $\psi_{d}\left(P_{k}, \alpha, p, m\right)$ achieves the maximum at $\alpha^{*}$ given by Eq. (5.29).

Claim 4 reveals the fact that the Markov-chain dependency ( $\alpha>0$ ) reduces the probabilities for shorter paths to be the bottleneck while increasing the probabilities for longer paths to be the bottleneck. This probability shift is also shown to be balanced at the unique path, $P_{\vec{k}}$, where $\left.\psi_{d}\left(P_{\vec{k}}, \alpha, p, m\right)\right|_{\alpha=0}=\left.\psi_{d}\left(P_{\vec{k}}, \alpha, p, m\right)\right|_{\alpha>0}$, if the tree is high enough. This claim also derives the condition for the existence and uniqueness of $P_{\bar{k}}$ and the equation to compute the dependency-balanced path number $\bar{k}$ as a function of the given Markov chain dependency-factor $\alpha_{0}$ and the link-marking probability $p$. Claim 5 and Claim 6 derives the closed-form expressions for the multicast-signaling delay means and variances for SSP and HBH as the functions of $\Delta, p, \alpha$, and $m$. In addition, Eqs. (5.26), (5.27), (5.28) (5.33), (5.34), (5.35), and (5.36) all reduce to the analytical results derived for the multicast signaling delay analysis under independent random-marking [45] by letting $\alpha=0$, confirming the correctness of the dependence-degree modeling and these derived expressions in a sense.

### 5.5 Asymptotical Analysis of Link-Marking Markov Chains

Theorem 5.5.1 given below investigates the long-term behavior of the link-marking Markov chains based on the proposed Markov-chain dependency-degree model when $m$ is large.

Theorem 5.5.1 Consider the Markov chain $\left\{X_{i}\right\}$ defined by the link-marking states on both main- and branch-stream paths in the multicast tree specified by Definition 5.2.1. If (i) the dependency degree of $\left\{X_{i}\right\}$ is specified by the dependency-degree factor vector $\vec{\alpha}=$ $\left(\alpha_{1}, \alpha_{1}^{\prime}, \alpha_{2}, \alpha_{2}^{\prime}, \alpha_{3}, \alpha_{3}^{\prime}, \cdots\right)$ derived in Theorem 5.3.1, (ii) the link-marking probability vector is specified by $\vec{p}=\left(p_{1}, p_{1}^{\prime}, p_{2}, p_{2}^{\prime}, p_{3}, p_{3}^{\prime}, \cdots\right)$ defined in Definition 5.2.1, and (iii) $\bar{p}$ and $\vec{\alpha}$ satisfy $0<p_{i}=p_{i}^{\prime}=p<1$ and $0 \leq \alpha_{i}=\alpha_{i}^{\prime}=\alpha \leq 1, \forall i$, respectively, such that $\left\{X_{i}\right\}$


Figure 5.3: Markov chain model for dependent link-marking multicast flow control.
becomes a homogeneous Markov chain, then the following claims hold:

Claim 1. The $n$-step transition probability matrix, denoted by $P^{(n)}$, of the homogeneous Markov chain $\left\{X_{i}\right\}$ is determined by:

$$
P^{(n)} \triangleq\left\{p_{j k}^{(n)}\right\} \triangleq\left\{\operatorname{Pr}\left\{X_{r+n}=k \mid X_{r}=j\right\}\right\}=\left[\begin{array}{cc}
1-\left(1-\alpha^{n}\right) p & \left(1-\alpha^{n}\right) p  \tag{5.37}\\
\left(1-\alpha^{n}\right)(1-p) & \alpha^{n}(1-p)+p
\end{array}\right]
$$

where $j, k \in\{0,1\}, n \in\{0,1,2, \cdots\}, \forall r \geq 1,\left.\operatorname{Pr}\left\{X_{r+n}=k \mid X_{r}=j\right\}\right|_{(r=i, n=1)}$ are given by Eqs. (5.19) through (5.22), and the Markov chain model for case of $P^{(n)}$ with $n=1$ is shown in Figure 5.3;

Claim 2. If $\alpha \in[0,1]$, then both link-marking states are ergodic, with

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} p_{j j}^{(n)}=\lim _{n \rightarrow \infty} p_{j j}^{(n)}>0, \quad \lim _{n \rightarrow \infty} \sum_{r=1}^{n} p_{j j}^{(r)}=\infty \tag{5.38}
\end{equation*}
$$

where $j \in\{0,1\}$, and the recurring probability converges as follows:

$$
\lim _{n \rightarrow \infty} p_{j j}^{(n)}= \begin{cases}\operatorname{Pr}\left\{X_{k}=j\right\}=1-p, & \text { if } j=0, \alpha \in[0,1) ;  \tag{5.39}\\ \operatorname{Pr}\left\{X_{k}=j\right\}=p, & \text { if } j=1, \alpha \in[0,1) ; \\ 1, & \text { if } j \in\{0,1\}, \alpha=1\end{cases}
$$

where $k \in\{1,2, \cdots\}$;
Claim 3. If $\alpha \in[0,1)$, then the Markov chain $\left\{X_{i}\right\}$ is ergodic and its limiting probabilities exist and converge to the unique equilibrium state probabilities which are independent
of both the initial state probabilities and dependency-degree $\alpha$. The Markov chain's limiting probabilities, denoted by $\pi_{i}, i \in\{0,1\}$, converge to the marginal link-marking probabilities as follows:

$$
\vec{\pi} \triangleq\left[\begin{array}{ll}
\pi_{0} & \pi_{1}
\end{array}\right]=\left[\begin{array}{ll}
(1-p) & p \tag{5.40}
\end{array}\right]
$$

i.e., $\pi_{0}=\operatorname{Pr}\left\{X_{i}=0\right\}=(1-p)$ and $\pi_{1}=\operatorname{Pr}\left\{X_{i}=1\right\}=p$;

Claim 4. If the Markov chain $\left\{X_{i}\right\}$ is perfectly dependent, i.e., $\alpha=1$, then $\left\{X_{i}\right\}$ also converges to an equilibrium state, but the equilibrium state probabilities are not unique and are equal to the initial state probabilities. If the initial state probabilities are $\operatorname{Pr}\left\{X_{i}=0\right\}=1-p$ and $\operatorname{Pr}\left\{X_{i}=1\right\}=p$, then $\pi_{0}=1-p$ and $\pi_{1}=p$ still hold.

Proof. The proof is provided in Appendix W.
Remarks on Theorem 5.5.1: Claim 1 fully specifies the long-term behavior of the Markov chain and determines the distribution of a bottleneck path in the homogeneous case. Claim 2 classifies the link-marking states as the dependency-factor $\alpha$ varies. It also shows that the Markov-chain state recurring probabilities converge asymptotically to the marginal linkmarking probabilities (see Eq. (5.39)), if the Markov chain is not perfectly dependent ( $\alpha \neq$ 1).

Claim 3 ensures that the Markov-chain dependency-degree modeling converges asymptotically, and the long-term behavior of the resulting Markov chain is stable. Also, the ergodicity of the Markov chain enables us to evaluate its various statistics (ensemble average) through the sample averages in simulations or implementations. Moreover, this claim shows that the limiting probabilities converge to the marginal link-marking probabilities $\operatorname{Pr}\left\{X_{i}=x_{i}\right\}$, where $x_{i} \in\{0,1\}$. This is also expected, because $\pi_{0}$ and $\pi_{1}$ represent the long-term proportion of the Markov chain remaining at state 0 and 1 , respectively, and is consistent with the definitions of $\operatorname{Pr}\left\{X_{i}=0\right\}$ and $\operatorname{Pr}\left\{X_{i}=1\right\}$, which verifies the validity of the Markov-chain dependency-degree model. Claim 4 says that when $\alpha=1$, i.e., the link-marking state is perfectly dependent, the equilibrium state distribution still exists,


Figure 5.4: Impact of path length $k$, link-marking probability $p$, and dependency-degree $\alpha$ on bottleneck path probability distribution $\psi_{d}\left(P_{k}, \alpha, p, m\right)$.
but is not unique, depending on the initial state probabilities. This is expected because when $\alpha=1$, the Markov chain $\left\{X_{i}\right\}$ has two isolated classes (see Figure 5.3). So, it is not irreducible, and thus is no longer ergodic.

### 5.6 Numerical and Simulation Evaluations

Based on the analytical results derived thus far, various multicast signaling delay properties are evaluated numerically as described as follows.

### 5.6.1 Multicast-Tree Bottleneck Path Distribution «'d $\left(P_{k} . \alpha . p . m\right)$

Figure 5.4(a) plots $\psi_{d}\left(P_{k}, \alpha, p, m\right)$ against path length $k$ while varying the Markov-chain dependency-degree factor $\alpha . \psi_{d}\left(P_{k}, \alpha, p, m\right)$ is found to be a strictly monotonic decreasing function of $k$ for both the independent ( $\alpha=0$ ) and dependent ( $\alpha>0$ ) cases. This is expected because the longer the bottleneck path, the more likely it will be dominated by shorter paths, as described in Definition 5.2.2.

Compared to the independent-marking case, the marking dependency is found to reduce the probability for shorter paths (with $k \leq 4$ ) to be the bottleneck path while increasing the probability for longer paths (with $k>5$ ). This verifies Claim 4 of Theorem 5.4.1, and the dependency-balanced path number: $\widetilde{k}$ is found to be around 4 and 5. Figure 5.4(a) also shows that the larger $\alpha$, the more this probability shifts from shorter paths to longer ones.

This is because the stronger the link-marking dependency, the larger the probability that all links stay in the same congestion state. This trend is also shown in Figure 5.6(a), plotting $\left.\psi_{d}\left(P_{k}, \alpha, p, m\right)\right|_{\alpha=0}-\left.\psi_{d}\left(P_{k}, \alpha, p, m\right)\right|_{\alpha=\alpha_{0}>0}$ against $k$ for different values of $\alpha=\alpha_{0}$.

We now analyze why the bottleneck probability shifts from shorter paths to longer ones as $\alpha$ increases, as shown in Figure 5.4(a). Theorems 5.2.1 and 5.4.1 state that for $P_{k}$ to be the multicast bottleneck, all links on shorter paths $P_{k^{\prime}}\left(k^{\prime}<k\right)$ must be un-congested and $P_{k}$ 's last two links $L_{k}$ or $L_{k+1}^{\prime}$ must be congested. Thus, $\psi_{d}\left(P_{k}, \alpha, p, m\right)$ is contributed by two events, $\left\{X_{k}=1 \cup X_{k+1}^{\prime}=1\right\}$ and $\left\{\bigcap_{i=1}^{k-1}\left(X_{i}=0, X_{i+1}^{\prime}=0\right)\right\}$, which must occur at the same time. But, the link-marking dependency reduces the probability contribution from $\left\{X_{k}=1 \cup X_{k+1}^{\prime}=1\right\}$ while increasing that from $\left\{\bigcap_{i=1}^{k-1}\left(X_{i}=0, X_{i+1}^{\prime}=0\right)\right\}$. Then for $\alpha>0$ the decaying rate of $\psi_{d}\left(P_{k}, \alpha, p, m\right)$ as $k$ increases is slower than that for the case of $\alpha=0$. Compared to the case of $\alpha=0$, when $k$ is small $(k \leq 4)$, the decrease of probability contribution from $\left\{X_{k}=1 \cup X_{k+1}^{\prime}=1\right\}$ due to $\alpha>0$ cannot be compensated for by the increase in that from $\left\{\bigcap_{i=1}^{k-1}\left(X_{i}=0, X_{i+1}^{\prime}=0\right)\right\}$. So, $\left.\psi_{d}\left(P_{k}, \alpha, p, m\right)\right|_{\alpha>0}<$ $\left.\psi_{d}\left(P_{k}, \alpha, p, m\right)\right|_{\alpha=0}$ for small $k(k \leq 4)$. When $k$ is large ( $k>5$ ), the gain in probability contribution from $\left\{\bigcap_{i=1}^{k-1}\left(X_{i}=0, X_{i+1}^{\prime}=0\right)\right\}$ is larger than the drop in that from $\left\{X_{k}=\right.$ $\left.1 \cup X_{k+1}^{\prime}=1\right\}$ due to $\alpha>0$. Thus $\left.\psi_{d}\left(P_{k}, \alpha, p, m\right)\right|_{\alpha>0}>\left.\psi_{d}\left(P_{k}, \alpha, p, m\right)\right|_{\alpha=0}$ for a large $k(k>5)$. When $k$ becomes very large, both $\left.\psi_{d}\left(P_{k}, \alpha, p, m\right)\right|_{\alpha>0}$ and $\left.\psi_{d}\left(P_{k}, \alpha, p, m\right)\right|_{\alpha=0}$ converges to zero. So, $\left.\psi_{d}\left(P_{k}, \alpha, p, m\right)\right|_{\alpha>0}=\left.\psi_{d}\left(P_{k}, \alpha, p, m\right)\right|_{\alpha=0}$ as $k \rightarrow \infty$, which is confirmed by Figure 5.4(a).

But, no matter how $\psi_{d}\left(P_{k}, \alpha, p, m\right)$ shifts as $\alpha$ changes, the normalization condition given by Eq. (5.24) is always satisfied; this is verified by the fact that the area under each plot for any given $\alpha$ always sums to 1 as shown in Figure 5.4(a).

Figure 5.4 (b) shows that $\psi_{d}\left(P_{k}, \alpha, p, m\right)$ is inversely proportional to path length $k$, also verifying the above observations. Figure 5.4 (b) also shows that there exists a unique maximum $\psi_{d}^{*}\left(P_{k}, \alpha, p^{*}, m\right)$ for any given $k$, verifying Claim 2 of Theorem 5.4.1. Figure 5.4(c) indicates that for any given $\alpha$, the larger the path length $k$, the smaller $\psi_{d}\left(P_{k}, \alpha, p, m\right)$.


Figure 5.5: Impact of dependency-degree factor $\alpha$, link-marking probability $p$, and multicast-tree height $m$ on bottleneck path probability $\psi_{d}\left(P_{k}, \alpha, p, m\right)$ and bottleneck RMcell RTT means and standard deviations.

Figure $5.4(\mathrm{c})$ also indicates that $\psi_{d}\left(P_{k}, \alpha, p, m\right)$ is not always a monotonic function of $\alpha$, but there can be a unique maximum $\psi_{d}^{*}\left(P_{k}, \alpha^{*}, p, m\right)$ as long as the given path length $k$ and $p$ satisfy the conditions in Eq. (5.29). As $k$ gets larger, $\alpha^{*}$ increases. These also validate Claim 3 of Theorem 5.4.1. Figure $5.5(\mathrm{a})$ shows a more complete dynamic-behavior picture of $\psi_{d}\left(P_{k}, \alpha, p, m\right)$ as a function of two independent variables ( $\alpha, p$ ). Figure $5.5(\mathrm{a})$ shows that $\psi_{d}\left(P_{k}, \alpha, p, m\right)$ always has the maximum along the $p$-axis direction as $\alpha$ varies from 0 to 1 . In contrast, $\psi_{d}\left(P_{k}, \alpha, p, m\right)$ can have the maximum along the $\alpha$-axis direction only for a certain range of $p$ values which satisfy the conditions given in Eq. (5.29) in Theorem 5.4.1 for a given $k$.

### 5.6.2 Delay Statistics for HBH and SSP Schemes under the Dependent Markings

Figure 5.5(b) plots the means, $\bar{\tau}_{S S P}(\alpha, p, m)$ and $\bar{\tau}_{H B H}(\alpha, p, m)$ calculated by Eqs. (5.33) and (5.34), respectively, against $m$ for different $\alpha$ 's. We observe that $\bar{\tau}_{H B H}(\alpha, p, m)$ is much larger, and increases much faster, than $\bar{\tau} S S P(\alpha, p, m)$ as shown in Figure $5.5(\mathrm{~b})$. Moreover, $\bar{\tau}_{H B H}(\alpha, p, m)$ is more sensitive to $\alpha$ than $\bar{\tau}_{S S P}(\alpha, p, m)$. Figure $5.5(\mathrm{~b})$ also shows that, as compared to the HBH's average $\operatorname{RTT} \bar{\tau}_{H B H}(\alpha, p, m)$, the SSP's average $\operatorname{RTT} \bar{\tau}_{S S P}(\alpha, p, m)$


Figure 5.6: Impact of dependency-degree factor $\alpha$ and link-marking probability $p$ on bottleneck path probability $\psi_{d}\left(P_{k}, \alpha, p, m\right)$ shift and bottleneck RM-cell RTT means.
is virtually independent of $m$ and $\alpha$. Figure 5.5(b) also shows that for longer paths ( $m>20$ ), the larger $\alpha$, the larger the means while for shorter paths ( $m<12$ ), the larger $\alpha$, the smaller the means. These verify that the bottleneck path probabilities shift from shorter to longer paths as $\alpha$ increases, which is shown in Figure 5.6(a).

In Figure $5.5(\mathrm{c})$, the standard deviations, $\sigma_{S S P}(\alpha, p, m)$ and $\sigma_{H B H}(\alpha, p, m)$ given by Eqs. (5.35) and (5.36), respectively, are plotted against $m$ while varying $\alpha$. As shown in Figure 5.5(c), $\sigma_{H B H}(\alpha, p, m)$ is found to be much larger, and increase much faster, than $\sigma_{S S P}(\alpha, p, m)$ as $m$ increases. Again, $\sigma_{H B H}(\alpha, p, m)$ is much more sensitive to $\alpha$ than $\sigma_{S S P}(\alpha, p, m)$. Thus, the bottleneck RM-cell RTT for SSP scales much better than that for HBH with respect to the multicast-tree height and structure. Figure 5.5(c) also shows that SSP's multicast RTT variation $\sigma_{S S P}(\alpha, p, m)$ is virtually independent of both $m$ and $\alpha$, as compared to HBH's RTT variation $\sigma_{H B H}(\alpha, p, m)$. Figure 5.5(c) also shows that for longer paths ( $m \geq 10$ ), the larger $\alpha$, the larger the variances while for shorter paths ( $m<8$ ), the larger $\alpha$, the smaller the variances, also verifying that the bottleneck probabilities shift from shorter to longer paths as $\alpha$ increases, which is also shown in Figure 5.6(a).


Figure 5.7: Impact of dependency-degree factor $\alpha$ and link-marking probability $p$ on approximation error under independent markings assumption and bottleneck RM-cell RTT standard deviations.

### 5.6.3 Impact of Link-Marking Dependency Degree ( $\alpha$ ) on Multicast Signaling Delays

Figures 5.6(b) and (c) plot the means of multicast signaling delays $\bar{\tau}_{H B H}(\alpha, p, m)$ and $\bar{\tau}_{S S P}(\alpha, p, m)$, respectively, against the network traffic load $p$, while varying the Markovchain dependency-degree factor $\alpha$. We have the following observations: (1) there is a unique maximum for each of $\bar{\tau}_{H B H}(\alpha, p, m)$ and $\bar{\tau}_{S S P}(\alpha, p, m)$ with respect to $p$, which is consistent with the unique maximum of $\psi_{d}\left(P_{k}, \alpha, p, m\right)$ in Claim 2 of Theorem 5.4.1; (2) the maximizers for $\bar{\tau}_{H B H}(\alpha, p, m)$ and $\bar{\tau}_{S S P}(\alpha, p, m)$ shift from a small to large value of $p$ as $\alpha$ increases; (3) also, as $\alpha$ increases, $\bar{\tau}_{H B H}(\alpha, p, m)$ and $\bar{\tau}_{S S P}(\alpha, p, m)$ become less sensitive to the network traffic load $p$; (4) $\bar{\tau}_{H B H}(\alpha, p, m)$ is about two times larger than $\bar{\tau}_{S S P}(\alpha, p, m)$ for all values of $p$ calculated under our parameter settings.

To evaluate the approximation error of the multicast signaling delay analysis where the "independent marking" is assumed while the actual congestion markings are not independent, Figures 5.7(a) and (b) plot the approximation errors in terms of means between the multicast-signaling delay analyses under the dependent ( $\alpha>0$ ) and independent ( $\alpha=0$ ) markings. The approximation errors in terms of the means of multicast signaling delay are


Figure 5.8: Impact of dependency-degree factor $\alpha$ and link-marking probability $p$ on bottleneck RM-cell RTT standard deviations and the approximation error under independent markings assumption.
defined as follows:

$$
\begin{align*}
\varepsilon_{m}^{H B H}(\alpha, p, m) & \left.\triangleq \bar{\tau}_{H B H}(\alpha, p, m)\right|_{\alpha=0}-\left.\bar{\tau}_{H B H}(\alpha, p, m)\right|_{\alpha>0} ;  \tag{5.41}\\
\varepsilon_{m}^{S S P}(\alpha, p, m) & \left.\triangleq \bar{\tau}_{S S P}(\alpha, p, m)\right|_{\alpha=0}-\left.\bar{\tau}_{S S P}(\alpha, p, m)\right|_{\alpha>0} \tag{5.42}
\end{align*}
$$

We have the following observations: (1) the maxima of both $\varepsilon_{m}^{H B H}(\alpha, p, m)$ and $\varepsilon_{m}^{S S P}(\alpha, p, m)$ are monotonically increasing functions of $\alpha$, implying that the approximation error increases as the dependency degree increases; (2) both $\varepsilon_{m}^{H B H}(\alpha, p, m)$ and $\varepsilon_{m}^{S S P}(\alpha, p, m)$ are not monotonic functions of traffic load $p$, but change from a positive to a negative value as $p$ increases from 0 to 1 , indicating that the analysis under the independent assumption over-estimates the mean delay for small $p$, while under-estimating the mean delay for large $p$; (3) the approximation error for HBH is more than two times higher than that for SSP. In general, the above analyses show that the approximation error in terms of multicast signaling delay mean resulting from the independent assumption is not negligible, and thus justifies the necessity of a Markov-chain-based marking-dependency analysis.

Similar observations on the impact of dependent markings can be drawn for the multicast signaling delay variations as shown in Figures 5.7(c) and 5.8(a) (for delay variations) and Figures 5.8(b) and (c) (for the approximation error of delay variations defined by Eqs. (5.43)
and (5.44)) under HBH and SSP, respectively. The approximation errors (see Figures 5.8(b) and (c)) in terms of the standard deviations of multicast signaling delay are defined as follows:

$$
\begin{align*}
\varepsilon_{d}^{H B H}(\alpha, p, m) & \left.\triangleq \sigma_{H B H}(\alpha, p, m)\right|_{\alpha=0}-\left.\sigma_{H B H}(\alpha, p, m)\right|_{\alpha>0}  \tag{5.43}\\
\varepsilon_{d}^{S S P}(\alpha, p, m) & \left.\triangleq \sigma_{S S P}(\alpha, p, m)\right|_{\alpha=0}-\left.\sigma_{S S P}(\alpha, p, m)\right|_{\alpha>0} \tag{5.44}
\end{align*}
$$

### 5.6.4 Simulation Results

To confirm and evaluate the accuracy of the proposed Markov-chain and Markov-chain dependency-degree models, using the NetSim event-driven simulator [42] we also simulated a network with concurrent multiple multicast/unicast VCs (Virtual Circuits) and multiple bottlenecks. Figures 5.9(a) and (b) plot the multicast signaling delay mean and standard deviation over the traffic load $p$, respectively, drawn from both simulations and analytical results. Figures 5.9 (a) and (b) also show that the simulation results agree well with the analytical results (for the case of $\alpha=0.7>0$ ) which use the proposed Markov-chain and Markov-chain dependency degree models, thus verifying the accuracy of modeling and analytical results derived based on the Markov chain and Markov-chain dependency degree models (in Section 5.2 through Section 5.4). In contrast, the simulation results disagree with the analytical results obtained under the independent-marking assumption as indicated by the the large approximation error as shown in Figures 5.9(a) and (b). So, the simulation experiments also quantitatively justify the necessity of the Markov-chain- and Mark-chain dependency-degree-models-based multicast-signaling delay analysis.

### 5.7 Conclusion

In this chapter, we proposed the dependent statistical modeling approaches to analyze the performance of a class of multicast feedback-synchronization signaling algorithms. Specifically, we developed a Markov-chain model to characterize the multicast signaling de-


Figure 5.9: Comparison of the simulated delay means and standard deviations with the analytical results.
lay when the congestion markings of different links are dependent. Using this model, we derived a set of general expressions for calculating the probability distributions of individual paths in a multicast tree being the multicast-tree bottleneck. The derived Markov chain is shown to be able to reach an equilibrium, and its limiting state distributions converge to the marginal link-marking probabilities when the Markov chain is irreducible.

We also developed a Markov-chain dependency-degree model to quantify and evaluate the dependency between different link congestion markings. Using the proposed Markovchain dependency-degree model, we derived a set of equations to compute all one-step transition probabilities as functions of the marginal link-marking probabilities and the Markov-chain dependency-degree factors. The proposed Markov-chain and Markov-chain dependency-degree models are generic and thus can be used not only for signaling delay analysis, but for other Markov-chain-based analyses extracted from other applications as well.

Using these two models we derived the first and second moments of a multicast-signaling delay for both HBH and SSP flow control signaling schemes, respectively, when linkmarkings are dependent. The obtained numerical evaluations also showed that the de-
pendency degree factor tends to shift the bottleneck from a shorter path to a longer one, which is consistent with the definition of the positive link-marking dependency imposed by the nature of multicast flow control signaling. The analytical results have also been confirmed by the simulation experiments.

## CHAPTER 6

## OPTIMIZATION-BASED MULTICAST FLOW CONTROL USING VIRTUAL $M$-ARY FEEDBACK

### 6.1 Motivation and Overview of the Proposed Scheme

### 6.1.1 Motivation

Multicast has a wide spectrum of applications, such as software distribution, multimedia conferencing, and distance learning/collaboration [46-55]. Like in unicast, flow control also plays a very important role in multicast service over the best-effort networks [56-68], such as the Internet. Most flow-control schemes are typically structured as a closed-loop feedback control system $[69,70]$, where the traffic source adjusts its transmission rate or window size based upon the congestion feedback generated by the receivers and routers in the network. Congestion feedback can be in different forms, such as packet drops in TCP, ECN-bits in RED-gateways, DEC-bits in DECbit-Network, and ER-field or CI-bit in ATM ABR. We categorize the feedback into two types: (1) binary feedback where the traffic source decides on every flow-control action using only a single bit feedback, like TCP's packet drops, and duplicate ACKs, RED's ECN-bit, ABR's CI-bit, etc., and (2) $M$-ary feedback where each flow-control decision at the source is derived from multiplebit feedback, like ABR's Explicit-Rate (ER) feedback in ATM networks. While binary feedback minimizes the flow-control signaling overhead, it has the drawback of low dynamic
stability and low bandwidth-utilization efficiency, because it only implements coarse-grained flow control. For instance, TCP halves its (window) (sending rate) as long as it "sees" indication of packet-drop/loss, regardless whether this congestion is caused by a shortterm, less severe congestion, or by a long-term severer congestion. In contrast, $M$-ary feedback can offer much higher flow-control performance because it applies fine-grained flowcontrol, accurately adapting the source rate to the bandwidth available at the bottleneck. However, $M$-ary feedback-based flow control is more expensive in both router complexity and bandwidth consumption for flow-control signaling. This problem becomes even severer in case of multicast because multicast usually incurs much higher volume of flow-control feedback signaling traffic, particularly when the number of multicast-tree branches is large.

Moreover, multicast also introduces several other new challenges that were not encountered in unicast. First, simultaneous congestion feedbacks from all receivers can cause feedback implosion [13] at the source and branch routers, especially when the multicast tree is large. Hence, it is important to consolidate the congestion feedbacks at each branch point, and only the consolidated result is sent upstream. Second, since feedbacks via different downstream paths may arrive at the branch point at significantly different times, the feedback consolidation must be synchronized at the branch point before sending the consolidated result upstream to avoid the feedback noise problem [20]. Third, the flow-control scheme must be able to keep track of the most-congested path which changes dynamically and dictates the source rate to ensure that every receiver receives the same data. Finally, the multicast feedback consolidation or fusion mechanism must be able to derive the congestion level of the most-congested path such that the source can perform fine-grained flow control. This is crucial for multicast over a wide-area network with a large round-trip time (RTT), because either inaccurate or coarse-grain feedback information can significantly degrade the stability and responsiveness of multicast flow control, bandwidth utilization, and the overall flow-control performance.


Figure 6.1: The architecture of the proposed scheme.

### 6.1.2 Overview of the Proposed Scheme

To solve the above-mentioned problems of multicast flow control, while retaining the benefits of both the binary and $M$-ary feedback flow-control schemes without their demerits, we propose an optimization-based multicast flow-control scheme using virtual $M$-ary (VMARY) feedback that performs as well as an explicit $M$-ary feedback mechanism while only employing binary feedback. Figure 6.1 illustrates the proposed scheme which consists of the four major components: (1) dual optimization-based rate controller at source, (2) multicast-tree marking probability generator at source, (3) feedback ECN-bit random marker at routers, and (4) feedback ECN-bit feedback sequence fusion rule at branch routers. Each of these components is described below.

### 6.1.2.1 Dual Optimization-Based Multicast Rate Controller

Conceptually, the flow-control problem can be formulated as a distributed optimization problem [71, 72], as in the recent work for unicast [ $35,37,38,40,43,44$ ] and for layered multirate multicast $[73,74]$. The objective of the optimization-based flow control is to maximize the global utility in terms of bandwidth utilization subject to link-bandwidth constraints. The previous research on optimization-based flow control focused only on either unicast [ $35,37,38,40,43,44$ ], or layered multirate multicast [ 73,74 ]. By contrast, we will focus on single-rate multicast flow control which is much simpler [75] and more cost-effective in implementation and resource management than the layered multi-rate multicast flow control, because the latter requires multiple multicast groups to implement a single multicast session, which is not resource-efficient for source, receivers, and routers [76]. Moreover, the single-rate multicast flow control meets the requirements of some important applications, such as reliable content distribution, and can scale well with the number of receivers in the multicast group [75,77]. As a result, the single-rate multicast flow control has received considerable attention [75, 77].

As analyzed in Section 6.2, although the optimization-based multicast flow-control problem is analytically tractable, it requires direct coordination among all the source-rate controllers associated with multiple concurrent multicast sessions. This implies that the optimization-based multicast flow control is a coupled problem, making it practically unsolvable. Therefore, as was done in [71,72], we apply the duality principle to decompose the multicast flow-control problem into a number of independent subproblems, which can then be solved independently and in parallel. However, the important extensions/differences distinguishing our approach from others' are: (1) our approach deals with multicast flow control, instead of unicast flow control over a single fixed path; (2) our dual optimization is based on single-rate multicast flow control; (3) our flow-control model performs the dual optimization only over the multicast-tree's most-congested paths, labeled with the thick arrowed lines in Figure 6.1, i.e., a subset of links dominate the optimization decisions at all
multicast sources. We show that the dual optimization problem defined over the multicasttree's most-congested paths have the same optimization solution and objective-function value as those for the original optimization problem defined on the entire multicast tree. This significantly reduces the computational complexity in solving the multicast flow-control problem.

### 6.1.2.2 Derivation of VMARY Feedback on the Most-Congested Path

The second component of our multicast flow-control scheme is how to derive the bandwidth constraints along the most-congested path in a multicast tree to make the optimization decision at the source. This requires information on the level of congestion of the multicast tree that needs to be derived from the consolidated feedback from the receivers and routers. We use a congestion detection and collection mechanism at all multicast routers based on feedback ECN-bit random marking. Especially, we develop a multicast-tree marking probability generator $\left(\frac{1}{N} \sum_{k=1}^{N} E C N_{k}(t)\right)$ at each source as shown in Figure 6.1, to calculate the path marking probability which is proportional to the sum of average queue lengths along the most-congested path in a multicast tree. We call this feedback the virtual $M$-ary (VMARY) feedback, as it only uses a sequence of $N$ consecutive feedback random marks - binary ECN-bits - to extract the fine-grained congestion-level information $\frac{1}{N} \sum_{k=1}^{N} E C N_{k}(t)$, which is usually coded and conveyed as an $M$-ary $\left(\log _{2} M\right.$-bit, $\left.M>2\right)$ packet to represent the sum of average queue lengths along the most-congested path. Such $M$-ary feedback enables the fine-grained optimization-based multicast flow control at the source, but is expensive to implement. Using a history of ECN-bits to derive a control decision is a generalization of the 2 -bit $E C N$ sequence-based $\alpha$-control [6] as well as the DEC-bit scheme [78], but our ECN is based on random (instead of deterministic) marking. REM (Random Early Marking) $[35,37,38,40,43,44]$ applies a similar approach, but has been used only in unicast. The proposed multicast-tree marking probability generator is detailed in Section 6.3.1.

### 6.1.2.3 VMARY Feedback Signaling Protocol

Multicast flow-control signaling coordinates the optimization-decision makers at different sources of multiple concurrent multicast sessions and optimization-constraint detectors/collectors at routers while performing the optimization in a distributed manner. Multicast flow-control signaling plays a crucial role in the distributed optimization flow control since it measures and conveys the congestion information from the location where the optimization constraint occurs, to the location where the optimization constraint comes into play in making the optimization decision at the source. To deal with the new signaling problems imposed by multicast, we develop a multicast signaling feedback mechanism which is composed of the following two major elements: (1) feedback ECN-bit random marker that measures the congestion level at each link/router in the multicast tree, and (2) feedback ECN-bit sequence fusion rule which consolidates, synchronizes, and dynamically tracks the most-congested feedback ECN-bit flows from all downstream paths at each branch router.

Feedback ECN-bit Random Marker at Each Router: This is necessary to implement the proposed VMARY feedback. Note that congestion-level measure at each link based on random ECN-bit marking transforms the queue-length (congestion-level) information (i.e., the marking probability) into a sequence of coded ECN-bits, which is then transformed back to the queue-length (congestion-level) information, or the marking probability, from the feedback ECN-bit sequence received at the source. The ECN-bit random marker works similarly to RED/REM, where it marks the feedback ACK-packet with a probability proportional to the average queue length at that output link. On the other hand, the proposed ECN-bit random marker differs from RED/REM in that it only marks the ECN-bit in feedback ACK-packets corresponding to every $K \geq 1^{1}$ forward data packets received by each receiver - unlike RED/REM which marks ECN-bit in each forward data packet passed through each router. This is because the marked ECN-bit in a forward data packet at an

[^17]upstream branch router may be redundantly duplicated multiple times as the data packet passes through downstream branch routers, even when the downstream branches/receivers are not congested at all. Consequently, when all of these redundant ECN-bits are returned by all receivers, the resultant congestion signal will over-throttle the source rate unnecessarily, a phenomenon similar to the multiple-path problem [79]. In contrast, the ECN-bits carried by the feedback ACK-packet in the proposed signaling protocol can precisely inform the multicast source of the congestion level on each path in the multicast tree. Section 6.3.1 details the proposed feedback ECN-bit random marker.

Feedback ECN-bit Sequence Fusion Rule at Routers: This element needs to perform three main functions: (1) consolidate feedback ECN-bit sequences, (2) synchronize the feedback consolidation, and (3) identify the most-congested path/branch in the multicast tree. We achieve these by developing a Maximum-MArk-Select (MAMS) fusion rule which is implemented at each branch router as shown in Figure 6.1 (also in Figure 6.2 for more details). It generates one consolidated ECN-bit if and only if it receives at least one feedback ECN-bit from each of connected downstream branches, such that the feedback consolidation is soft synchronized (similar to [6]) even when the feedbacks from different receivers arrive at the branch point at significantly different times. The consolidated ECN-bit is selected from the path whose last $N$ consecutive feedback ECN-bits contain the maximum number of 1 's, ensuring the selection of ECN-bit sequence of the most congested path because the percentage of marks in the last $N$ consecutive feedback ECN-bits reflects the average-queue length or congestion level on each path. Note that it is essential to dynamically identify the most-congested path/branch at each router for implementation of the proposed single-rate optimization-based flow control at the source since the single-rate reliable multicast flow control must guarantee the receiver on the most-congested path to receive the same data copy as all other receivers in the multicast tree. The proposed optimal feedback ECN-bit sequence fusion rule and the implementation issues are described in Section 6.3.1.

### 6.1.3 Chapter Organization

The rest of the chapter is organized as follows. Section 6.2 models multicast flowcontrol control scheme and justifies the rational of the proposed control model. Section 6.3 describes the implementation of the proposed scheme and the optimal fusion rule at branch routers. Section 6.4 investigates the effect of fusion register on the multicast flow-control performance. Section 6.5 presents the numerical analysis of the proposed feedback fusion mechanism, while Section 6.6 conducts the simulation evaluation, confirming analytical results and observations. The chapter concludes with Section 6.7.

### 6.2 The Optimization Model of Multicast Flow Control

### 6.2.1 The System Model

To formulate the multicast flow as an optimization control problem and justify the rational behind the proposed scheme, we establish the flow-control system model by first introducing the following definitions.

Definition 6.2.1 A multicast network of finite bandwidth shared by multiple elastic (besteffort) traffic sources under the multicast flow control, satisfies the following conditions.

C1. All links of the multicast network are unidirectional and indexed by a set of $\mathcal{L} \triangleq$ $\{1,2, \cdots, L\}$ with link $\ell$ 's bandwidth capacity $\mu_{\ell} \in(0,+\infty), \forall \ell \in \mathcal{L}$;

C2. All elastic traffic sources are persistent (using as much bandwidth as available) and indered by a set of $\mathcal{S} \triangleq\{1,2, \cdots, S\}$ where the transmission rate of source $s$ is denoted by $r_{s} \in I_{s} \triangleq\left[m_{s}, M_{s}\right], 0<m_{s}<M_{s}<\infty$, and $\mathcal{I} \triangleq\left\{I_{s} \mid s \in \mathcal{S}\right\}, \forall s \in \mathcal{S} ;$

C3. A multicast-connection tree with source $s$ at the root, denoted by $M T(s)$, is characterized by a 7 -tuple $\left(\mathcal{L}(s), \mathcal{L}_{k}(s), \mathcal{L}_{k^{*}}(s), \mathcal{L}^{*}, m_{s}, M_{s}, n\right)$ where $n \geq 1$ is the number of branches of the multicast source $s$ ( $n=1$ represents a unicast, a special case of multicast), and $\mathcal{L}(s) \subseteq \mathcal{L}$ are links of $M T(s)$, $s \in \mathcal{S}, \mathcal{L}_{k}(s), k \in\{1,2, \cdots, n\}$,
is the link subset constituting the $k$-th path from $s$ to its $k$-th receiver such that $\mathcal{L}(s)=\bigcup_{k \in\{1, \cdots, n\}} \mathcal{L}_{k}(s) ; \mathcal{L}_{k} \cdot(s)$ is the link subset constituting the most congested path among the $n$ paths from $s$ to receivers, which is defined by Definition 6.2.3;

C4. For each link $\ell \in \mathcal{L}$, define $\mathcal{S}(\ell) \triangleq\{s \in \mathcal{S} \mid \ell \in \mathcal{L}(s)\}$ as the set of sources that use link $\ell$, such that $\ell \in \mathcal{L}(s)$ if and only if $s \in \mathcal{S}(\ell)$.

Remarks on Definition 6.2.1: Condition C1 specifies a finite-bandwidth multicast network while C2 characterizes the traffic transported through the multicast network. C3 defines the descriptors and structure of a multicast-tree. C4 describes the relations between multicast source and the corresponding links in $M T(s)$.

Applying the nonlinear programming approaches [ $71,72,80,81$ ] to the multicast network model in Definition 6.2.1, we can formulate the multicast flow control as an optimization problem as follows.

Definition 6.2.2 The primal optimization problem, denoted by $\mathbf{P}$, of multicast flow control for source $s \in \mathcal{S}$ over the multicast network defined by Definition 6.2.1 is to choose source rate $r_{s}, \forall s \in \mathcal{S}$, such that

$$
\begin{array}{ll}
\mathbf{P}: \quad \max _{r_{s} \in I_{s}, s \in \mathcal{S}} \sum_{s \in \mathcal{S}} U_{s}\left(r_{s}\right) \\
& \text { subject to } \sum_{s \in \mathcal{S}(\ell)} r_{s} \leq \mu_{\ell}, \quad \forall \ell \in \mathcal{L} \triangleq\{1,2, \cdots, L\} \tag{6.2}
\end{array}
$$

where $U_{s}\left(r_{s}\right): \Re_{+} \longmapsto \Re$ is a utility function for source $s$; source $s$ is said to attain $a$ utility $U_{s}\left(r_{s}\right)$ when it transmits at rate $r_{s} \in I_{s}$; and $U_{s}\left(r_{s}\right)$ is chosen to be increasing and strictly concave in its argument in the feasible solution set.

Remarks on Definition 6.2.2: The constraint given by Eq. (6.2) says that the total source rate at any link $\ell$ is less than its capacity $\mu_{\ell}$. A unique maximizer, called the primal
optimal solution, exists since the objective function is chosen to be strictly concave and hence is continuous, and the feasible solution set is compact.

### 6.2.2 Multicast-Tree Bottleneck Path

In unicast flow control, the source rate is regulated by the feedback from the most congested link/router which has the minimum available bandwidth along the path from source to destination. A natural extension of this strategy to multicast flow control is to adjust the source rate to the minimum available bandwidth share of the multicast-tree's most congested path that the traffic source has sensed from the feedback. This is the key feature for data applications that require lossless transmission. To explicitly model these features for the multicast flow control, we introduce the following definition.

Definition 6.2.3 The multicast-tree bottleneck path (also simply called multicast-tree bottleneck) is the most congested path whose congestion feedback at the source dictates (or dominates) the source rate-control decisions. If letting $\mathcal{L}_{k^{*}}(s)$ be the subset of links which constitutes the most congested path among the $n$ paths from source $s$ to receivers for any given $M T(s), \forall s \in \mathcal{S}$, then the most congested path's index determined by

$$
\begin{equation*}
k^{*}=\arg \min _{k \in\{1, \ldots, n\}, \ell \in L_{k}(s)}\left\{\mu_{\ell}-\sum_{s \in \mathcal{S}(\ell)} r_{s}\right\} . \tag{6.3}
\end{equation*}
$$

Thus, $\mathcal{L}^{*} \triangleq \bigcup_{s \in \mathcal{S}} \mathcal{L}_{k^{*}}(s)=\left\{1,2, \cdots, L^{*}\right\}$ represents the subset of links each of which is part of at least one of the most congested path in $S$ multicast trees, where $L^{*} \triangleq\left\|\mathcal{L}^{*}\right\|$ is the the cardinality of $\mathcal{L}^{*}$.

Remarks on Definition 6.2.3: The most-congested-path-dominant multicast flow-control policy is widely used in the single-rate data multicast flow control [75-77,82], such as representative acker in pgmcc [77] and current limiting receiver (CLR) in [75]. Making use of this feature, we can simplify the data multicast flow control by adapting the source rate only to the most congested path in a multicast tree, which is formally justified by the following theorem.

Theorem 6.2.1 If the multicast flow control for source $s \in \mathcal{S}$ over the multicast network defined by Definition 6.2 .1 is formulated as the primal-optimization problem $\mathbf{P}$ specified by Definition 6.2.2, then $\mathbf{P}$ 's primal-optimization solution and optimal objective-function value are the same, respectively, as those of another primal-optimization problem, $\mathrm{P}^{*}$, which is defined as follows.

The multicast flow control for source $s \in \mathcal{S}$ over the multicast network defined by Definition 6.2 .1 is to choose source rate $r_{s}, \forall s \in \mathcal{S}$, such that

$$
\begin{array}{ll}
\mathbf{P}^{*}: \quad \max _{r_{s} \in I_{s}, s \in \mathcal{S}} \sum_{s \in \mathcal{S}} U_{s}\left(r_{s}\right) \\
& \text { subject to } \sum_{s \in \mathcal{S}(\ell)} r_{s} \leq \mu_{\ell} \quad \forall \ell \in \mathcal{L}_{*} \triangleq \bigcup_{s \in \mathcal{S}} \mathcal{L}_{k} \cdot(s)=\left\{1,2, \cdots, L^{*}\right\}, \tag{6.5}
\end{array}
$$

Proof. The proof is given in Appendix X.

Remarks on Theorem 6.2.1: This theorem enables us to solve the multicast flow-control problem by solving $\mathbf{P}^{*}$, instead of $\mathbf{P}$, where $\mathbf{P}$ is much more computationally complex and more difficult to implement, than $\mathbf{P}^{*}$. We will henceforth only focus on solving $\mathbf{P}^{*}$.

### 6.2.3 A Separable Optimization Structure for Multicast Flow Control

As shown in Theorem 6.2.1, if constraints $\sum_{s \in \mathcal{S}(\ell)} r_{s} \leq \mu_{\ell}, \forall \ell \in \mathcal{L}_{*} \triangleq \bigcup_{s \in \mathcal{S}} \mathcal{L}_{k} \cdot(s)=$ $\left\{1,2, \cdots, L^{*}\right\}$ given by Eq. (6.5) were not present, it would be possible to decompose $\mathrm{P}^{*}$ into $S$ independent subproblems as follows:

$$
\begin{equation*}
\max _{r_{s} \in I_{s}, s \in \mathcal{S}} \sum_{s \in \mathcal{S}} U_{s}\left(r_{s}\right)=\sum_{s \in \mathcal{S}} \max _{r_{s} \in I_{s}} U_{s}\left(r_{s}\right) \tag{6.6}
\end{equation*}
$$

However, solving $\mathbf{P}^{*}$ subject to the constraint Eq. (6.5) requires direct coordination between multiple source-rate controllers, which makes $\mathbf{P}^{*}$ a coupled optimization problem. As a result, directly solving $\mathbf{P}^{*}$ is not practical, and hence, we propose the optimal multicastrate control by applying the Duality Theory [ 80,81 ], which solves $\mathbf{P}^{* \prime s}$ dual-optimization problem $\mathbf{D}^{*}$ that can decouple the rate-control coordination among multicast traffic sources.

The theorem given below proves the feasibility of separating the multicast flow control into $S$ independent subproblems, and derives a distributed optimization algorithm which can implement the multicast dual-optimization rate control in a parallel manner.

Theorem 6.2.2 If the multicast flow control for source $s \in \mathcal{S}$ over the multicast network defined by Definition 6.2.1 is achieved by the primal optimization model specified by Definition 6.2.2, then the following claims hold.

Claim 1. $\mathrm{P}^{*}$ 's dual optimization problem is determined by

$$
\begin{equation*}
D^{*}: \min _{\lambda_{\ell} \geq 0, \ell \in \mathcal{L}^{*}} D^{*}\left(\vec{\lambda}_{*}\right) \tag{6.7}
\end{equation*}
$$

where the objective function $D^{*}\left(\vec{\lambda}_{*}\right)$ is defined by a Lagrangian function $L\left(\vec{r}, \vec{\lambda}_{*}\right)$

$$
\begin{equation*}
D^{*}\left(\vec{\lambda}_{*}\right) \triangleq \max _{r_{s} \in I_{s}, s \in \mathcal{S}} L\left(\vec{r}, \vec{\lambda}_{*}\right) \triangleq \sum_{s \in \mathcal{S}} B_{s}^{*}\left(\lambda_{k^{*}}^{*}\right)+\sum_{l \in \mathcal{L}^{*}} \lambda_{l} \mu_{l} \tag{6.8}
\end{equation*}
$$

where

$$
\begin{align*}
B_{s}^{*}\left(\lambda_{k^{-}}^{s}\right) & =\max _{r_{s} \in I_{s}, s \in \mathcal{S}}\left\{U_{s}\left(r_{s}\right)-r_{s} \lambda_{k^{s}}^{s}\right\}, \quad \forall s \in \mathcal{S}=\{1,2, \cdots, S\}  \tag{6.9}\\
\lambda_{k^{s} \cdot}^{s} & =\sum_{l \in \mathcal{\mathcal { L } _ { k } \cdot}(s)} \lambda_{l}=\max _{k \in\{1, \cdots, n\}}\left\{\lambda_{k}^{s}\right\}=\max _{k \in\{1, \cdots, n\}} \sum_{l \in \mathcal{\mathcal { C } _ { k } ( s )}} \lambda_{l} . \tag{6.10}
\end{align*}
$$

Claim 2. The optimal solution to $\mathbf{D}^{*}$ exists, is unique, and equals the optimal solution to $\mathbf{P}^{*}$;

Claim 3. The dual-optimization solution to $\mathbf{D}^{*}$ for multicast flow control can be solved by a distributed gradient projection algorithm, which yields the following iterative equation where for each multicast source $s \in \mathcal{S}$, the Lagrange multiplier $\lambda_{l}$ at time $(t+1)$ for each link $\ell \in \mathcal{L}_{k^{-}}(s)$ is determined by

$$
\begin{equation*}
\lambda_{\ell}(t+1)=\left[\lambda_{\ell}(t)+\gamma\left(\sum_{s \in \mathcal{S}(\ell), \ell \in \mathcal{L}_{k^{*}}(s)} r_{s}\left(\vec{\lambda}_{*}(t)\right)-\mu_{\ell}\right)\right]^{+}, \forall \ell \in \mathcal{L}_{k^{*}}(s), \forall s \in \mathcal{S} \tag{6.11}
\end{equation*}
$$

where $\gamma>0$ is the step size of the distributed gradient projection algorithm, and $[Z]^{+} \triangleq \max \{Z, 0\}$ is a projection function.

Claim 4. $\mathbf{D}^{*}$ decomposes $\mathbf{P}^{*}$ into $S$ independent subproblems in terms of the aggregate utility and the aggregate constraints.

Proof. The proof is given in Appendix Y.

Remarks on Theorem 6.2.2: Claim 1 formulates the multicast flow-control problem under the general Lagrange Dual Theory, and gives a concrete and workable analytical model to achieve the optimal multicast flow control. The first term of the dual objective function $D(p)$ is decomposed into $S$ separable subproblems Eqs. (6.9) and (6.10). Claim 2 is the direct application of Duality Theorem: (1) if the primal-optimization problem $\mathbf{P}^{*}$ has an optimal solution, the dual-optimization problem $\mathbf{D}^{*}$ also has an optimal solution and the two optimal values are same; (2) the multicast rate vector $\vec{r}_{\circ} \in \mathcal{I}$ are the primal-optimal solutions for $\mathbf{P}^{*}$ and Lagrange multiplier vector $\vec{\lambda}_{*}^{\circ}$ are the dual-optimal solution for $\mathbf{D}^{*}$ if and only if

$$
\begin{equation*}
\max _{r, \in I_{s}, s \in \mathcal{S}} L\left(\vec{r}, \vec{\lambda}_{*}^{o}\right)=L\left(\vec{r}_{o}, \vec{\lambda}_{*}^{o}\right)=\min _{\lambda_{\ell} \geq 0, \ell \in \mathcal{L} .} L\left(\vec{r}_{o}, \vec{\lambda}_{*}\right) . \tag{6.12}
\end{equation*}
$$

The existence and uniqueness of the dual-optimal solution is guaranteed by the fact that the objective function of $\mathbf{P}^{*}$ is strictly concave. Claim 3 derives an iterative algorithm which can be implemented in a distributed fashion to calculate the congestion-level (the bandwidth-constraint information) at all routers in the multicast network. This algorithm gives a standard solution for the non-constrained optimization problem transformed from a nonlinear-constrained optimization problem by Lagrange-Multiplier and Lagrange-Duality theorems. It shows that the dual-optimization problem also decomposes the multicast optimization flow-control problem in terms of constraints because each link's Lagrange multiplier is iteratively calculated based upon the previous value of this link's Lagrange multiplier, and is also independent of all other links' Lagrange multipliers. Claim 4 is crucially important because it decomposes the coupled optimal optimization problem into separate subproblems, making it possible to implement $\mathbf{D}^{*}$ by a distributed algorithm in
parallel. In particular, given the minimizer vector of Lagrange multiplier $\vec{\lambda}_{*}^{o}$ (obtained by solving Eq. (6.7)), each individual multicast traffic source can solve Eq. (6.9) for optimal multicast flow-control rates $\vec{r}_{o}$ independently or separately without the need to coordinate with other sources. The correlation among the multiple multicast flow-controllers, due to sharing of the same multicast network, is captured by the Lagrange multiplier vector $\vec{\lambda}_{*}$, which serves as a coordination signal to align individual optimalities defined by Eq. (6.9) with the global optimality described by Eq. (6.4).

### 6.3 Virtual $M$-ary Feedback Signaling and Multicast Flow Control

Theorem 6.2.2 transforms the multicast flow control over the multicast network defined by Definition 6.2.1 into a distributed computing system. It treats the multicast source $s \in \mathcal{S}$ and all links $\ell \in \mathcal{L}_{k^{*}}(s)$ on its most congested path as multiple processors connected by the most congested path to solve the dual-optimization problem $\mathrm{D}^{*}$. In each iteration, each multicast source $s \in \mathcal{S}$ individually solves Eq. (6.9) and communicates the thus-obtained result $r_{s}\left(\vec{\lambda}_{*}\right)$ to links $\ell \in \mathcal{L}_{k^{*}}(s)$ on the most congested path in $M T(s)$. Links $\ell \in \mathcal{L}_{k^{*}}(s)$ then update their Lagrange multipliers $\lambda_{\ell}, \forall \ell \in \mathcal{L}_{k^{*}}(s)$, using Eq. (6.11), and communicate the new $\lambda_{l}$ back to the source $s$, and the procedure repeats. The rate-control algorithms specified by Eqs. (6.9), (6.10), and (6.11) only provide the first component of a multicast flow-control scheme (the second component is the flow-control signaling). We now describe how the multicast source $s$ and network links $\ell \in \mathcal{L}_{k}$. $(s)$ on the most congested path of $M T(s)$ communicate through the multicast flow-control signaling protocol that we propose below.

### 6.3.1 The Virtual $M$-ary Feedback Multicast Signaling Protocol

The multicast flow control formalized by Eq. (6.7) is an $M$-ary feedback-based multicast flow control, and thus requires an $M$-ary feedback signaling protocol where both the
multicast source rate $r_{s}\left(\vec{\lambda}_{*}\right)$ and Lagrange multipliers $\lambda_{\ell}, \forall \ell \in \mathcal{L}_{k^{*}}(s)$, must be expressed and transmitted as multiple-bit signaling messages between the multicast source $s$ and all links $\ell \in \mathcal{L}_{k}$. $(s)$ on the most congested path of $M T(s)$. A straightforward solution to multicast signaling is to periodically use the control packets to explicitly exchange the multicast rate $r_{s}\left(\vec{\lambda}_{*}\right)$ and Lagrange multipliers $\lambda_{\ell}, \forall \ell \in \mathcal{L}_{k^{*}}(s)$ between the multicast source $s$ and the links in the most congested path. This approach is conceptually simple, but complex and expensive in implementation for the following reasons. First, it is very time-/spaceconsuming for each router to compute the aggregate arrival rates at each output link, which are required to compute $\lambda_{l}(t+1)$ as specified by Eq. (6.11). Second, it is also very time-/space-consuming for each router to identify the most congested branch at its input port, which is specified by Eq. (6.3) to determine the most congested path from the multicast source $s$, among all output-links from the branch. Third, the computations of Lagrange multiplier $\lambda_{\ell}, \forall \ell \in \mathcal{L}_{k} \cdot(s)$ at the input ports of branch routers on the most congested path is also complicated and expensive in time and space. Finally, explicitly sending $r_{s}\left(\vec{\lambda}_{*}\right)$ and feeding back $\lambda_{\ell}, \forall \ell \in \mathcal{L}_{k^{*}}(s)$ will create a large volume of multicast signaling traffic, incurring significant bandwidth overhead. Thus, this solution is impractical to use for the multicast flow control formulated as the dual-optimization problem $\mathbf{D}^{*}$.

To overcome this difficulty, we propose a virtual $M$-ary feedback signaling protocol, which only uses binary feedback, but can implement the $M$-ary feedback-based multicast flow control of $\mathbf{D}^{*}$ defined by Eq. (6.7). The proposed virtual $M$-ary feedback multicast signaling protocol consists of three components: (1) feedback ECN-bit link ACK-random-marker at each multicast-branch output link, (2) optimal ECN-bit-sequence fusion at each multicastbranch input link port, and (3) multicast-tree marking probability generator at the multicast source.

A Multicast Branch in a Branching Router


Figure 6.2: The MAx-Mark-Select (MAMS) fusion rule for consolidating feedback ECN sequence $\left\{E_{i}(k)\right\}$ 's.

### 6.3.1.1 ECN-Bit ACK-Random-Marker at Each Multicast-Branch Output Port

This works in a way similar to REM or RED-based flow control in terms of computation of marking probabilities. Each output port sets its marking probability - exponentially as in REM or linearly as in RED - proportional to the average queue length at that output link. Using the average queue length, instead of the instantaneous queue length, preserves the advantage of allowing transient bursts in the router. However, there is a big difference that distinguishes the virtual $M$-ary feedback multicast signaling protocol from REM and RED: it doesn't mark forward data packets as in REM or RED, but each router in the multicast tree randomly marks only the feedback ACK-packet as it passes through the branch output port toward the receiver that generated this ACK-packet. Each receiver in the multicast tree, $M T(s)$, acknowledges receipt of each forward data packet by creating
and sending toward the source $s$ an ACK-packet which contains an ECN-bit. The reason of marking each feedback ACK-packet, instead of a forward data packet, is because if ECN-bit of a data packet is marked by an upstream branch router, this ECN-bit will be redundantly replicated multiple times as this data packet traverses downstream branch-routers, even when some downstream branches are not congested at all. As a result, when all these redundant ECN-bits are returned by all receivers, the resultant congestion signal will overthrottle the source rate unnecessarily. In contrast, ECN-bits generated and carried by the feedback ACK-packet in the proposed multicast signaling protocol can accurately signal the multicast source $s$ the level of congestion along each path in $M T(s)$.

### 6.3.1.2 Optimal ECN-Bit-Sequence Fusion at Each Multicast-Branch Input Port

We design an optimal ECN-bit-sequence fusion mechanism at each multicast-branch input-link port, which is connected to multiple branch output link ports, as shown in Figure 6.2. The three main purposes of ECN-bit-sequence fusion are to:
(1) consolidate feedback ECN-bits to avoid the feedback implosion and hence scale well with multicast-tree size;
(2) perform the synchronization of feedback ACKs from all branch-paths to avoid feedback noise;
(3) identify the most congested path in the multicast tree to implement the dual-optimization multicast flow control as specified by Theorem 6.2.2.

The ECN-bit-sequence fusion mechanism at each branch input port is composed of $n$ ECN-bit-sequence fusion shift registers of length $N$ bits each, corresponding to the $n$ branches of this input port. The ECN-bit-sequence fusion shift registers in Figure 6.2 can be easily implemented in either software or hardware since it only needs simple operations. Each fusion shift register contains/maintains and shifts, from-right-to-left, $N$ ECN-bits consecutively
received from the feedback ACK-packets of that branch. When a feedback ACK-packet arrives at the output port $O_{i}, i=1, \cdots, n$ from the $i$-the downstream branch and if is not marked (i.e., no congestion indication), then it is marked randomly with the marking probability proportional to the average queue length in that output port; an already-marked ECN-bit is kept unchanged. The "processed" ECN-bit is then put into the rightmost bit of the $i$-th register after left-shifting the entire register by one bit. To identify the most congested path in a given multicast tree $M T(s)$, we design a MAximum Mark Selected (MAMS) fusion rule to consolidate the feedback ECN-bit sequence, as shown in Figure 6.2. After each shift-register receives at least one feedback ACK-packet from all connected downstream branches where the soft-synchronization [2] is achieved, the leftmost bit of the shift register which has the maximum number of 1's among all shift registers in this input port is selected and put into the consolidated feedback ACK-packet generated by this input port. Then, this newly-generated consolidated feedback ACK-packet is forwarded to its upstream router. Consequently, the proposed ECN-bit-sequence fusion mechanism generates a consolidated ACK-packet if and only if all of its downstream branches receive at least one feedback ACK-packet, and the output feedback ECN-bit sequence $\left\{E_{f}(k)\right\}$ at the input port $I$ will follow the pattern of $\left\{E_{i}(k)\right\}$ at the output port $O_{i}$ which contains the maximum number of 1 's in the last $N$ consecutive feedback ACK-packets, which corresponds to the most congested branch path from this branch point.

### 6.3.1.3 Multicast-Tree Marking Probability Generator at the Multicast Source

It has been shown in $[71,72]$ that the Lagrange multipliers $\lambda_{\ell}, \forall \ell \in \mathcal{L}_{k^{*}}(s)$ can be used as a link congestion level indicator, which is proportional to the output link's average queue length $\bar{q}_{\ell}(t)$ :

$$
\begin{equation*}
\lambda_{l}(t)=\gamma \bar{q}_{l}(t) \tag{6.13}
\end{equation*}
$$

This is also verified by Theorem 6.2.2, where if the aggregate arrival rates, or equivalently the rate-mismatch between the aggregate arrival rates and the bottleneck bandwidth, are too
00. On receipt each feedback ACK-packet:

1. calculate the new multicast-tree marking probability;
2. if (left_most_bit $=1)$ and ( $A C K$ _ECN $=0$ );
3. meast_tree_mark_prob :=mcast_tree_mark_prob $-\frac{1}{N}$;
4. elseif (left_most_bit $=0$ ) and (ACK_ECN = 1);
5. mcast_tree_mark_prob $:=$ mcast_tree_mark_prob $+\frac{1}{N}$;
6. endif;

Figure 6.3: Pseudocode for the multicast marking probability calculation algorithm.
large, then the Lagrange multipliers $\lambda_{\ell}(t+1), \forall \ell \in \mathcal{L}_{k^{*}}(s)$ derived from Eq. (6.11) increase. Then, the increased Lagrange multipliers $\lambda_{\ell}(t+1), \forall \ell \in \mathcal{L}_{k^{*}}(s)$ will require reduction of the optimal multicast-source rates $r_{s}, \forall s \in \mathcal{S}$, as shown in Eq. (6.9). On the other hand, if the sending rates are over-reduced, then Eq. (6.11) generates smaller Lagrange multipliers:* $\lambda_{\ell}(t+1), \forall \ell \in \mathcal{L}_{k^{*}}(s)$, which then lead to larger optimal sending rates $r_{s}, \forall s \in \mathcal{S}$ determined by Eq. (6.9). Based on this observation, we can use the average queue length $\bar{q}_{\ell}(t)$ at link $\ell, \forall \ell \in \mathcal{L}_{k^{*}}(s)$ to derive $\lambda_{\ell}, \forall \ell \in \mathcal{L}_{k^{*}}(s)$ for all links on the most congested path in $M T(s)$, $s \in \mathcal{S}$.

According to the REM-based ECN-bit-link ACK-random-marker described in Section 6.3.1, the ECN-bit marking probability at time $t$ at link $\ell$, denoted by $p_{\ell}(t)$, is exponentially to the average queue length $\bar{q}_{\ell}(t)$;

$$
\begin{equation*}
p_{\ell}(t)=1-\phi^{-\gamma \bar{q}_{\ell}(t)}, \quad \forall \ell \in \mathcal{L}_{k} \cdot(s) \tag{6.14}
\end{equation*}
$$

where $\phi$ is a constant. When feedback ACK-packets of multicast source $s \in \mathcal{S}$ pass through the output link $\ell, \forall \ell \in \mathcal{L}_{k^{*}}(s)$, they are independently marked with the probability $p_{\ell}(t)$ defined in Eq. (6.14). Thus, when a feedback ACK-packet arrives at the multicast source $s$ at time $t$, the probability $p_{*}^{s}(t)$ that its ECN-bit is marked is exponential to the sum of average queue-lengths of all output links $\ell, \forall \ell \in \mathcal{L}_{k^{*}}(s)$, along the most congested path of
$M T(s)$ which is given by:

$$
\begin{equation*}
p_{*}^{s}(t)=1-\prod_{\ell \in \mathcal{L}_{k^{*}}(s)}\left(1-p_{\ell}(t)\right)=1-\phi^{-\sum_{\ell \in \mathcal{L}_{k} \cdot(s) r \bar{q}_{\ell}(t)}} \tag{6.15}
\end{equation*}
$$

We define $p_{*}^{s}(t)$ as the multicast-tree marking probability for $M T(s)$ since it measures the sum of average queue-lengths at all links along the most congested path from source $s$, and thus dominates the congestion control decision at $s \in \mathcal{S}$.

Plugging Eq. (6.13) into Eq. (6.15), we obtain

$$
\begin{equation*}
\lambda_{k^{*}}^{s}(t)=\sum_{\ell \in \mathcal{L}_{k^{*}}(s)} \lambda_{\ell}(t)=-\log \left(1-p_{*}^{s}(t)\right) \tag{6.16}
\end{equation*}
$$

Eq. (6.16) gives a useful formula to derive the sum of Lagrange multipliers specified by Eq. (6.10), which is required to solve for the optimal multicast rate $r_{s}$ specified by Eq. (6.9), from the multicast-tree marking probability $p_{*}^{s}(t)$. Since $p_{*}^{s}(t)$ is the marking probability for the feed back ACK-packet returning via the most congested path, it can be estimated from a sequence of $N$ consecutive ECN-bits, $\left\{E_{k}(t)\right\}$ at time $t$ (note that here the symbols used to represent feedback ECN-bit sequence for $\left\{E_{k}(t)\right\}$ are different from those used in Figure 6.2 where $k$ is the time index and $i$ is the branch index while here $k$ is the time or number index of the $k$-th ECN-bit of interest within an $N$-bit long "multicast-tree marking probability calculation window"2 at the multicast source and $t$ is the time when the multicast-tree marking probability $\hat{p}_{*}^{s}(t)$ is calculated), generated by the optimal ECN-bit-sequence fusion mechanism described in Section 6.3.1 as follows:

$$
\begin{equation*}
\hat{p}_{*}^{s}(t)=\frac{1}{N} \sum_{k=1}^{N} E_{k}(t) \tag{6.17}
\end{equation*}
$$

The pseudo-code for implementing the multicast-tree marking probability generator specified by Eq. (6.17) at the multicast source is given in Figure 6.3. Letting $\hat{p}_{*}^{s}(t)=p_{*}^{s}(t)$ and plugging Eq. (6.17) into Eq (6.16) yield the final formula to compute the Lagrange multipliers specified by Eq. (6.10) to solve for the optimal multicast rate $r_{\text {s }}$ specified by Eq. (6.9)

[^18]00. On receipt each feedback ACK-packet:

1. calculate the new optimal rate;
2. if mcast_tree_mark_prob $=0$;
3. $r_{s}:=$ max_rate;
4. elsif meast_tree_mark_prob $=1$;
5. $\quad r_{s}:=$ min_rate;
6. else meast_tree_mark_prob:=1;
7. $\lambda_{l}:=-\frac{\log (1-\text { meast_ree_mark_prob })}{\log \phi}$;
8. $\quad r_{s}:=\max \left\{\min \left\{w_{s} / \lambda_{l}, \max \_a t e\right\}\right.$, min_rate $\} ;$
9. endif mcast_tree_mark_prob $:=0$;

Figure 6.4: Pseudocode for the optimal multicast rate control algorithm.
from the $N$-bit long ECN-bit sequence sent back via feedback ACK-packets as follows:

$$
\begin{equation*}
\lambda_{k^{-}}^{s}(t)=\sum_{l \in \mathcal{L}_{k^{*}}(s)} \lambda_{l}(t)=-\frac{\log \left(1-\frac{1}{N} \sum_{k=1}^{N} E_{k}(t)\right)}{\log \phi} . \tag{6.18}
\end{equation*}
$$

The pseudo-code for the multicast source rate-control algorithm based on Eq (6.18) is summarized in Figure 6.4.

### 6.4 Length of the Optimal Feedback Fusion Register

For the proposed multicast feedback fusion, the length $N$ of ECN-bit shift-register is a critical design parameter. This design problem is also associated with, but has not yet been addressed in, the unicast optimization-based flow control [ $35,37,38,40,43,44$ ]. However, this problem gets much more complicated for multicast feedback fusion. Clearly, neither too large nor too small a value of $N$ is desired. Too small an $N$ can lower bandwidthutilization efficiency because the multiple multicast ECN-bit sequences stored in too short an ECN-bit register can generate an excessive number of 1 's in the aggregated/consolidated ECN-bit sequence at the output end (left-most bit of the shift-register) which will eventually over-reduce the sending rate, lowering bandwidth utilization. On the other hand, a too
large an $N$ can filter out the rapid, short-term variation of traffic congestion, thus lowering the responsiveness/adaptiveness of the feedback fusion mechanism to the change of traffic pattern, which can either lower network utilization, or make networks over-congested due to lack of responsiveness to the increased congestion condition.

The above observations indicates the existence of an optimal ECN-bit shift register size, denoted by $N^{*}$, which makes an optimal tradeoff of the above two opposing effects. However, the design of optimal $N^{*}$ turns out to be a non-trivial problem, because it is involved not only with the feedback fusion rule and multicast-tree topology/size, but also with the network traffic dynamics and congestion levels/burstiness, which are typically random and not predictable a priori. To quantitatively and accurately capture these tradeoffs in selecting optimal buffer length $N^{*}$, we introduce the following definition.

Definition 6.4.1 Under the proposed multicast feedback fusion rule, the achieved multicast bandwidth efficiency, denoted by a random variable $F_{\eta}$, is characterized by

$$
\begin{equation*}
F_{\eta} \triangleq 1-\frac{1}{N} \max _{1 \leq j \leq n} \sum_{i=1}^{N} X_{i j} e^{-\frac{1}{n}\left\{N-\max _{1} \leq j \leq n \sum_{i=1}^{N} X_{i j}\right\}} \tag{6.19}
\end{equation*}
$$

and the achieved adaptiveness of the proposed multicast feedback fusion, denoted by a random variable $F_{\alpha}$, is characterized by

$$
\begin{equation*}
F_{\alpha} \triangleq e^{-\frac{1}{n}\left\{N-\max _{1} \leq j \leq n \sum_{i=1}^{N} X_{i j}\right\}} \tag{6.20}
\end{equation*}
$$

and the achieved multicast fusion utility function, denoted by a random variable $F_{\mu}$, is characterized by

$$
\begin{equation*}
F_{\mu} \triangleq F_{\eta}+F_{\alpha}-1=\left(1-\frac{1}{N} \max _{1 \leq j \leq n} \sum_{i=1}^{N} X_{i j}\right) e^{-\frac{1}{n}\left\{N-\max _{1 \leq j \leq n} \sum_{i=1}^{N} X_{i j}\right\}} \tag{6.21}
\end{equation*}
$$

where $X_{i j} \in\{0,1\}$ is the $i$-th $E C N$ bit in the $j$-th branch filter of the feedback $E C N$ filter array.

Remarks on Definition 6.4.1: The above definition defines the metrics by which one can measure and derive the optimal ECN-bit shift-register length $N^{*}$.

Based on Definition 6.4.1, the following theorem derives a formula to calculate the statistical metrics in deriving $N^{*}$ for any multicast-tree topology and link-marking probability.

Theorem 6.4.1 Consider an ECN-filter array with buffer size equal to $N$ and the branching fan-out factor equal to $n$. If random markings at different branches are independent, then the means and variances of $F_{\eta}, F_{\alpha}$ and $F_{\mu}$ are determined by the following expressions, respectively:

$$
\left\{\begin{align*}
& E\left[F_{\eta}\right]= \sum_{i=0}^{N-1}\left\{\left\{1-\frac{i}{N} e^{-\frac{1}{n}[N-i]}\right\}\right.  \tag{6.22}\\
&\left.\cdot \sum_{\left\{\left(y_{1}, y_{2}, \cdots, y_{n}\right) \mid \max _{1} \leq j \leq n\right.}\left\{y_{j}\right\}=i\right\} \\
&\left.\prod_{j=1}^{n}\binom{N}{y_{j}} p_{j}^{y_{j}}\left(1-p_{j}\right)^{N-y_{j}}\right\}
\end{align*}\right\}
$$

and

$$
\left\{\begin{align*}
& E\left[F_{\alpha}\right]=\sum_{i=0}^{N-1}\{ \left\{e^{-\frac{1}{n}[N-i]}\right\}  \tag{6.23}\\
&\left.\cdot \sum_{\left\{\left(y_{1}, y_{2}, \cdots, y_{n}\right) \mid \max _{1} \leq j \leq n\left\{y_{j}\right\}=i\right\}} \prod_{j=1}^{n}\binom{N}{y_{j}} p_{j}^{y_{j}}\left(1-p_{j}\right)^{N-y_{j}}\right\} \\
& \operatorname{Var}\left[F_{\alpha}\right]=\sum_{i=0}^{N-1}\left\{\left\{e^{-\frac{2}{n}[N-i]}\right\}\right. \\
&\left.\cdot \sum_{\left\{\left(y_{1}, y_{2}, \cdots, y_{n}\right) \mid \max _{1 \leq j \leq n}\left\{y_{j}\right\}=i\right\}} \prod_{j=1}^{n}\binom{N}{y_{j}} p_{j}^{y_{j}}\left(1-p_{j}\right)^{N-y_{j}}\right\}-E^{2}\left[F_{\alpha}\right],
\end{align*}\right.
$$

and

$$
\left\{\begin{align*}
E\left[F_{\mu}\right]=\sum_{i=0}^{N-1}\{ & \left\{\frac{N-i}{N} e^{-\frac{1}{n}[N-i]}\right\}  \tag{6.24}\\
& \left.\cdot \sum_{\left\{\left(y_{1}, y_{2}, \cdots, y_{n}\right) \mid \max _{1 \leq j \leq n}\left\{y_{j}\right\}=i\right\}} \prod_{j=1}^{n}\binom{N}{y_{j}} p_{j}^{y_{j}}\left(1-p_{j}\right)^{N-y_{j}}\right\} \\
\operatorname{Var}\left[F_{\mu}\right]=\sum_{i=0}^{N-1}\{ & \left\{\left(\frac{N-i}{N}\right)^{2} e^{-\frac{2}{n}[N-i]}\right\} \\
& \left.\cdot \sum_{\left\{\left(y_{1}, y_{2}, \cdots, y_{n}\right) \mid \max _{1 \leq j \leq n}\left\{y_{j}\right\}=i\right\}} \prod_{j=1}^{n}\binom{N}{y_{j}} p_{j}^{y_{j}}\left(1-p_{j}\right)^{N-y_{j}}\right\}-E^{2}\left[F_{\mu}\right]
\end{align*}\right.
$$

where $p_{j}=\operatorname{Pr}\left\{X_{i j}=1\right\}$ and $y_{j} \in\{0,1,2, \cdots, N\}$ for $j=1,2, \cdots, n$, and $X_{i j} \in\{0,1\}$ is the $i$-th $E C N$ bit in the $j$-th feedback $E C N$-bit register.

Proof. See Appendix Z.

Remarks on Theorem 6.4.1: This theorem provides a set of closed-form expressions for the first and second moments of bandwidth efficiency and adaptiveness of the proposed feedback fusion rule. These equations are useful because they can help network designers compute the optimal ECN buffer length $N^{*}$ for different link marking probabilities and multicast-tree topologies. The assumption that random markings at different branches are independent is reasonable, because the ECN-bit is only randomly marked in feedback ACK packets, which traverse different branch paths from different multicast receivers, and arrive at the multicast source independently. $N$ equals the marking-probability computation window size. The marking probability $p_{j}$ differs for different multicast branches, but we assume that $p_{i j}=p_{j}$ along each multicast branch is constant within the probability computation window $N$ because the ECN-bit sequence in the window $N$ is used to compute/estimate the single marking probability $p$ for that window.


Figure 6.5: Mean utility function $E\left[F_{\mu}\right]$ vs. ECN buffer size $N$ with different fan-out factors $n$.

### 6.5 Numerical Evaluation for the Feedback Fusion Rule

Figure 6.5 plots the mean utility function $E\left[F_{\mu}\right]$ against the ECN shift-register length $N$ for different multicast fan-out factors $n$. We observe that $E\left[F_{\mu}\right]$ is not a monotonic function of $N$, but there exists a unique maximum for $E\left[F_{\mu}\right]$ given any fan-out factor $n$. This was expected because either too large or too small a value of $N$ can lower the bandwidthutilization efficiency. Figure 6.5 also indicates that the optimal ECN shift-register size $N^{* *}$ s for fan-out factor $n=4,5,6$ are $5,6,7$, respectively, showing that the larger the fan-out factor, the larger $N^{*}$. This is reasonable because a large number of branches will need a longer ECN shift-register length to achieve higher bandwidth-utilization efficiency.

Figure 6.6 plots the mean of utility function $E\left[F_{\mu}\right]$ against ECN-bit shift-register length $N$ for different link marking probabilities $p$. We also observe that $E\left[F_{\mu}\right]$ is not a monotonic function of $N$, and there exists a unique maximum for $E\left[F_{\mu}\right]$ given any fan-out factor $n$. Figure 6.6 also indicates that the optimal ECN shift-register length $N^{*}$ for link marking probabilities $p=0.4,0.5,0.6$ are $4,5,7$, respectively, showing that the larger the link marking probability $p$, the larger $N^{*}$. This is reasonable because a large link marking probability


Figure 6.6: Mean of utility function $E\left[F_{\mu}\right]$ vs. ECN buffer size $N$ with different marking probabilities $p$.
will also need a longer ECN-bit shift-register length to achieve higher bandwidth-utilization efficiency.

### 6.6 Simulation of the Proposed Scheme

To validate the analytic results and observations, we have also conducted extensive simulations. Specifically, using NetSim [31], we simulated the network performance under the proposed optimization-based multicast rate control and optimal fusion mechanism for multiple concurrent multicast connections with multiple bottlenecks. By removing the assumptions (such as the independence between different link markings) made for the modeling analysis, the simulation accurately captures the dynamics of real networks, such as the noise effect due to the randomness of network environments, and processing and queueing delays, instantaneous variations of bottleneck bandwidths, which are very difficult to handle analytically.

The simulated network is shown in Figure 6.7, and consists of 3 multicast connections


Figure 6.7: Simulation model for multiple multicast connections under the virtual $M$-ary feedback optimization flow control using random binary feedback.
running through 4 routers Router-1, Router-2, Router-3, Router-4, connected by 3 links $L_{1}, L_{2}, L_{3} . s_{i}$ is the source of the $i$-th multicast connection, $i=1,2,3$ and $R_{i j}$ is $r_{i}$ 's $j$-th receiver. So, connections 2 and 3 share $L_{1}$ and $L_{3}$, respectively, with connection 1. $r_{1}$ is a persistent multicast source which generates the main data traffic flow. $r_{2}$ and $r_{3}$ are two periodic on-off multicast sources with on-period $=360 \mathrm{~ms}$ and off-period $=1011 \mathrm{~ms}$, respectively, which mimic cross-traffic noises, causing the bandwidth to vary dynamically at the bottlenecks. We set $L_{i}$ 's bandwidth capacity $\mu_{i}$ as (1) $\mu_{1}=\mu_{3}=370$ packets $/ \mathrm{ms}$; (2) $\mu_{2}=740$ packets $/ \mathrm{ms}$, forcing the potential bottlenecks $L_{1}$ and $L_{3}$ to emerge. Letting all links' delays be $1 \mathrm{~ms}, r_{1}$ 's RTTs via $R_{16}, R_{17}, R_{18}$ equal 4 ms which is 2 times of $r_{1}$ 's RTTs via $R_{11}, R_{12}, R_{13}$. We let $r_{1}$ start at $t=0, r_{2}$ at $t=140 \mathrm{~ms}$, and $r_{3}$ at $t=440 \mathrm{~ms}$ such that $r_{2}$ and $r_{3}$ generate the cross-traffic noises against the main data traffic flow at the potential bottlenecks $L_{1}$ and $L_{3}$ with the respective on-periods that occur alternately without any overlap in time.

We implemented the simulation model by using the NetSim event-driven simulator [31]. The flow-control parameters used in the simulation remain the same as those used in the simulation solutions shown in [2] for comparison between binary and $M$-ary feedback based multicast flow control. There are several types of utility functions [71,72], but the utility function used in this paper is given by

$$
\begin{equation*}
U_{s}\left(r_{s}\right) \triangleq w_{s} \log r_{s} \tag{6.25}
\end{equation*}
$$



Time (ms), weight parameters: $w_{1}=w_{2}=w_{3}$, bandwidth: $\mu=370$ packet $/ \mathrm{ms}$

Figure 6.8: Simulated multicast source rates $R_{1}(t), R_{2}(t)$, and $R_{3}(t)$ with same weights to receive same bandwidth share: $w_{1}=w_{2}=w_{3}$.
which leads to the maximizer of Eq. (6.9) determined by

$$
\begin{equation*}
\arg \max _{r_{s} \in I_{s}, s \in \mathcal{S}}\left\{U_{s}\left(r_{s}\right)-r_{s} \lambda_{k^{*}}^{s}\right\}=\frac{w_{s}}{\lambda_{k^{*}}^{s}}, \quad \forall s \in \mathcal{S} \tag{6.26}
\end{equation*}
$$

where $w_{s}$ is the weight, determining the bandwidth share that source $s \in \mathcal{S}$ will receive at the bottleneck. We simulated the following two cases:

Case 1. Setting $w_{1}=w_{2}=w_{3}$, Figure 6.8 plots the rate evolution functions, $R_{1}(t), R_{2}(t)$, and $R(t)$ for all multicast sources. During time $[0,140 \mathrm{~ms}], R_{1}(t)$ converges to the target bandwidth, $\mu_{2}=370$ packets/ms at the bottleneck link $L_{1}$, which is the optimal rate the bottleneck bandwidth can support. At time $t=140 \mathrm{~ms}$, the source $s_{2}$ enters on-state and starts data transmission, which shares the same bottleneck link $L_{1}$ with source $s_{1}$. In Figure $6.8 R_{1}(t)$ and $R_{2}(t)$ very quickly converge to an equal share of bottle bandwidth. At time $t=300 \mathrm{~ms}, s_{2}$ enters off-state and stops sending any data. Then, $s_{1}$ takes over all available bandwidth at link $L_{1}$ again. However, at time $t=440 \mathrm{~ms}, s_{3}$ starts competing for bandwidth with $s_{1}$ at link $L_{3}$, i.e., the new
bottleneck occurs at link $L_{3}$ which is different from the first bottleneck at link $L_{1}$. Again, Figure 6.8 shows that $R_{1}(t)$ and $R_{3}(t)$ quickly converge to the equal-share of the bandwidth of link $L_{3}$.

Figure 6.9 plots the simulated link marking probability $p_{1}(t)$ at the bottleneck link $L_{1}$. It shows that the bottle-link marking probability varies with bottleneck congestion level because during $[140,300 \mathrm{~ms}]$, the link marking probability is higher than the other periods. Figure 6.10 plots the multicast-tree marking probability function $p_{*}^{s_{1}}(t)$ source $s_{1}$. Comparing Figure 6.10 with Figure 6.9 , we observe that during $[0,450 \mathrm{~ms}]$, $p_{*}^{s_{1}}(t)$ basically follows the pattern of $p_{1}(t)$. This is expected because during this period, $L_{1}$ is the only bottleneck, and thus path from $s_{1}$ to $R_{11}, R_{12}$, etc., is the most congested path. However, after $t=300 \mathrm{~ms}, p_{*}^{s_{1}}(t)$ does not follow the pattern of $p_{1}(t)$ any more because the path going through $L_{1}$ is not the most congested path of $M T\left(s_{1}\right)$ any more. Thus, we can make the following observations:

1. The proposed virtual $M$-ary feedback conveys the congestion degree information by only using binary feedback.
2. The optimal feedback fusion mechanism can identify the most congested path in any given multicast tree.
3. The proposed scheme can guarantee fairness among competing multicast connections.

Case 2. For this case, we set $w_{1}=2 w_{2}$ and only use two multicast connections $M T\left(s_{1}\right)$ and $M T\left(s_{2}\right)$ in the simulated network in Figure 6.7. The bottleneck is now located at link $L_{1}$ because $s_{3}$ does not transmit data. The simulated source rate evolution functions for both $s_{1}$ and $s_{2}$ are plotted in Figure 6.11, from which we obverse:

1. The bottleneck bandwidth is still fully-used, verifying that the proposed flow control can realize best-effort service for elastic multicast traffic sources.


Time (ms), weight parameters: $w_{1}=w_{2}=w_{3}$, bandwidth: $\mu=370$ packet/ms

Figure 6.9: Simulated multicast link $L_{1}$ marking probability with: $w_{1}=w_{2}=w_{3}$.
2. Sources $s_{1}$ and $s_{2}$ do not share the bottleneck bandwidth evenly, but $s_{1}$ receives about 2 times as much bandwidth as $s_{2}$ because $w_{1}=2 w_{2}$. In fact, we can arbitrarily control the bandwidth share of all multicast connections, with the same bottleneck link by properly selecting the weight factors $w_{s}, \forall s \in \mathcal{S}$. This means that our proposed scheme can also provide differential services to different multicast traffic connections.

### 6.7 Conclusion

In this chapter, we proposed and analyzed an optimization-based multicast flow control with virtual $M$-ary feedback for wide-area high-speed networks. Taking advantage of a history of binary feedback congestion information, the proposed scheme realized the explicit rate control for multicast data transmissions only by using binary random marking/congestion feedback. The proposed scheme consists of two fundamental parts: (1) the random-marking-based rate controller at the multicast source and (2) feedback fusion rules


Time (ms), weight parameters: $w_{1}=w_{2}=w_{3}$, bandwidth: $\mu=370$ packet $/ \mathrm{ms}$

Figure 6.10: The most congested path marking probability for $M T\left(s_{1}\right)$ with $w_{1}=w_{2}=w_{3}$.
at all multicast routers. We used the non-linear dynamic programming to implement the multicast rate control algorithm and designed an optimal feedback fusion mechanism for consolidating the feedback signals at branch points. We developed the metrics and evaluation criteria for the design of optimal feedback ECN register size. We evaluated the proposed rate-control scheme and feedback fusion rule using both analysis and simulations.


Time (ms), weight parameters: $w_{1}=2 w_{2}$, bandwidth: $\mu=370$ packet/ms

Figure 6.11: Simulated multicast source rates $R_{1}(t)$ and $R_{2}(t)$, which are given different weights to receive different bandwidth share: $w_{1}=2 w_{2}$.

## CHAPTER 7

## CONCLUSION AND FUTURE WORK

We recapitulate the contributions of this dissertation, and discuss possible extensions and future directions.

### 7.1 Research Contributions

In this dissertation we developed flow-control protocols and modeling techniques to solve the new problems associated with multicast rate control and feedback signaling. In particular, the main contributions in this dissertation are summarized as follows.

- In Chapter 2, we designed a flow-control scheme for multicast ATM ABR services. The key of the proposed scheme is the optimal second-order rate control algorithm, called the $\alpha$-control, developed to deal with the RTT variation resulting from dynamic "drift" of the bottleneck in a multicast tree. Using the fluid analysis, we model the proposed scheme and analyze the system dynamics for multicast ABR traffic. The analytical results and simulations show that the scheme is stable and efficient in the sense that both the source rate and bottleneck queue length rapidly converge to a small neighborhood of the designated operating point.
- To solve the feedback implosion and feedback synchronization problems imposed by multicast, in Chapter 3 we developed the Soft Synchronization Protocol (SSP) which
consolidates the feedback RM cells at each branch that are not necessarily responses to the same forward RM cell. To evaluate the delay performance of multicast signaling protocols, we develop a balanced and unbalanced binary-tree model, by which we analyzed the feedback-delay scalability of SSP and HBH schemes.
- To evaluate the dynamic delay performance of multicast signaling protocols for the multicast flow control schemes built based on REM or RED flow control scheme, in Chapter 4 we develop a statistical binary-tree model to study the delay performance of a class of feedback-synchronization signaling algorithms. Applying the proposed statistical model, we derive the probability distributions for the signaling delay across the entire multicast tree and their first and second moments.
- In Chapter 5, we generalized the multicast signaling delay analysis to the cases where the congestion markings at different links are dependent. Specifically, we developed a Markov-chain model over link-marking states on each path in a multicast tree. We also develop a Markov-chain dependency-degree model to quantify/evaluate all possible Markov-chain dependency degrees without knowing the actual dependency degree a priori. Using the two models, we derived the probability distributions for the multicast bottleneck and the first and second moments of multicast signaling delay. The modeling accuracy and analytical findings have been confirmed by simulations.
- In Chapter 6, we develop a virtual $M$-ary-feedback based optimization multicast flowcontrol scheme, which can achieve a fine-grained rate control while keeping the feedback signaling traffic as low as the binary feedback. Using the duality theory, we first model the multicast rate control as a distributed optimization problem which decomposes the primal optimization in both aggregate utilities and constraints. We then implement the optimization by developing a distributed gradient projection algorithm and an optimal feedback ECN-bit sequence fusion mechanism.


### 7.2 Future Research Directions

The work performed in this dissertation has revealed several promising research issues that are worth further investigation:

Integrated Error Control with Multicast Flow Control. As in unicast, error control is also important for reliable multicast data transmissions over lossy networks. While error control in principle can be treated separately from flow control [8], they are closely related to each other and often blended together in implementations, such as in TCP [1]. There are two major new challenges associated with multicast error control. The first problem is that packet retransmissions from the sender are delivered to the entire multicast group, not only to receivers which did not receive the packets. This causes unwanted packet processing at receivers which have already received the packets, and wastes network bandwidth on the links on paths to these receivers. Secondly, when the number of receivers is large and the lossy probability is high, the probability of at least one receiver losing the packet is very high. This means that almost every packet is likely to be retransmitted, perhaps several times. Subsequently, the multicast sender may have to conduct a large number of retransmissions to ensure reliable delivery to potentially thousands of receivers. Thus, the sender and the links in its proximity are likely to become bottlenecks, resulting in a significant degradation of the overall throughput.

The first problem can be overcome by the retransmission scoping [83] technique which retransmits the packets only to the sub-multicast tree that did not see the packet, while the second problem can be solved by the distributed loss recovery $[82,84,85]$ which allows efficient loss recovery from the point of loss using a nearby repair agent (a designated server at router or receiver) for local multicast of retransmissions. The multicast flow control scheme proposed in Chapter 2, together with the SSP developed in Chapter 3, can be enhanced for error control by including the retransmission
scoping capability to implement the scalable reliable multicast flow control. This is because the proposed flow-control framework and the SSP make it very easy to implement the selective multicast of retransmissions for lost packets. On the other hand, the multicast flow-control scheme developed in Chapter 6 can be extended to implement the distributed loss recovery mechanism since the optimal feedback fusion mechanism installed at each multicast router can easily determine the most congested sub-multicast tree and thus cache packets in advance to subcast (multicast on the subtree below the router connected to the repair server) the retransmissions for lost packets if needed.

Multiple-Rate Multicast Flow Control. In this dissertation, we have mainly focused on the single rate multicast flow control, where all receivers in the multicast tree receive data or information at a single identical rate. The single-rate based scheme is cost-effective in implementations and resource management, and suitable for senderoriented multicast flow control. There is another category of multicast flow control where different receivers within a multicast session can receive the data packet at different rates [73, $74,86-89]$. This can be accomplished by layering data among several multicast groups and allowing each receiver to independently determine the subset of layers (i.e., multicast groups) it joins or a single data layering with router-filtering with different branching rates at multicast routers. Protocols that use a layered approach to support multicast applications range from live multimedia streams to reliable data transfer. The common property of these protocols is that the transmission rate to each receiver is constrained only by the bandwidth availability on the receiver's own data-path from the data source, and is not limited by other receivers' rate limitations in the same multicast session. This ensures the intra-session fairness such that each receiver can receive service at a rate commensurate with its capacity and the capacity of the path leading to it from the source, independently of the capacities of the other receivers of the same multicast session. The virtual $M$-ary feedback optimiza-
tion multicast flow-control scheme proposed in Chapter 6 provides the basic facilities and mechanisms to support multiple-rate multicast flow control through either data layering or router filtering techniques. However, how to implement the multiple-rate multicast flow control by extending the proposed scheme to support both live multimedia streams and reliable data transfer remains an interesting and challenging research topic.

Multicast Flow Control over Wireless Networks. The anticipated multicast streaming and data applications in mobile computing environments impose the stergent requirement on reliability and traffic management strategies [90-104]. Error and congestion control for continuous media [105] (e.g., audio and video) multicast over wireless networks remains a challenging problemc̃iteTowsley:85. Most conventional errorcontrol techniques based on ARQ (Automatic Repeat reQuest) are not applicable for multicast over the wireless/mobile environment because: (1) retransmission-based ARQ does not scale well to multicast group with a large number of receivers; (2) communication over wireless links is highly asymmetric and receivers can move frequently; (3) the processing capacities and loss rates are highly heterogeneous among the multicast receivers over the different wireless links; (4) in wireless networks, uplink communication is very expensive due to power consumption/limitation, and thus is often constrained.

A different approach often used to improve reliability is FEC (Forward Error Correction) which adds the controlled redundancy to the data stream such that a receiver to recover from packet losses without asking the source for retransmissions. FEC is not only attractive for error control in multicast over wireless networks since it does not impose the above-mentioned problems, but also provides an efficient congestioncontrol approach for multicast as recently proposed in [76]. The implementation of the FEC-based multicast flow control needs a router-assisted flow-control scheme, which can be well supported by the virtual $M$-ary feedback optimization multicast
flow framework proposed in Chapter 6. Thus, how to properly integrate the flow control with error control in a unified FEC-based framework setup using the proposed virtual $M$-ary feedback optimization multicast flow control over wireless networks is an another interesting research direction to take.

## APPENDICES

## APPENDIX A

## PROOF OF THEOREM 2.4.1

Proof. Using the fluid-modeling results on the multicast-tree bottleneck described in Section 2.5, for $(\alpha, \tau) \in \Omega$ we have (see the derivations of Eqs. (2.15) and (2.17))

$$
\begin{align*}
Q_{\max }(\alpha, \tau) & =\int_{0}^{T_{\max }} \alpha t d t+\int_{0}^{T_{d}}\left(R_{\max } e^{-(1-\beta) \frac{t}{\Delta}}-\mu\right) d t  \tag{A.1}\\
& =\frac{\alpha}{2} T_{\max }^{2}+\frac{\Delta}{1-\beta}\left(\alpha T_{\max }+\mu \log \frac{\mu}{R_{\max }}\right) \tag{A.2}
\end{align*}
$$

where $\mu$ is the multicast-tree bottleneck target bandwidth, and

$$
\begin{align*}
T_{\max } & =\tau+\sqrt{\frac{2 Q_{h}}{\alpha}}  \tag{A.3}\\
R_{\max } & =\mu+\alpha\left(\tau+\sqrt{\frac{2 Q_{h}}{\alpha}}\right)  \tag{A.4}\\
T_{d} & =\frac{\Delta}{(1-\beta)} \log \left[1+\frac{\alpha}{\mu}\left(\tau+\sqrt{\frac{2 Q_{h}}{\alpha}}\right)\right] . \tag{A.5}
\end{align*}
$$

On the other hand, $Q_{\text {max }}$ is also equal to the area between $R(t)$ and $\mu$ over the time interval of $T_{\max }+T_{d}$ and is upper-bounded by the area of its circumscribed triangle $\triangle A B C$ as shown in Figure A.1. Thus, we have


Figure A.1: $Q_{\max }$ (shaded area) is upper-bounded by the area of $\triangle A B C$.

$$
\begin{align*}
& Q_{\max }(\alpha, \tau) \\
& \quad \leq \frac{1}{2}\left(\alpha T_{\max }\right)\left(T_{\max }+T_{d}\right) \\
& \quad=\frac{1}{2}\left[\alpha\left(\tau+\sqrt{\frac{2 Q_{h}}{\alpha}}\right)^{2}+\left(\tau+\sqrt{\frac{2 Q_{h}}{\alpha}}\right)\left(\frac{\alpha \Delta}{1-\beta} \log \left[1+\frac{\alpha}{\mu}\left(\tau+\sqrt{\frac{2 Q_{h}}{\alpha}}\right)\right]\right)\right] \\
& \quad=\frac{1}{2}\left[\alpha\left(\tau+\sqrt{\frac{2 Q_{h}}{\alpha}}\right)^{2}+\left(\tau+\sqrt{\frac{2 Q_{h}}{\alpha}}\right)\left(\mu \log \left[1+\frac{\alpha}{\mu}\left(\tau+\sqrt{\frac{2 Q_{h}}{\alpha}}\right)\right]\right)\right]  \tag{A.6}\\
& \quad \leq \frac{1}{2}\left[\alpha\left(\tau+\sqrt{\frac{2 Q_{h}}{\alpha}}\right)^{2}+\left(\tau+\sqrt{\frac{2 Q_{h}}{\alpha}}\right)\left(\mu\left[\frac{\alpha}{\mu}\left(\tau+\sqrt{\frac{2 Q_{h}}{\alpha}}\right)\right]\right)\right]  \tag{A.7}\\
& \quad=\left(\tau \sqrt{\alpha}+\sqrt{2 Q_{h}}\right)^{2} \tag{A.8}
\end{align*}
$$

Since $\alpha>0$ due to ( $\alpha, \tau$ ) $\in \Omega$, in Eq. (A.6) we can apply the given condition equality (constraint) of $\alpha\left(\frac{\Delta}{1-\beta}\right)=\mu$ which is set to balance the increasing and decreasing speeds of $R(t)$ (for the details, please see [28]). Eq. (A.7) is due to the fact that $\log x \leq x-1$ (Note: $\log x \approx x-1$ for $x$ close to 1 . So, the derived upper bound becomes tighter if $\left[1+\frac{\alpha}{\mu}\left(\tau+\sqrt{\frac{2 Q_{h}}{\alpha}}\right)\right]=\frac{1}{\mu} R_{\max }$ is close to 1 , i.e., $\mu<R_{\max }=\mu+\alpha\left(\tau+\sqrt{\frac{2 Q_{h}}{\alpha}}\right) \ll 2 \mu$, or equivalently $1<\frac{1}{\mu} R_{\max } \ll 2$, which is the typical operating regime for the proposed $\alpha$-control based flow control scheme since $\alpha$ is small under the $\alpha$-control for the given
finite buffer capacity $C_{\max }$ ). Equation (A.8) yields the upper bound derived by Eq. (2.4), completing the proof.

## APPENDIX B

## PROOF OF THEOREM 2.4.2

Proof. Claim 1: Let $K \triangleq \tau \sqrt{\alpha}$ which is a positive real number for $(\alpha, \tau) \in \Omega$. Define a real-valued function $\zeta(K)=\zeta(\tau \sqrt{\alpha}) \triangleq\left(K+\sqrt{2 Q_{h}}\right)^{2}$, which is the upper-bound function of $Q_{\max }(\alpha, \tau)$ obtained from Eq. (A.8). Thus, by Theorem 2.4.1 we have $\zeta(K) \geq Q_{\max }(\alpha, \tau)$ for $(\alpha, \tau) \in \Omega$ and further

$$
\begin{equation*}
Q_{\max }(\alpha, \tau) \leq \zeta(K)=\left[K^{2}+2 \sqrt{2 Q_{h}} K+\left(2 Q_{h}-C_{\max }\right)\right]+C_{\max } \tag{B.1}
\end{equation*}
$$

Since $C_{\max }>2 Q_{h}$ and $\zeta(K)$ is a continuous and monotonically-increasing function of $K$, $\exists K>0$ such that

$$
\begin{equation*}
K^{2}+2 \sqrt{2 Q_{h}} K<\left(C_{\max }-2 Q_{h}\right), \quad \text { i.e., } \quad\left[K^{2}+2 \sqrt{2 Q_{h}} K+\left(2 Q_{h}-C_{\max }\right)\right]<0 \tag{B.2}
\end{equation*}
$$

and $\{(\alpha, \tau) \mid \tau \sqrt{\alpha} \leq K,(\alpha, \tau) \in \Omega\} \neq \emptyset$. Thus, $\forall(\alpha, \tau) \in\{(\alpha, \tau) \mid \tau \sqrt{\alpha} \leq K,(\alpha, \tau) \in \Omega\}$ where $K$ is specified by Eq. (B.2), by Eqs. (B.1) and (B.2), we get

$$
\begin{equation*}
Q_{\max }(\alpha, \tau) \leq\left[K^{2}+2 \sqrt{2 Q_{h}} K+\left(2 Q_{h}-C_{\max }\right)\right]+C_{\max }<C_{\max } \tag{B.3}
\end{equation*}
$$

which implies $(\alpha, \tau) \in \mathcal{F}$, thus $\mathcal{F} \neq \emptyset$.
Claim 2: To obtain a tight lower bound for $\mathcal{L}$, we set $Q_{\max }(\alpha, \tau)$ 's upper-bound function $\zeta(K)$ equal to $C_{m a x}$, i.e.,

$$
\begin{equation*}
Q_{\max }(\alpha, \tau) \leq \zeta(K)=K^{2}+2 \sqrt{2 Q_{h}} K+2 Q_{h}=C_{\max } \tag{B.4}
\end{equation*}
$$

which reduces to a quadratic equation: $K^{2}+2 \sqrt{2 Q_{h}} K+\left(2 Q_{h}-C_{m a x}\right)=0$. Solving this for $K$ and taking the positive root, $K_{\ell}=\sqrt{C_{\max }}-\sqrt{2 Q_{h}}>0$ since $C_{\max }>2 Q_{h}$. By Eq. (B.4), $(\alpha, \tau) \in \mathcal{F}, \forall(\alpha, \tau) \in\left\{(\alpha, \tau) \mid \tau \sqrt{\alpha} \leq K_{\ell},(\alpha, \tau) \in \Omega\right\}$, implying that all points located below or on the curve of function $K_{\mathcal{L}}=\tau \sqrt{\alpha} \notin \mathcal{L}$. Thus, $\mathcal{L}$ is lower bounded by the function of $\zeta(K)=C_{\max }$ or $K_{\ell}=\tau \sqrt{\alpha}=\sqrt{C_{\max }}-\sqrt{2 Q_{h}}$, completing the proof.

## APPENDIX C

## PROOF OF THEOREM 2.4.3

Proof. Claim 1: We prove this claim by considering the following two cases depending upon the range of the initial value of rate-gain parameter $\alpha_{0}$.

Case 1. $\alpha_{0} \leq \alpha_{\text {goal }}: Q_{\max }(\alpha)$ is a monotonically-increasing function of $\alpha, \alpha_{0} \leq \alpha_{\text {goal }} \Rightarrow$ $Q_{\max }^{(0)}=Q_{\max }\left(\alpha_{0}\right) \leq Q_{\text {goal }}=Q_{\max }\left(\alpha_{g o a l}\right)$. Applying the $\alpha$-control law, $Q_{\max }^{(n)}$ monotonically increases from $Q_{\max }^{(0)}$ towards $Q_{\text {goal }}$ with an increase-step size $p$. When $Q_{m a x}^{(n)}$ the first time becomes larger than $Q_{\text {goal }}$ at $n=n^{*}$, i.e., $\alpha_{0}+n^{*} p=\alpha_{n^{*}}>\alpha_{g o a l}$, the source detects $B C I\left(n^{*}-1, n^{*}\right)=(0,1)$, and then reduces $\alpha_{n}$ exponentially by setting $\alpha_{n^{*}+1}=q \alpha_{n^{*}}$ ( $0<q<1$ ). We want to prove the following fact:

$$
\begin{equation*}
Q_{\max }\left(\alpha_{n^{*}+1}\right)=Q_{\max }\left(q \alpha_{n} \cdot\right) \leq Q_{g \circ a l} \tag{C.1}
\end{equation*}
$$

Since $\left(\tau \sqrt{\alpha_{g o a l}}+\sqrt{2 Q_{h}}\right)^{2} \geq Q_{\max }\left(\alpha_{\text {goal }}\right)=Q_{\text {goal }}$ by Theorem 2.4.1, we have

$$
\begin{equation*}
\left(\frac{\sqrt{Q_{g o a l}}-\sqrt{2 Q_{h}}}{\tau}\right)^{2} \leq \alpha_{g o a l} \tag{C.2}
\end{equation*}
$$

But, since

$$
\begin{equation*}
p \leq\left(\frac{1-q}{q}\right)\left(\frac{\sqrt{Q_{\text {goal }}}-\sqrt{2 Q_{h}}}{\tau}\right)^{2} \tag{C.3}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
p \leq\left(\frac{1-q}{q}\right) \alpha_{g o a l} \tag{C.4}
\end{equation*}
$$

which reduces to

$$
\begin{equation*}
q\left(\alpha_{g \circ a l}+p\right) \leq \alpha_{g \circ a l} . \tag{C.5}
\end{equation*}
$$

On the other hand, due to $\alpha_{n^{\cdot-1}} \leq \alpha_{g o a l}$, we have $q\left(\alpha_{n^{*}-1}+p\right) \leq q\left(\alpha_{g o a l}+p\right)$. Because $\alpha_{n^{*}}=\alpha_{n^{*}-1}+p, q\left(\alpha_{n^{*}-1}+p\right) \leq q\left(\alpha_{g \circ a l}+p\right)$, and $q\left(\alpha_{g \circ a l}+p\right) \leq \alpha_{g o a l}$, we get

$$
\begin{equation*}
\alpha_{n^{*}+1}=q \alpha_{n^{*}}=q\left(\alpha_{n^{-}-1}+p\right) \leq q\left(\alpha_{g o a l}+p\right) \leq \alpha_{g o a l} \tag{C.6}
\end{equation*}
$$

Thus, $Q_{\max }\left(\alpha_{n^{*}+1}\right)=Q_{\max }\left(q \alpha_{n^{*}}\right) \leq Q_{\max }\left(\alpha_{\text {goal }}\right)=Q_{\text {goal }}$, which is Eq. (C.1). Due to Eq. (C.1) $B C I\left(n^{*}, n^{*}+1\right)=(1,0)$. Applying the $\alpha$-control law, we get $\alpha_{n^{*}+2}=\alpha_{n^{*}+1} / q$. But $\alpha_{n^{*}+1}=q \alpha_{n^{*}}$, giving $\alpha_{n^{*}+2}=q \alpha_{n} \cdot / q=\alpha_{n^{*}}>\alpha_{\text {goal }}$; thus, $B C I\left(n^{*}+1, n^{*}+2\right)=$ $B C I(0,1)$. Applying the $\alpha$-control law again, $\alpha_{n^{*}+3}=q \alpha_{n^{*}+2}=q \alpha_{n^{*}}=\alpha_{n^{*+1}}$. But by Eq. (C.6), $\alpha_{n^{*}+3}=q \alpha_{n^{*}} \leq \alpha_{g o a l}$, and thus $B C I\left(n^{*}+2, n^{*}+3\right)=(1,0)$. Repeating the above procedure, we get $\forall k \in\{0,1,2, \cdots$,

$$
\left\{\begin{array}{l}
\alpha_{n^{*}+(2 k+1)}=\alpha_{n^{*}+1}=q \alpha_{n^{*}} \leq \alpha_{g \circ a l}  \tag{C.7}\\
\alpha_{n^{\cdot}+2 k}=\alpha_{n^{\cdot}}>\alpha_{g \circ a l} ;
\end{array}\right.
$$

implying that

$$
\begin{align*}
& B C I\left(0,1,2,3, \cdots, n^{*}-1, n^{*}, n^{*}+1, n^{*}+2, n^{*}+3, \cdots\right) \\
& =(0,0,0,0, \cdots, 0,1,0,1,0, \cdots) . \tag{C.8}
\end{align*}
$$

By Definition 2.4.3, $Q_{\max }^{(n)}$ monotonically converges to $Q_{\text {goal }}$ 's neighborhood $\left\{Q_{\text {goal }}^{l}, Q_{\text {goal }}^{h}\right\}$. In addition, in the equilibrium state,

$$
\left\{\begin{array}{l}
Q_{\max }\left(q \alpha_{n^{*}}\right)=Q_{\max }\left(q\left(n^{*} p+\alpha_{0}\right)\right)=\max _{n \in\{0,1,2, \cdots\}}\left\{Q_{\max }^{(n)} \mid Q_{\max }^{(n)} \leq Q_{g o a l}\right\} ;  \tag{C.9}\\
Q_{\max }\left(\alpha_{n^{*}}\right)=Q_{\max }\left(n^{*} p+\alpha_{0}\right)=\min _{n \in\{0,1,2, \cdots\}}\left\{Q_{\max }^{(n)} \mid Q_{\max }^{(n)}>Q_{g o a l}\right\} .
\end{array}\right.
$$

Thus, by Definition 2.4.2, $Q_{\text {goal }}^{l}=Q_{\max }\left(q\left(n^{*} p+\alpha_{0}\right)\right)$ and $Q_{g o a l}^{h}=Q_{\max }\left(n^{*} p+\alpha_{0}\right)$.

Case 2. $\alpha_{0}>\alpha_{\text {goal }}$ : Since $Q_{\max }^{(0)}=Q_{\max }\left(\alpha_{0}\right)>Q_{\text {goal }}=Q_{\max }\left(\alpha_{g o a l}\right)$, applying the $\alpha$ control law, $Q_{\max }^{(n)}$ monotonically decreases from $Q_{\max }^{(0)}$ towards $Q_{\text {goal }}$ with a factor $q$ ( $0<$
$q<1$ ). When $Q_{\max }^{(n)} \leq Q_{\text {goal }}$ for the first time at $n=n^{*}$, i.e., $q^{n^{*}} \alpha_{0}=\alpha_{n^{*}} \leq \alpha_{g o a l}$, the source detects $B C I\left(n^{*}-1, n^{*}\right)=(1,0)$. Applying the $\alpha$-control law, we get $\alpha_{n^{*}+1}=$ $\alpha_{n^{*}} / q=\alpha_{n^{*}-1}>\alpha_{g o a l}$, and thus $B C I\left(n^{*}, n^{*}+1\right)=(0,1)$. By $\alpha$-control, $\alpha_{n^{*}+2}=q \alpha_{n^{*}+1}=$ $q\left(\alpha_{n^{*}} / q\right)=\alpha_{n^{*}} \leq \alpha_{\text {goal }}$, and thus $B C I\left(n^{*}+1, n^{*}+2\right)=(1,0)$. Applying the $\alpha$-control law again, we get $\alpha_{n^{*}+3}=\alpha_{n^{*}+2} / q=\alpha_{n^{*}+1}>\alpha_{\text {goal }}$, and thus $B C I\left(n^{*}+2, n^{*}+3\right)=(0,1)$. Repeat the above deducing procedure, we have $\forall k \in\{0,1,2, \cdots$,

$$
\left\{\begin{array}{l}
\alpha_{n^{*}}+(2 k+1)=\alpha_{n^{*}+1}=\alpha_{n^{*}} / q>\alpha_{g \circ a l}  \tag{C.10}\\
\alpha_{n^{*}+2 k}=\alpha_{n^{*}} \leq \alpha_{g \circ a l} ;
\end{array}\right.
$$

implying that

$$
\begin{align*}
& B C I\left(0,1,2,3, \cdots, n^{*}-1, n^{*}, n^{*}+1, n^{*}+2, n^{*}+3, \cdots\right) \\
& \quad=(1,1,1,1, \cdots, 1,0,1,0,1, \cdots) \tag{C.11}
\end{align*}
$$

Therefore, by Definition 2.4.3, $Q_{\max }^{(n)}$ monotonically converges to $Q_{\text {goal }}$ 's neighborhood $\left\{Q_{\text {goal }}^{l}, Q_{\text {gool }}^{h}\right\}$. In addition, in the equilibrium state,

$$
\left\{\begin{array}{l}
Q_{\max }\left(\alpha_{n} \cdot\right)=Q_{\max }\left(q^{n^{-}} \alpha_{0}\right)=\max _{n \in\{0,1,2, \cdots\}}\left\{Q_{\max }^{(n)} \mid Q_{\max }^{(n)} \leq Q_{\text {goal }}\right\}  \tag{C.12}\\
Q_{\max }\left(\alpha_{n^{*}} / q\right)=Q_{\max }\left(q^{\left(n^{-}-1\right)} \alpha_{0}\right)=\min _{n \in\{0,1,2, \cdots\}}\left\{Q_{\max }^{(n)} \mid Q_{\max }^{(n)}>Q_{\text {goal }}\right\}
\end{array}\right.
$$

Thus, by Definition 2.4.2, $Q_{\text {goal }}^{l}=Q_{\max }\left(q^{n^{*}} \alpha_{0}\right)$ and $Q_{\text {goal }}^{h}=Q_{\max }\left(q^{\left(n^{*}-1\right)} \alpha_{0}\right)$.
Claim 2: Since $0<q<1$ and $p \leq\left(\frac{1-q}{q}\right)\left(\frac{\sqrt{Q_{\text {goal }}}-\sqrt{2 Q_{h}}}{\tau}\right)^{2}$, by Claim 1 of Theorem 2.4.3, $Q_{\text {max }}^{(n)}$ is guaranteed to converge to $Q_{\text {goal's }}$ neighborhood in the equilibrium state. Define maximum-queue-length upper-bound error function for $(\alpha, \tau) \in \mathcal{F}$ by

$$
\begin{equation*}
\gamma(\alpha, \tau) \triangleq \zeta(\tau \sqrt{\alpha})-Q_{\max }(\alpha, \tau)=\left(\tau \sqrt{\alpha}+\sqrt{2 Q_{h}}\right)^{2}-Q_{\max }(\alpha, \tau), \quad(\alpha, \tau) \in \mathcal{F}( \tag{C.13}
\end{equation*}
$$

which is a non-negative real-valued function since $Q_{\max }(\alpha, \tau) \leq \zeta(\tau \sqrt{\alpha})$. According to Lemma D.1.1 given in Appendix D, which is also verified in Figure 2.4, and because $\alpha_{\text {goal }}^{h} \geq$
$\alpha_{\text {goal }}$, we have $\gamma\left(\alpha_{\text {goal }}^{h}, \tau\right)-\gamma\left(\alpha_{\text {goal }}, \tau\right) \geq 0$, which leads to:

$$
\begin{align*}
& Q_{\text {goal }}^{h}-Q_{g o a l} \\
& \leq\left[Q_{\text {goal }}^{h}-Q_{g \circ a l}\right]+\left[\gamma\left(\alpha_{g \circ a l}^{h}, \tau\right)-\gamma\left(\alpha_{g o a l}, \tau\right)\right] \\
& =Q_{g o a l}^{h}-Q_{g o a l}+\left[\left(\tau \sqrt{\alpha_{g o a l}^{h}}+\sqrt{2 Q_{h}}\right)^{2}-Q_{g o a l}^{h}\right]-\left[\left(\tau \sqrt{\alpha_{\text {goal }}}+\sqrt{2 Q_{h}}\right)^{2}-Q_{g o a l}\right] \\
& =\tau^{2}\left(\alpha_{g o a l}^{h}-\alpha_{\text {goal }}\right)+\tau \sqrt{8 Q_{h}}\left(\sqrt{\alpha_{g o a l}^{h}}-\sqrt{\alpha_{g o a l}}\right) \\
& \leq \tau^{2}\left(\frac{1}{q} \alpha_{\text {goal }}-\alpha_{\text {goal }}\right)+\tau \sqrt{8 Q_{h}}\left(\sqrt{\frac{1}{q} \alpha_{\text {goal }}}-\sqrt{\alpha_{\text {goal }}}\right)  \tag{C.14}\\
& =\tau^{2} \alpha_{\text {goal }}\left(\frac{1}{q}-1\right)+\tau \sqrt{8 \alpha_{\text {goal }} Q_{h}}\left(\frac{1}{\sqrt{q}}-1\right) \tag{C.15}
\end{align*}
$$

where Eq. (C.14) is due to the inequality $\alpha_{\text {goal }}^{h} \leq \frac{1}{q} \alpha_{\text {goal }}$ that resulted from the $\alpha$-control law. This proves Eq. (2.10). Likewise, because $\alpha_{g o a l} \geq \alpha_{g o a l}^{l}$, which results in $\gamma\left(\alpha_{g o a l}, \tau\right)-$ $\gamma\left(\alpha_{g o a l}^{l}, \tau\right) \geq 0$ due to Lemma D.1.1 given in Appendix D ensuring $\gamma(\alpha, \tau)$ to be a monotonically increasing function of $\alpha$, we obtain

$$
\begin{align*}
& Q_{\text {goal }}-Q_{\text {goal }}^{l} \\
& \leq\left[Q_{g o a l}-Q_{\text {goal }}^{l}\right]+\left[\gamma\left(\alpha_{g o a l}, \tau\right)-\gamma\left(\alpha_{g o a l}^{l}, \tau\right)\right] \\
& =Q_{g o a l}-Q_{g o a l}^{l}+\left[\left(\tau \sqrt{\alpha_{g \circ a l}}+\sqrt{2 Q_{h}}\right)^{2}-Q_{g \circ a l}\right]-\left[\left(\tau \sqrt{\alpha_{g \circ a l}^{l}}+\sqrt{2 Q_{h}}\right)^{2}-Q_{g \circ a l}^{l}\right] \\
& =\tau^{2}\left(\alpha_{\text {goal }}-\alpha_{g o a l}^{l}\right)+\tau \sqrt{8 Q_{h}}\left(\sqrt{\alpha_{g o a l}}-\sqrt{\alpha_{g \circ a l}^{l}}\right) \\
& \leq \tau^{2}\left(\alpha_{g o a l}-q \alpha_{g o a l}\right)+\tau \sqrt{8 Q_{h}}\left(\sqrt{\alpha_{g o a l}}-\sqrt{q \alpha_{g o a l}}\right)  \tag{C.16}\\
& =\tau^{2} \alpha_{\text {goal }}(1-q)+\tau \sqrt{8 \alpha_{\text {goal }} Q_{h}}(1-\sqrt{q}) \tag{C.17}
\end{align*}
$$

where Eq. (C.16) is due to the fact that $\alpha_{\text {goal }}^{l} \geq q \alpha_{\text {goal }}$ resulting from the $\alpha$-control law. This proves Eq. (2.11). Adding both sides of Eq. (C.15) and those of Eq. (C.17), Eq. (2.12) follows, which completes the proof.

## APPENDIX D

## PROOF OF LEMMA D.1. 1

## D. 1 Maximum Queue-Length Upper-Bound Error Function Monotonicity Lemma

Lemma D.1.1 The maximum-queue-length upper-bound error function $\gamma(\alpha, \tau)=\zeta(\tau \sqrt{\alpha})-$ $Q_{\max }(\alpha, \tau)=\left(\tau \sqrt{\alpha}+\sqrt{2 Q_{h}}\right)^{2}-Q_{\max }(\alpha, \tau)$ defined in Eq. (C.13), is a strictly monotonicincreasing function with respect to $\alpha, \forall \alpha>0$ and $(\alpha, \tau) \in \mathcal{F}$.

## D. 2 Proof of the Maximum Queue-Length Upper-Bound Error Function Monotonicity Lemma (Lemma D.1.1)

Proof. Since $\gamma(\alpha, \tau)$ is defined only for $(\alpha, \tau) \in \mathcal{F}$, we only need to consider $(\alpha, \tau) \in \mathcal{F} \subset \Omega$ where $\gamma(\alpha, \tau)$ is continuous and differentiable, and thus we can take a partial derivative over $\gamma(\alpha, \tau)$ with respect to $\alpha$ as follows:

$$
\begin{equation*}
\frac{\partial \gamma(\alpha, \tau)}{\partial \alpha}=\frac{\partial \zeta(\alpha, \tau)}{\partial \alpha}-\frac{\partial Q_{\max }(\alpha, \tau)}{\partial \alpha} \tag{D.1}
\end{equation*}
$$

where

$$
\begin{align*}
\frac{\partial \zeta(\alpha, \tau)}{\partial \alpha}= & \tau^{2}+\tau \sqrt{\frac{2 Q_{h}}{\alpha}},  \tag{D.2}\\
\frac{\partial Q_{\max }(\alpha, \tau)}{\partial \alpha}= & \frac{1}{2} \tau^{2}+\tau \sqrt{\frac{2 Q_{h}}{\alpha}}-\tau \sqrt{\frac{Q_{h}}{2 \alpha}}-\mu \sqrt{\frac{Q_{h}}{2} \alpha^{-\frac{s}{2}}+\frac{\mu^{2}}{\alpha^{2}} \log \left(1+\frac{\alpha}{\mu}\left(\tau+\sqrt{\frac{2 Q_{h}}{\alpha}}\right)\right)} \\
& -\frac{\mu^{2}\left(\tau+\sqrt{\frac{Q_{h}}{2 \alpha}}\right)}{\mu \alpha+\alpha^{2}\left(\tau+\sqrt{\frac{2 Q_{h}}{\alpha}}\right)} . \tag{D.3}
\end{align*}
$$

Note that again, we use fact that $\mu=\frac{\Delta \alpha}{1-\beta}$ in derivations of $\frac{\partial Q_{\max }(\alpha, \tau)}{\partial \alpha}$ in Eq. (D.3). Thus, we obtain

$$
\begin{align*}
\frac{\partial \gamma(\alpha, \tau)}{\partial \alpha}= & \frac{\tau^{2}}{2}+\tau \sqrt{\frac{Q_{h}}{2 \alpha}}+\mu \sqrt{\frac{Q_{h}}{2}} \alpha^{-\frac{3}{2}}-\frac{\mu^{2}}{\alpha^{2}} \log \left[1+\frac{\alpha}{\mu}\left(\tau+\sqrt{\frac{2 Q_{h}}{\alpha}}\right)\right] \\
& +\frac{\mu^{2}\left(\tau+\sqrt{\frac{Q_{h}}{2 \alpha}}\right)}{\mu \alpha+\alpha^{2}\left(\tau+\sqrt{\frac{2 Q_{h}}{\alpha}}\right)} \tag{D.4}
\end{align*}
$$

Using Eq. (D.4), we define a new real-valued function $\varphi(\alpha, \tau)$ as follows:

$$
\begin{align*}
\varphi(\alpha, \tau) \triangleq & \left(\frac{\alpha^{2}}{\mu^{2}}\right) \frac{\partial \gamma(\alpha, \tau)}{\partial \alpha} \\
= & \frac{1}{2}\left(\frac{\tau \alpha}{\mu}\right)^{2}+\frac{\tau}{\mu^{2}} \sqrt{\frac{Q_{h}}{2}} \alpha^{\frac{3}{2}}+\frac{1}{\mu} \sqrt{\frac{Q_{h} \alpha}{2}}-\log \left(\frac{\mu+\tau \alpha+\sqrt{2 Q_{h} \alpha}}{\mu}\right) \\
& +\frac{\alpha\left(\tau+\sqrt{\frac{Q_{h}}{2 \alpha}}\right)}{\mu+\alpha\left(\tau+\sqrt{\frac{2 Q_{h}}{\alpha}}\right)} \tag{D.5}
\end{align*}
$$

Taking partial derivative with respect to $\alpha$ on both sides of Eq. (D.5), we obtain

$$
\begin{align*}
\frac{\partial \varphi(\alpha, \tau)}{\partial \alpha}= & \frac{1}{\left(\mu+\sqrt{2 Q_{h} \alpha}+\tau \alpha\right)^{2}}\left[\frac{Q_{h}^{\frac{3}{2}}}{\mu} \sqrt{\frac{\alpha}{2}}+\frac{4 \tau Q_{h}}{\mu} \alpha+\alpha^{2}\left(\frac{2 \tau^{3}}{\mu}+\frac{5 \tau^{2} Q_{h}}{\mu^{2}}\right)\right. \\
& +\alpha^{\frac{3}{2}}\left(\frac{2 \tau^{2}}{\mu} \sqrt{2 Q_{h}}+\frac{3 \tau^{3}}{\mu} \sqrt{\frac{Q_{h}}{2}}+\frac{3 \tau Q_{h}^{\frac{3}{2}}}{\sqrt{2} \mu^{2}}+\frac{\tau^{2}}{2 \mu} \sqrt{\frac{Q_{h}}{2}}\right) \\
& \left.+\alpha^{\frac{5}{2}}\left(\frac{2 \tau^{3}}{\mu^{2}} \sqrt{2 Q_{h}}+\frac{3 \tau^{3}}{2 \mu^{2}} \sqrt{\frac{Q_{h}}{2}}\right)+\frac{\tau^{4}}{\mu^{2}} \alpha^{3}\right]>0 \tag{D.6}
\end{align*}
$$

That is, Eq. (D.6) proves:

$$
\begin{equation*}
\frac{\partial \varphi(\alpha, \tau)}{\partial \alpha}>0 \quad \forall \alpha>0,(\alpha, \tau) \in \mathcal{F} \tag{D.7}
\end{equation*}
$$

implying that $\varphi(\alpha, \tau)$ is a strictly monotonic-increasing function with respect to $\alpha, \forall \alpha>0$ and $(\alpha, \tau) \in \mathcal{F}$. On the other hand, note

$$
\begin{equation*}
\left.\varphi(\alpha, \tau)\right|_{\alpha=0}=0 \tag{D.8}
\end{equation*}
$$

Combining Eq. (D.7) and Eq. (D.8), it follows that $\varphi(\alpha, \tau)>0, \forall \alpha>0$ and $(\alpha, \tau) \in \mathcal{F}$, and that is for $\forall \alpha>0$ and $(\alpha, \tau) \in \mathcal{F}$, we have

$$
\begin{equation*}
\varphi(\alpha, \tau)=\left(\frac{\alpha^{2}}{\mu^{2}}\right) \frac{\partial \gamma(\alpha, \tau)}{\partial \alpha}>0 . \tag{D.9}
\end{equation*}
$$

Reducing Eq. (D.9), we obtain

$$
\begin{equation*}
\frac{\partial \gamma(\alpha, \tau)}{\partial \alpha}>0, \quad \forall \alpha>0 \text { and }(\alpha, \tau) \in \mathcal{F} \tag{D.10}
\end{equation*}
$$

which completes the proof of Lemma D.1.1.

## APPENDIX E

## PROOF OF THEOREM 2.5.1

Proof. We also need to prove this theorem by considering the following two cases, which correspond to the first and second parts of Eq. (2.23), respectively
Case 1. $\alpha_{0}>\alpha_{g o a l}$ : Let $\widehat{\alpha_{g o a l}^{l}}$ correspond to the new $\widehat{Q_{g o a l}^{l}}=Q_{\max } \widehat{\left(\alpha_{g o a l}^{l}\right)}$. From Eq. (2.8), we have $\widetilde{\alpha_{\text {goal }}^{l}}=q^{n^{\bullet}} \alpha_{0}$, which reduces to

$$
\begin{equation*}
n^{*}=\frac{\log \underset{\alpha_{\text {goal }}^{l}}{\alpha_{0}}}{\log \frac{1}{q}} \geq \frac{\log \frac{\alpha_{0}}{\alpha_{\text {goal }}}}{\log \frac{1}{q}}=\frac{\log \frac{\widetilde{\alpha_{\text {goal }}}}{\alpha_{0}}}{\log q} \tag{E.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\log \underset{\alpha_{\text {goal }}^{l}}{\alpha_{0}}}{\log \frac{1}{q}} \geq \frac{\log \underset{\alpha_{\text {goal }}}{\alpha_{0}}}{\log \frac{1}{q}} \tag{E.2}
\end{equation*}
$$

is due to $\widetilde{\alpha_{\text {goal }}} \geq \widetilde{\alpha_{\text {goal }}^{l}}$. But since $q \widetilde{\alpha_{\text {goal }}}<\widetilde{\alpha_{\text {goal }}^{l}}$, that is

$$
\begin{equation*}
\frac{\log \frac{\alpha_{0}}{\alpha_{\text {goal }}^{l}}}{\log \frac{1}{q}}-\frac{\log \frac{\alpha_{0}}{\alpha_{\alpha_{\text {goal }}}}}{\log \frac{1}{q}}<1 \tag{E.3}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\frac{\log \frac{\widetilde{\alpha_{\text {goal }}}}{\alpha_{0}}}{\log q} \leq n^{*}=\frac{\log \xlongequal[\alpha_{0}]{\alpha_{\text {goal }}}}{\log \frac{1}{q}}<1+\frac{\log \frac{\widetilde{\alpha_{g o a l}}}{\alpha_{0}}}{\log q} \quad \Longrightarrow \quad n^{*}=\left\lceil\log \left(\frac{\widetilde{\alpha_{\text {goal }}}}{\alpha_{0}}\right) / \log q\right\rceil \tag{E.4}
\end{equation*}
$$

since $n^{*}$ must be an integer. By Definition $2.4 .3, N=n^{*}-1$ for $\alpha>\widetilde{\alpha_{g o a l}}$. Thus we have

$$
\begin{equation*}
N=n^{*}-1=\left\lfloor\log \left(\frac{\widetilde{\alpha_{g o a l}}}{\alpha_{0}}\right) / \log q\right\rfloor \tag{E.5}
\end{equation*}
$$

Case 2. $\alpha_{0} \leq \alpha_{\text {goal }}$ : Let $\widetilde{\alpha_{\text {goal }}^{h}}$ correspond to the new $\widetilde{Q_{\text {goal }}^{h}}=Q_{\max } \widetilde{\left(\alpha_{\text {goal }}^{h}\right)}$. From Eq. (2.9), we have $\widetilde{\alpha_{\text {goal }}^{h}}=n^{*} p+\alpha_{0}$, which reduces to

$$
\begin{equation*}
n^{*}=\frac{\widetilde{\alpha_{g o a l}^{h}}-\alpha_{0}}{p} \geq \frac{\widetilde{\alpha_{\text {goal }}}-\alpha_{0}}{p} \tag{E.6}
\end{equation*}
$$

where the inequality in Eq. (E.6) is due to $\widetilde{\alpha_{\text {goal }}} \leq \widetilde{\alpha_{\text {goal }}^{h}}$. Since $\widetilde{\alpha_{\text {goal }}^{h}}-\widetilde{\alpha_{\text {goal }}}<$ p, i.e., $\widetilde{\frac{\alpha_{\text {goal }}^{h}}{p}-\alpha_{0}}-\widetilde{\frac{\alpha_{\text {goal }}-\alpha_{0}}{p}}<1$, we get

$$
\begin{equation*}
\widetilde{\widetilde{\alpha_{\text {goal }}}-\alpha_{0}} \underset{p}{n} \leq n^{*}=\frac{\widetilde{\alpha_{\text {goal }}^{h}}-\alpha_{0}}{p}<1+\frac{\widetilde{\alpha_{\text {goal }}}-\alpha_{0}}{p} \quad \Longrightarrow \quad n^{*}=\left\lceil\left(\widetilde{\alpha_{\text {goal }}}-\alpha_{0}\right) / p\right\rceil \tag{E.7}
\end{equation*}
$$

since $n^{*}$ must be an integer. By Definition 2.4.3, $N=n^{*}$ for $\alpha \leq \widetilde{\alpha_{\text {goal }}}$. Thus, we get

$$
\begin{equation*}
N=n^{*}=\left\lceil\left(\widetilde{\alpha_{\text {goal }}}-\alpha_{0}\right) / p\right\rceil . \tag{E.8}
\end{equation*}
$$

Since $\widetilde{\alpha_{\text {goal }}}$ corresponds to $Q_{\text {goal }}=Q_{\text {max }}\left(\widetilde{\alpha_{\text {goal }}}\right)$, we can solve Eq. (A.2) for $\widetilde{\alpha_{\text {goal }}}$ by letting $Q_{\text {max }}=Q_{\text {goal }}$ and $\alpha\left(\frac{\Delta}{1-\beta}\right)=\mu$, which leads to Eq. (2.24). When $Q_{\text {goal }}$ is small, i.e., $\widetilde{\alpha_{\text {goal }}}$ is small, the lower-bound function $\tau \sqrt{\alpha}=\sqrt{C_{\max }}-\sqrt{2 Q_{h}}$ given in Theorem 2.4.2 is tight, we can use

$$
\begin{equation*}
Q_{\max }(\alpha, \tau) \approx\left(\tau \sqrt{\alpha}+\sqrt{2 Q_{h}}\right)^{2} \tag{E.9}
\end{equation*}
$$

to estimate $Q_{\max }$ as discussed in (2) (about Claim 2) of Remarks on Theorem 2.4.2. Substituting $\alpha, \tau$, and $Q_{\max }(\alpha, \tau)$ by $\widetilde{\alpha_{\text {goal }}}, \widetilde{\tau}$, and $Q_{\text {goal }}$ in Eq. (E.9), respectively, yields Eq. (2.25). Hence, the proof follows.

## APPENDIX F

## PROOF OF THEOREM 2.5.2

Proof. For the convenience of presentation, we first prove the Claim 2, and then we give the proof of the Claim 1.

Claim 2: Since $Q_{\text {goal }}(\alpha, \tau)$ is defined only for rate-gain parameter $\alpha>0$, from Eq. (2.17) we can take the right-hand limit by letting $\alpha$ approach 0 from the right-hand side of $\alpha=0$ as follows:

$$
\begin{equation*}
\lim _{\alpha \nmid 0} Q_{g o a l}(\alpha, \tau)=\lim _{\alpha \not 0}\left\{\frac{\alpha \Delta}{1-\beta}\left(T_{\max }+\frac{\mu}{\alpha} \log \frac{\mu}{R_{\max }}\right)\right\}+\lim _{\alpha \not 0}\left\{\frac{\alpha}{2} T_{\max }^{2}\right\} . \tag{F.1}
\end{equation*}
$$

Plugging Eq. (2.14) into the second term of Eq (F.1) leads to

$$
\begin{equation*}
\lim _{\alpha \not 0}\left\{\frac{\alpha}{2} T_{\max }^{2}\right\}=\lim _{\alpha \downarrow 0}\left\{\frac{\alpha}{2}\left[\tau+\sqrt{\frac{2 Q_{h}}{\alpha}}\right]^{2}\right\}=Q_{h} \tag{F.2}
\end{equation*}
$$

Applying the constraint of $\beta=1-\frac{\alpha}{\mu} \Delta$ (see the footnote of Theorem 2.4.1), and plugging Eqs. (2.13) and (2.14) into the first term of Eq. (F.1), we obtain

$$
\begin{align*}
& \lim _{\alpha \not 0}\left\{\frac{\alpha \Delta}{1-\beta}\left(T_{\max }+\frac{\mu}{\alpha} \log \frac{\mu}{R_{\max }}\right)\right\} \\
& \quad=\lim _{\alpha \downarrow 0}\left\{\frac{\mu\left(\tau \alpha+\sqrt{2 Q_{h} \alpha}\right)+\mu^{2} \log \frac{\mu}{\mu+\left(\tau \alpha+\sqrt{2 Q_{h} \alpha}\right)}}{\alpha}\right\}  \tag{F.3}\\
& \quad=\lim _{\alpha \not 0}\left\{\frac{\mu\left(\tau \sqrt{\alpha}+\sqrt{\frac{Q_{h}}{2}}\right)\left(\tau \sqrt{\alpha}+\sqrt{2 Q_{h}}\right)}{\mu+\left(\tau \alpha+\sqrt{2 Q_{h} \alpha}\right)}\right\}  \tag{F.4}\\
& =Q_{h} . \tag{F.5}
\end{align*}
$$

where Eq. (F.4) is obtained by taking the partial derivatives with respect to $\alpha$ over both the numerator and denominator of the fraction in Eq. (F.3). Plugging Eqs. (F.5) and (F.2) into Eq. (F.1), Eq. (2.44) follows, which proves Claim 2.

Claim 1: According to Lemma G.1.1 which is given and proved below in Appendix G, $Q_{\text {goal }}(\alpha, \tau)$ is a strictly increasing function with respect to $\alpha$ for $\tau>0$ and $\alpha>0$. On the other hand, from the proof of Claim 2, we already proved that

$$
\begin{equation*}
\lim _{\alpha \downarrow 0} Q_{g o a l}(\alpha, \tau)=2 Q_{h} . \tag{F.6}
\end{equation*}
$$

which implies that the Claim 1, because $\alpha_{n}$ resulted by the $\alpha$-control law defined in Eq. (2.5) only assumes the discrete values of $\alpha=\alpha_{n}$ for $n=1,2, \cdots, \infty$, and $\alpha=\alpha_{n}>0$ must always hold. Thus, we obtain

$$
\begin{equation*}
\inf _{\tau>0, \alpha_{n}>0, n=1,2, \cdots, \infty}\left\{Q_{\text {goal }}\left(\alpha_{n}, \tau\right)\right\}=2 Q_{h} \tag{F.7}
\end{equation*}
$$

which completes the proof.

## APPENDIX G

## PROOF OF LEMMA G.1.1

## G. 1 Maximum Queue-Length Monotonicity Lemma

The following lemma has been verified and used on many occasions through both numerical solutions and simulation results. The lemma also plays a critical role in our previous analysis and derivations. While this lemma is relatively intuitive, it deserves a rigorous proof, which turns out to be not trivial as shown below.

Lemma G.1.1 The maximum-queue-length function $Q_{g o a l}(\alpha, \tau)$ defined by Eq. (2.17) is a strictly monotonic-increasing function with respect to $\alpha, \forall \tau>0$ and $\forall \alpha>0$.

## G. 2 Proof of Maximum Queue-Length Monotonicity Lemma (Lemma G.1.1)

Proof. Since $Q_{\text {goal }}(\alpha, \tau)$ is defined only for $\tau>0$ and $\alpha>0$, where $Q_{\text {goal }}(\alpha, \tau)$ is continuous and differentiable, and thus, we can take the partial derivative of $Q_{g o a l}(\alpha, \tau)$
with respect to $\alpha$ as follows:

$$
\begin{align*}
\frac{\partial Q_{\text {goal }}(\alpha, \tau)}{\partial \alpha}= & \frac{1}{2} \tau^{2}+\tau \sqrt{\frac{2 Q_{h}}{\alpha}}-\tau \sqrt{\frac{Q_{h}}{2 \alpha}}-\mu \sqrt{\frac{Q_{h}}{2} \alpha^{-\frac{3}{2}}} \\
& +\frac{\mu^{2}}{\alpha^{2}} \log \left[1+\frac{\alpha}{\mu}\left(\tau+\sqrt{\frac{2 Q_{h}}{\alpha}}\right)\right] \\
& -\frac{\mu^{2}\left(\tau+\sqrt{\frac{Q_{h}}{2 \alpha}}\right)}{\mu \alpha+\alpha^{2}\left(\tau+\sqrt{\frac{2 Q_{h}}{\alpha}}\right)} \tag{G.1}
\end{align*}
$$

Again, we use the constraint of $\beta=1-\frac{\alpha}{\mu} \Delta$ (see the footnote of Theorem 2.4.1), in derivations of $\frac{\partial Q_{\text {goal }}(\alpha, \tau)}{\partial \alpha}$ in Eq. (G.1). Using Eq. (D.3), we define a new real-valued function $\kappa(\alpha, \tau)$ as follows:

$$
\begin{align*}
\kappa(\alpha, \tau) \triangleq & \left(\frac{\alpha^{2}}{\mu^{2}}\right) \frac{\partial Q_{\text {goal }}(\alpha, \tau)}{\partial \alpha} \\
= & \frac{1}{2}\left(\frac{\tau \alpha}{\mu}\right)^{2}+\frac{\tau}{\mu^{2}} \sqrt{2 Q_{h}} \alpha^{\frac{3}{2}}-\frac{\tau}{\mu^{2}} \sqrt{\frac{Q_{h}}{2}} \alpha^{\frac{3}{2}} \\
& -\frac{1}{\mu} \sqrt{\frac{Q_{h} \alpha}{2}}+\log \frac{\mu+\tau \alpha+\sqrt{2 Q_{h} \alpha}}{\mu} \\
& -\frac{\left(\tau \alpha+\sqrt{\frac{Q_{h} \alpha}{2}}\right)}{\mu+\left(\tau \alpha+\sqrt{2 Q_{h} \alpha}\right)} \tag{G.2}
\end{align*}
$$

Taking the partial derivative with respect to $\alpha$ on both sides of Eq. (G.2), we obtain

$$
\begin{align*}
\frac{\partial \kappa(\alpha, \tau)}{\partial \alpha}= & \frac{1}{\left(\mu+\sqrt{2 Q_{h} \alpha}+\tau \alpha\right)^{2}}\left[\frac{Q_{h}^{\frac{3}{2}}}{\mu} \sqrt{\frac{\alpha}{2}}+\frac{4 \tau Q_{h}}{\mu} \alpha+\alpha^{\frac{3}{2}}\right. \\
& \cdot\left(\frac{2 \tau^{2}}{\mu} \sqrt{2 Q_{h}}+\frac{3 \tau^{3}}{\mu} \sqrt{\frac{Q_{h}}{2}}+\frac{3 \tau Q_{h}^{\frac{3}{2}}}{\sqrt{2} \mu^{2}}+\frac{\tau^{2}}{2 \mu} \sqrt{\frac{Q_{h}}{2}}\right) \\
& +\alpha^{2}\left(\frac{2 \tau^{3}}{\mu}+\frac{5 \tau^{2} Q_{h}}{\mu^{2}}\right)+\alpha^{\frac{5}{2}} \\
& \left.\cdot\left(\frac{2 \tau^{3}}{\mu^{2}} \sqrt{2 Q_{h}}+\frac{3 \tau^{3}}{2 \mu^{2}} \sqrt{\frac{Q_{h}}{2}}\right)+\frac{\tau^{4}}{\mu^{2}} \alpha^{3}\right]>0 . \tag{G.3}
\end{align*}
$$

That is, Eq. (G.3) proves the following:

$$
\begin{equation*}
\frac{\partial \kappa(\alpha, \tau)}{\partial \alpha}>0, \quad \forall \tau>0 \text { and } \forall \alpha>0 \tag{G.4}
\end{equation*}
$$

which implies that $\kappa(\alpha, \tau)$ is a strictly monotonic-increasing function with respect to $\alpha$, $\forall \tau>0$ and $\alpha>0$. On the other hand, notice that

$$
\begin{equation*}
\lim _{\alpha \downarrow 0} \kappa(\alpha, \tau)=0 . \tag{G.5}
\end{equation*}
$$

Combining Eq. (G.4) and Eq. (G.5), it follows that $\kappa(\alpha, \tau)>0, \forall \alpha>0$, and thus

$$
\begin{equation*}
\kappa(\alpha, \tau)=\left(\frac{\alpha^{2}}{\mu^{2}}\right) \frac{\partial Q_{g \circ a l}(\alpha, \tau)}{\partial \alpha}>0, \quad \forall \tau>0 \text { and } \forall \alpha>0 \tag{G.6}
\end{equation*}
$$

Reducing Eq. (G.6), we get

$$
\begin{equation*}
\frac{\partial Q_{g o a l}(\alpha, \tau)}{\partial \alpha}>0, \quad \forall \tau>0 \text { and } \forall \alpha>0 \tag{G.7}
\end{equation*}
$$

which completes the proof of Lemma G.1.1.

## APPENDIX H

## PROOF OF THEOREM 2.5.3

Proof. We first need to determine the upper and lower bounds of the "loss period" $\left[t_{1}, t_{2}\right]$, as shown in Figures H.1(a)-(b) (where the dotted lines of $Q(t)$ represent queue length if $Q_{\max }<C_{\text {max }}$ ), within a rate-control cycle where $t_{1}\left(t_{2}\right)$ is the time when the router starts (stops) dropping packets. So, $t_{1}$ can be obtained by solving the bottleneck queue state equation (2.3) as:

$$
\begin{equation*}
Q\left(t_{1}\right)=\int_{0}^{t_{1}}\left[R\left(v-T_{f}\right)-\mu\right] d v=\xi=C_{\max } \tag{H.1}
\end{equation*}
$$

where, to simplify the calculations, the time-zero point is shifted to $t_{0}=0$ when $R\left(t-T_{f}\right)$ reaches bandwidth capacity $\mu=\mathrm{BW}$. Depending on the the rate-control parameters, $t_{1}$ can be either smaller (Figure H.1(a)), or larger (Figure H.1(b)), than $T_{m a x} \triangleq T_{q}+T_{b}+T_{f}$. Since $T_{\text {max }}$ is the last moment $R(t)$ applies linear control, and $t_{1}$ is the time when $Q(t)$ hits $\xi=C_{\max }$ for the first time, the conditions $t_{1} \leq T_{\max }$ and $t_{1}>T_{\max }$ can be equivalently expressed as $\xi \leq \frac{1}{2} \alpha T_{\max }^{2}$ and $\xi>\frac{1}{2} \alpha T_{\max }^{2}$, respectively. (From now on, we will use $t_{\xi}$ to represent the lower bound of $\left[t_{1}, t_{2}\right]$.) These conditions generate the following two different cases in calculating $t_{\xi} \triangleq t_{1}$.
Case 1. If $\xi \leq \frac{1}{2} \alpha T_{\text {max }}^{2}: ~ Q(t)$ is determined only by $R(t)$ 's linear-control period, thus (see Figure H.1(a))

$$
\begin{equation*}
Q\left(t_{\xi}\right)=\int_{0}^{t_{\xi}} \alpha t d t=\xi \quad \Longrightarrow \quad t_{\xi}=\sqrt{\frac{2 \xi}{\alpha}} \tag{H.2}
\end{equation*}
$$



Figure H.1: Derivation of number of lost packets $\rho$
which gives the first case of computing $t_{\xi}$ in Theorem 2.5.3.
Case 2. If $\xi>\frac{1}{2} \alpha T_{\max }^{2}: Q\left(t_{\xi}\right)$ is determined by both $R(t)$ 's linear-control and exponentialcontrol periods, thus (see Figure H.1(b))

$$
\begin{equation*}
Q\left(t_{\xi}\right)=\int_{0}^{T_{\max }} \alpha t d t+\int_{0}^{t_{\xi}-T_{\max }}\left(R_{\max } e^{-(1-\beta) \frac{t}{\Delta}}-\mu\right) d t=\xi \tag{H.3}
\end{equation*}
$$

Eq. (2.47) follows by simplifying Eq. (H.3).
By definition of $\left[t_{1}, t_{2}\right], R(t) \geq \mu$ must hold during $\left[t_{1}, t_{2}\right]$, which is the condition for $Q(t)=\xi$. During $\left[t_{1}, t_{2}\right]$, when $R(t)>\mu, Q(t)$ tends to increase, but upper-bounded by $\xi$, thus $Q(t)=\xi$. When $R(t)=\mu, Q(t)=\xi$ is maintained because the bottleneck queue length remains unchanged when the arrival rate at the bottleneck equals its departuring rate. Therefore, the upper bound $t_{2}$ is the time when $R(t)$ drops back exactly to $\mu$ and any further decrease in $R(t)$ will lead to $Q(t)<\xi$. By the definition of $T_{d}$ in Eq. (2.16), we
obtain $\boldsymbol{t}_{\mathbf{2}}=T_{\text {max }}+T_{d}$.
During $\left[t_{1}, t_{2}\right], R(t) \geq \mu$, and thus $R(t)$ can be written as: $R(t)=\mu+(R(t)-\mu)$. The first term $\mu$ maintains $Q(t)=\xi$, and the second term $(R(t)-\mu)$ causes packet drops. Therefore, the packet-drop rate is $(R(t)-\mu)$. Then, the number $\rho$ of lost packets within one rate-control cycle, can be obtained by

$$
\begin{equation*}
\rho=\int_{t_{1}}^{t_{2}}[R(t)-\mu] d t=\int_{t_{\xi}}^{T_{\max }+T_{d}}[R(t)-\mu] d t \tag{H.4}
\end{equation*}
$$

which is also divided into the following two cases, because $R(t)$ has different expressions, depending on $\xi \leq \frac{1}{2} \alpha T_{\text {max }}^{2}$ or $\xi>\frac{1}{2} \alpha T_{\text {max }}^{2}$.
Case 1. If $\xi \leq \frac{1}{2} \alpha T_{\text {max }}^{2}: R(t)$ consists of two parts, and thus (see Figure H.1(a))

$$
\begin{align*}
\rho & =\int_{t_{\xi}}^{T_{\max }+T_{d}}[R(t)-\mu] d t \\
& =\int_{t_{\xi}}^{T_{\max }} \alpha t d t+\int_{0}^{T_{d}}\left(R_{\max } e^{-(1-\beta) \frac{t}{\Delta}}-\mu\right) d t \tag{H.5}
\end{align*}
$$

Reducing Eq. (H.5) yields the first part of Eq. (2.46).
Case 2. If $\xi>\frac{1}{2} \alpha T_{\text {max }}^{2}: R(t)$ has only one part, and thus (see Figure H.1(b))

$$
\begin{align*}
\rho= & \int_{t_{\xi}}^{T_{\max }+T_{d}}[R(t)-\mu] d t=\int_{0}^{T_{d}}\left(R_{\max } e^{-(1-\beta) \frac{t}{\Delta}}-\mu\right) d t \\
& -\int_{0}^{t_{\xi}-T_{\max }}\left(R_{\max } e^{-(1-\beta) \frac{t}{\Delta}}-\mu\right) d t . \tag{H.6}
\end{align*}
$$

Simplifying Eq. (H.6) leads to the second part of Eq. (2.46). This completes the poof.

## APPENDIX I

## PROOF OF THEOREM 2.6.1

Proof. We prove this theorem by considering transient and state and equilibrium states, respectively.
(I) In Transient State. The linear $\alpha$-control function can be expressed by

$$
\alpha_{i}(k+1)= \begin{cases}p_{I}+q_{I} \alpha_{i}(k) ; & \text { if } B C N(k-1, k)=(0,0)  \tag{I.1}\\ p_{D}+q_{D} \alpha_{i}(k) ; \text { if } B C N(k)=1\end{cases}
$$

We now derive the constraints to determine the coefficients $p_{I}, q_{I}, p_{D}$, and $q_{D}$ to guarantee convergence to both efficiency and fairness.
(1) Convergence to Efficiency. To ensure $\alpha_{t}(k)$ converges to its target $\alpha_{g o a l}$, the $\alpha$ control must be a negative feedback during each $\alpha$-control cycle, i.e.,

$$
\begin{cases}\alpha_{t}(k+1)>\alpha_{t}(k) ; & \text { if } B C N(k-1, k)=(0,0)  \tag{I.2}\\ \alpha_{t}(k+1)<\alpha_{t}(k) ; & \text { if } B C N(k)=1\end{cases}
$$

where $\alpha_{t}(k+1)=\sum_{i=1}^{n} \alpha_{i}(k+1)$ and $\alpha_{t}(k)=\sum_{i=1}^{n} \alpha_{i}(k)$. Using Eq. (I.1), we reduce Eq. (I.2) to
(2) Convergence to Fairness. Convergence of $\alpha(k)$ to fairness can be expressed by

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \phi(\alpha(k))=\lim _{k \rightarrow \infty} \frac{\left[\sum_{i=1}^{n} \alpha_{i}(k)\right]^{2}}{n \sum_{i=1}^{n} \alpha_{i}^{2}(k)}=1 \tag{I.4}
\end{equation*}
$$

Plugging the linear-control function $g(\cdot, \cdot)$ into the fairness index given in Definition 3 and defining $\theta \triangleq \frac{p}{q}$, we get

$$
\begin{aligned}
\phi(\alpha(k+1)) & \triangleq \frac{\left[\sum_{i=1}^{n} \alpha_{i}(k+1)\right]^{2}}{n \sum_{i=1}^{n} \alpha_{i}^{2}(k+1)}=\frac{\left(\sum_{i=1}^{n}\left[p+q \alpha_{i}(k)\right]\right)^{2}}{n \sum_{i=1}^{n}\left[p+q \alpha_{i}(k)\right]^{2}} \\
& =\frac{\left(\sum_{i=1}^{n}\left[\theta+\alpha_{i}(k)\right]\right)^{2}}{n \sum_{i=1}^{n}\left[\theta+\alpha_{i}(k)\right]^{2}}=\phi(\alpha(k))+[1-\phi(\alpha(k))]\left[1-\frac{\sum_{i=1}^{n} \alpha_{i}^{2}(k)}{\sum_{i=1}^{n}\left[\theta+\alpha_{i}(k)\right]^{2}}\right]
\end{aligned}
$$

and further,

$$
\begin{equation*}
\phi(\alpha(k+1))-\phi(\alpha(k))=[1-\phi(\alpha(k))]\left[1-\frac{\sum_{i=1}^{n} \alpha_{i}^{2}(k)}{\sum_{i=1}^{n}\left[\theta+\alpha_{i}(k)\right]^{2}}\right] \tag{I.5}
\end{equation*}
$$

Note that $\phi(\alpha(k+1))-\phi(\alpha(k))$ in Eq. (I.5) is a monotonic-increasing function of $\theta \triangleq \frac{p}{q}$, and $\phi(\alpha(k+1)) \geq \phi(\alpha(k))$ iff $\theta \geq 0$. Thus, if $\theta>0$, fairness increases: $\phi(\alpha(k+1))>$ $\phi(\alpha(k))$; if $\theta=0$, the fairness remains unchanged: $\phi(\alpha(k+1))=\phi(\alpha(k))$. Since $\theta \triangleq \frac{p_{I}}{q_{I}}$ in $\alpha$-increase phase and $\theta \triangleq \frac{p_{D}}{q_{D}}$ in $\alpha$-decrease phase, we get four possible cases as follows:

$$
\begin{cases}\text { 1. if } \frac{p_{D}}{q_{D}}>0 \wedge \frac{p_{I}}{q_{I}}>0, & \text { then } \phi(\alpha(k+1))>\phi(\alpha(k)) \text { in }  \tag{I.6}\\ & \text { both } \alpha \text {-decrease and } \alpha \text {-increase; } \\ \text { 2. if } \frac{p_{D}}{q_{D}}>0 \wedge \frac{p_{I}}{q_{I}}=0, & \text { then } \phi(\alpha(k+1))>\phi(\alpha(k)) \text { in } \\ & \alpha \text {-decrease and } \phi(\alpha(k+1))= \\ & \phi(\alpha(k)) \text { in } \alpha \text {-increase; } \\ \text { 3. if } \frac{p_{D}}{q_{D}}=0 \wedge \frac{p_{I}}{q_{I}}>0, & \text { then } \phi(\alpha(k+1))=\phi(\alpha(k)) \text { in } \\ & \alpha \text {-decrease and } \phi(\alpha(k+1))> \\ & \phi(\alpha(k)) \text { in } \alpha \text {-increase; } \\ \text { 4. if } \frac{p_{D}}{q_{D}}=0 \wedge \frac{p_{I}}{q_{I}}=0, & \text { then } \phi(\alpha(k+1))=\phi(\alpha(k)) \text { in } \\ & \text { both } \alpha \text {-decrease and } \alpha \text {-increase; }\end{cases}
$$

Eq. (I.6) implies that control-function coefficients $p_{D}, p_{I}, q_{D}$, and $q_{I}$ must all have the same sign if they are not zero. Combining Eq. (I.6) with Eq. (I.1), we conclude that these four control-function coefficients must be all positive if not zero, and $q_{I}$ and $q_{D}$ must be positive since $\alpha_{i}(k) \forall i$ are always positive numbers. The convergence condition given in

Eq. (I.3) adds further constraints on $q_{D}$ such that $0<q_{D}<1$. Thus, the constraints on the control-function coefficients, in terms of convergence to fairness and efficiency, can be summarized as

$$
\begin{equation*}
\text { constraint: }\left\{0<q_{D}<1,0<q_{I}, \quad\left(p_{D} \geq 0 \wedge p_{I}>0\right) \vee\left(p_{D}>0 \wedge p_{I} \geq 0\right)\right\} \tag{I.7}
\end{equation*}
$$

which includes cases 1, 2, and 3 as described in Eq. (I.6).
Since the $\alpha$-control is exercised on a per-connection basis, and the $i$-th source does not have any information on $\alpha_{j}(k), \forall j \neq i$ and value of $n$ ( $\alpha$-control is a distributed algorithm), the convergence condition given in Eq. (I.3) cannot be explicitly used to further specify the control-function coefficients. In the absence of such information, each connection must satisfy the negative feedback condition as follows, which represents a stronger condition for convergence to efficiency:

$$
\begin{cases}\alpha_{i}(k+1)>\alpha_{i}(k) \Longrightarrow p_{I}+\left(q_{I}-1\right) \alpha_{i}(k)>0, \forall i, & \text { if } B C N(k-1, k)=(0,0)  \tag{I.8}\\ \alpha_{i}(k+1)<\alpha_{i}(k) \Longrightarrow p_{D}+\left(q_{D}-1\right) \alpha_{i}(k)<0, \forall i, & \text { if } B C N(k)=1\end{cases}
$$

Eq. (I.8) yields further constraints in determining control-function coefficients. Since ( $q_{D}-$ 1) $\alpha_{i}(k)$ ( $<0$ due to Eq. (I.7)) may have an arbitrarily small absolute value, the second inequality in Eq. (I.8) requires $p_{D}=0$, to fairness in $\alpha$-increase. The first inequality in Eq. (I.8) requires $q_{I} \geq 1$ to ensure $p_{I}+\left(q_{I}-1\right) \alpha_{i}(k)>0 \forall \alpha_{i}(k)>0$. Since $\theta=\frac{p_{r}}{q_{I}}$ (fairness increases only in $\alpha$-increase phase) and $\phi(\alpha(k+1))-\phi(\alpha(k))$ is an increasing function of $\theta$, we let $q_{I}$ take its minimum $q_{I}=1$ which is the optimal value for the convergence to fairness. Thus, we obtain the feasible and optimal linear control function defined by the following constraint:

$$
\begin{equation*}
\text { constraint: }\left\{0<q_{D}<1, q_{I}=1, p_{D}=0, p_{I}>0\right\} \tag{I.9}
\end{equation*}
$$

which is the exactly what we proposed for the $\alpha$-control in the transient state, i.e.,

$$
\alpha_{i}(k+1)= \begin{cases}p+\alpha_{i}(k) ; & \text { if } B C N(k-1, k)=(0,0)  \tag{I.10}\\ q \alpha(k) ; & \text { if } B C N(k)=1\end{cases}
$$

where $p_{I}=p>0, q_{I}=1, p_{D}=0$, and $0<q_{D}=q<1$.
(II) In Equilibrium State. The linear $\alpha$-control function is expressed by

$$
\alpha_{i}(k+1)= \begin{cases}\frac{1}{q} \alpha_{i}(k) ; & \text { if } B C N(k-1, k)=(1,0)  \tag{I.11}\\ q \alpha_{i}(k) ; & \text { if } B C N(k)=1\end{cases}
$$

Since $p_{D}=0, p_{I}=0, q_{D}=q(0<q<1)$, and $q_{I}=\frac{1}{q}>1$, this control function belongs to case 4 in Eq. (I.6) where $\theta=0$. Thus, the fairness is maintained as the $\alpha$-control enters the equilibrium state. On the other hand, when $p_{D}=0$ and $p_{I}=0$, the constraints for convergence to efficiency become:

$$
\begin{equation*}
\text { constraint: }\left\{0<q_{D}<1, q_{I}>1\right\} \tag{1.12}
\end{equation*}
$$

which also satisfies Eqs. (I.8) and (I.3). Thus, the convergence to efficiency is aiso maintained for that connection. This completes the proof.

## APPENDIX J

## PROOF OF THEOREM 3.4.1

Proof. $\quad P_{j}$ 's length is $j+1$ (in number of hops) and its leaf is located at the $(j+1)$-th level of the multicast tree (see Figure 3.2 for the case of $m=4$ ). Plugging Eq. (3.2) into Eq. (3.1), we get

$$
\tau_{u}(j, \Delta)= \begin{cases}2+j \Delta, & \text { if } 2 \leq \Delta \leq \tau_{\max }=2 m  \tag{J.1}\\ 2(j+1), & \text { if } \Delta=1\end{cases}
$$

So, it suffices to prove Eq. (J.1), which consists of two parts to be proved as follows.
Part 1: Assume $2 \leq \Delta \leq \tau_{\max }=2 m$. We can rewrite the first part of Eq. (J.1) as $\tau_{u}(j, \Delta)=2+j \Delta=(j+2)+j(\Delta-2)+j \triangleq C_{1}+C_{2}+C_{3}$. Then, the three components of $\tau_{u}(j, \Delta)=C_{1}+C_{2}+C_{3}$ constitute the RM-cell RTT under HBH as follows.
$C_{1}=j+2$ is the time for a forward RM cell to traverse from the root to $P_{j}$ 's leaf node, then to return to the first branch node from the leaf toward the root (see Figure 3.2 for the case of $m=4$ ). It takes $(j+1)$ time units for a forward RM cell to reach $P_{j}$ 's leaf from the root and 1 time unit to immediately move one hop back to the first consolidating branch node, so $C_{1}=(j+1)+1=j+2$.
$C_{2}=j(\Delta-2)$ is contributed by feedback $R M$ cells waiting at branch nodes for the subsequent forward $R M$ cells, each moving one hop upward the feedback $R M$ cell at each branch node. Let's start with $\Delta=2$, implying that feedback RM cells do not
have to wait for forward RM cells in order to move upward as they arrive at each branch node at the same time as a forward RM cell arrives at the branch node. Thus, $C_{2}=j(\Delta-2)=0$ holds. Now, suppose $\Delta=2+\ell$ with $\ell \geq 1$. Then, feedback RM cells always arrive at branch nodes $\ell$ time units earlier than forward RM cells, and thus, have to wait $\ell=(\Delta-2)$ time units before making one hop move. So, $C_{2}=j \ell=j(\Delta-2)$, since there are $j$ branch nodes along $P_{j}$.
$C_{3}=j$ is the time for $P_{j}$ 's feedback RM cells to traverse from its first branch node from the leaf back to the root without waiting for forward RM cells to arrive, which is $j$, since there are $j$ hops between the first branch node and the root.

Part 2: Assume $\Delta=1$, then feedback RM cells will never wait for forward RM cells at any branch-node, implying that $C_{2}=0$, and $C_{1}=j+2$ and $C_{3}=j$ remain the same as in Part 1. Thus, $\tau_{u}(j, \Delta)=C_{1}+C_{3}=2(j+1)$ for $\Delta=1$, which gives the second part of Eq. (J.1). This completes the proof.

## APPENDIX K

## PROOF OF LEMMA 3.4.1

Proof. When the switch algorithm checks for feedback RM-cell synchronization, that is the operation of (conn_patt_vec $\odot r e s p \_b r a n c h \_v e c=1$ ) at a branch-node, the feedback RM cell on a shorter path $P_{i}$ always arrives at the branch-node earlier than that (in response to the same forward RM cell) from a longer path $P_{i}$. Thus, $P_{i}$ 's feedback RM cell can be synchronized, without waiting, at least with the feedback RM cell in response to the same forward RM cell, from the shorter path $P_{i}$ at each branch-node. So, the feedback RM cell on a longer path never waits for feedback RM cells on a shorter path for feedback synchronization.

## APPENDIX L

## PROOF OF LEMMA 3.4.2

Proof. In contrast with the case described in Lemma 3.4.1, the feedback RM cell from a shorter path may or may not have to wait for the feedback RM cell from a longer path for feedback synchronization.

Claim 1 $\Longrightarrow$ Claim 2: If $P_{j}$ 's feedback $R M$ cell does not wait at the first branch-node from $P_{j}$ 's leaf, then it becomes part of the feedback RM cell from a longer path after its RM cell is consolidated at the first branch-node. By Lemma 3.4.1, it does not wait for feedback RM cells from any path at all subsequent branch-nodes on $P_{j}$ to achieve feedback synchronization.
 any branch-node, then at least it doesn't wait for synchronization at the first branch-node from $P_{j}$ 's leaf, i.e., $P_{j}$ 's feedback RM cell arrives at its first branch-node at the exact same time when the feedback RM cell from the longest path arrives at this branch-node. But it takes $(2 m-j)$ time units for an RM cell to traverse from the root to the leaf of the longest path then return to $P_{j}$ 's first branch-node. On the other hand, it takes $(j+2)$ time units for an RM cell to traverse from the root to $P_{j}$ 's leaf then return to its first branch-node. Thus, the arrival time of $P_{j}$ 's feedback RM cell at its first branch-node is $(j+2)+k \Delta$ where $k=0,1, \cdots$, corresponding to the $(k+1)$-th RM cell, respectively. Then, $\exists k \in\{0,1, \cdots\}$ such that the feedback RM cell from the longest path is synchronized with $P_{j}$ 's feedback

RM cell whose arrival time is $(j+2)+k \Delta$ at its first branch-node, and satisfies the following constraint (on $k$, for $1 \leq j \leq m-1$ and $1 \leq \Delta \leq \tau_{\max }=2 m$ ):

$$
\begin{equation*}
(j+2)+k \Delta \leq 2 m-j<(j+2)+(k+1) \Delta . \tag{L.1}
\end{equation*}
$$

But $P_{j}$ 's feedback RM cell does not wait for the feedback RM cell from a longer path at any branch-node on $P_{j}$. Thus, $\exists k \in\{0,1, \cdots\}$ such that $(j+2)+k \Delta=2 m-j$, and hence Claim 3 follows.

Claim 3 $\Longrightarrow$ Claim 4: From 2(m-j-1)-k $=0$, we know that $P_{j}$ 's feedback RM cell does not wait for a longer path's feedback at the first branch-node from the leaf. According to the proof of Claim 1 $\Longrightarrow \underline{\text { Claim 2 2 }}, P_{j}$ 's feedback RM cell does not wait for a longer path's feedback at all branch-nodes on $P_{j}$. Therefore, $P_{j}$ 's steady-state RM-cell roundtrip delay only consists of the pure transmission (propagation plus processing, but no waiting) delay, meaning that $\tau_{u}(j, \Delta)=2(j+1)$. Since $P_{j}$ 's feedback RM cell may or may not have to wait for the feedback from a longer path for synchronization, depending on the value of $\Delta$ for given $m$ and $j, \tau_{u}(j, \Delta)$ is lower-bounded by $2(j+1)$, and thus Claim 4 follows.
 wait for feedback RM cells from a longer path for synchronization at all branch-nodes on $P_{j}$, and hence not at the first branch-node from the leaf of $P_{j}$. This completes the proof.

## APPENDIX M

## PROOF OF THEOREM 3.4.2

Proof. For convenience of presentation, we begin with Claim 2's proof.
Claim 2: By Claim 3 and Claim 4 of Lemma 3.4.2 and its proofs of Claim 2 $\Longrightarrow$ Claim 3 and Claim 3 $\Longrightarrow \underline{\text { Claim 4 }}, P_{j}$ 's steady-state RM cell roundtrip delay $\tau_{u}(j, \Delta)$ can be expressed as the sum of transmission delay $2(j+1)$ and synchronization delay $W_{j}$

$$
\begin{equation*}
\tau_{u}(j, \Delta)=2(j+1)+W_{j} \tag{M.I}
\end{equation*}
$$

where $W_{j}$ is the net waiting time for $P_{j}$ 's feedback RM cell to synchronize with the feedback on a longer path at the first branch-node from $P_{j}$ 's leaf. Based on Lemma 3.4.2's proof of Claim $2 \Rightarrow$ Claim 3 and Eq. (L.1), $\exists k \in\{0,1,2, \cdots\}$ such that $W_{j}$ can be expressed as

$$
\begin{equation*}
W_{j}=(2 m-j)-[(j+2)+k \Delta]=2(m-j-1)-k \Delta . \tag{M.2}
\end{equation*}
$$

Since the feedback RM cell on a longer path is always synchronized with the most recently arrived feedback on a shorter path at $P_{j}$ 's first branch-node as a constraint Eq. (L.1), the minimum possible synchronization-waiting time ( $\geq 0$ ) determines $W_{j}$. By Lemma 3.4.1, $W_{j} \geq 0$. Thus, $k$ in Eq. (M.2) is determined by

$$
\begin{equation*}
k_{j}^{*} \triangleq \max _{k \in\{0,1,2, \cdots\}}\{k \mid 2(m-j-1)-k \Delta \geq 0\} \tag{M.3}
\end{equation*}
$$

where $1 \leq j \leq m-1$ and $k_{j}^{*}$ is obtained by minimizing $W_{j}=2(m-j-1)-k \Delta \geq 0$ over k. Combining Eqs. (M.1), (M.2), and (M.3), we get Eq. (3.6).

Claim 1: Let $n_{i}$ be the number of $P_{j}$ 's feedback RM cells going through the initial state. Since the first feedback RM cell received by the root always experiences the longest path's roundtrip delay, in initial state the RM -cell roundtrip delay decreases from $\tau_{\text {max }}=2 m$ to its steady-state value $\tau_{u}(j, \Delta)\left(\leq \tau_{\max }=2 m\right)$. Thus, the number of RM cells which go through the initial state is given by

$$
\begin{align*}
n_{i} & =\frac{\tau_{\max }-\tau_{u}(j, \Delta)}{\Delta}=\frac{\tau_{\max }-\left(\tau_{\max }-k_{j}^{*} \Delta\right)}{\Delta}=k_{j}^{*} \\
& =\max _{k \in\{0,1,2, \cdots\}}\{k \mid 2(m-j-1)-k \Delta \geq 0\} \tag{M.4}
\end{align*}
$$

which results in Eq. (3.5).
Claim 3: Based on the proposed switch algorithm, all forward RM cells in the initial state are consolidated in the first feedback RM cell and sent back to the root at time $t=\tau_{\text {max }}=2 m$ to start feedback synchronization. In addition, the very first RM cell's roundtrip delay is always equal to $\tau_{\max }=2 m$ for all paths. Thus, if $k_{j}^{*} \geq 1$ for $P_{j}$, the $i$-th ( $1 \leq i \leq k_{j}^{*}$ ) initial-state RM cell will experience a roundtrip delay of $\tau_{u}(j, \Delta, i)=\tau_{\max }-(i-1) \Delta$, since it enters the system $(i-1) \Delta$ time units later than the very first RM cell. After $k^{*} R M$ cells pass through the flow-controlled system (i.e., $i>k_{j}^{*}$ for $P_{j}$ ), the system reaches steady state and $P_{j}$ 's RM cell roundtrip delay becomes a constant (independent of $i$ ) specified by $\tau_{u}(j, \Delta, i)=\tau_{u}(j, \Delta)$. If $k_{j}^{*}=0$ for $P_{j}$, i.e., $P_{j}$ 's feedback must be synchronized with those feedback RM cells corresponding to the same forward RM cell. Thus, the system enters steady state from the very first RM cell since $P_{j}$ 's RM cell roundtrip delay does not have initial-state (i.e., $k_{j}^{*}=0$ ). Therefore, $\tau_{u}(j, \Delta, i)=2 m=\tau_{\max }$, if $k_{j}^{*}=0$ for $P_{j}$. This completes the proof.

## APPENDIX N

## PROOF OF THEOREM 3.5.1

 rem 3.4.2. Thus, corresponding to the same forward RM cell, the feedback RM cell returned via path $P_{j}$ arrives at the root node at the same time as the feedback RM cell returned via any longer path $P_{j}(1 \leq j<\bar{j} \leq m-1)$. This implies that at the first consolidating branch-node from $P_{j}$ 's leaf, $P_{j}$ 's feedback RM cell is only synchronized with the feedback RM cells in response to the same forward RM cell, thus making $P_{j}$ strictly-synchronized.
Claim 2 $\Longrightarrow$ Claim 3: If $P_{j}$ is strictly-synchronized, then at the first consolidating branchingnode from $P_{j}$ 's leaf, $P_{j}$ 's feedback RM cell is only synchronized with the feedback RM cells in response to the same forward RM cell. This implies that $\tau_{u}(j, \Delta)=\tau_{u}(\bar{j}, \Delta) \forall \bar{j}$ such that $1 \leq j<\bar{j} \leq m-1$, which includes the feedback RM cell from the longest path $P_{\bar{j}}=P_{m-1}$. By letting $\bar{j}=m-1$ in Eq. (3.6), of Claim 2 in Theorem 3.4.2, we get $\tau_{u}(j, \Delta)=\tau_{\text {max }}=2 m$. $\underline{\text { Claim } 3} \Longrightarrow \underline{\text { Claim 1 1: If }} \tau_{u}(j, \Delta)=\tau_{\max }=2 m$, then by Eq. (3.6) in Theorem 3.4.2, we get $k_{j}^{*}=0$ since $\Delta \geq 1$.

## APPENDIX O

## PROOF OF THEOREM 3.5.2

Proof. Claim 1: The the equality part of Eq. (3.8) follows directly from Eq. (M.2), Eq. (M.3) in the proof of Theorem 3.4.2, and Lemma 3.4.1. We now prove the inequality part: $W_{j}<\Delta$, by contradiction. Assume $W_{j} \geq \Delta$. Then, by the equality part of Eq. (3.8), $W_{j}=2(m-j-1)-k_{j}^{*} \Delta \geq \Delta$. Thus, we get $2(m-j-1)-\left(k_{j}^{*}+1\right) \Delta \geq 0$, which contradicts the definition of $k_{j}^{*}$ given in Eq. (M.3).

Claim 2: If $P_{j}$ is strictly-synchronized, then $k_{j}^{*}=0$. Letting $k_{j}^{*}=0$ in Eq. (3.8), we get $W_{j}=2(m-j-1)$. But since $1 \leq j<m-1$ and $m>2$, the desired result $W_{j}=$ $2(m-j-1)>0$ follows.

Claim 3: We prove the sufficient condition first, and then the necessary condition.
$" \Longrightarrow "$ : If $W_{j}=0$, then Eq. (3.8) is reduced to $2(m-j-1)=k_{j}^{*} \Delta$, i.e., $k_{j}^{*}=\frac{2(m-j-1)}{\Delta}$. Thus, $2(m-j-1) \bmod \Delta=0$.
" ": If $2(m-j-1) \bmod \Delta=0$, then $\exists k \in\{0,1,2, \cdots\}$ such that $\frac{2(m-j-1)}{\Delta}=k$. But $k_{j}^{*}$ $=\max _{k \in\{0,1,2, \cdots\}}\{k \mid 2(m-j-1)-k \Delta \geq 0\}=\left\lfloor\frac{2(m-j-1)}{\Delta}\right\rfloor=\frac{2(m-j-1)}{\Delta}=k$. Thus, we get $k=k_{j}^{*}$ and $2(m-j-1)=k_{j}^{*} \Delta$ which, by Eq. (3.8), implies $W_{j}=2(m-j-1)-k_{j}^{*} \Delta=0$. This completes the proof.

## APPENDIX P

## PROOF OF THEOREM 3.5.3

Proof. The proof of $\mathcal{P}=\mathcal{P}_{S} \in \mathcal{P}_{N} \in \mathcal{P}_{W}$ is trivial from Definition 3.5.1 and Definition 3.5.2. Now, we prove the three claims as follows.

Claim 1: Let $j^{*}$ be the largest possible path number (from left to right) such that $P_{j}$ * is still not yet strictly-synchronized, i.e., $P_{1}, P_{2}, P_{3}, \cdots, P_{j}$ • are either wait-free synchronized or non strictly-synchronized and $P_{j \bullet+1}, P_{j \bullet+2}, P_{j \bullet+3}, \cdots, P_{m-2}$ are all strictly-synchronized paths. Thus, by Definition 3.5.1 and Theorem 3.5.1, we have

$$
\begin{equation*}
k_{j}^{*}=\left\lfloor\frac{2\left(m-j^{*}-1\right)}{\Delta}\right\rfloor \geq 1 \tag{P.1}
\end{equation*}
$$

which reduces to

$$
\begin{equation*}
2\left(m-j^{*}-1\right) \geq \Delta \quad \Longrightarrow \quad j^{*} \leq \frac{1}{2}[2(m-1)-\Delta] . \tag{P.2}
\end{equation*}
$$

Since $j^{*}$ is the largest integer that satisfies Eq. (P.1) or Eq. (P.2), we get $j^{*}=\left\lfloor\frac{1}{2}[2(m-1)-\Delta\rfloor\right\rfloor$. But the total number of paths under consideration is $(m-2)\left(P_{m-1}\right.$ is a special case since it always has the same property as $P_{m}$, which is a trivial case) for a multicast tree of height $m$. Thus, $S_{\Delta}=(m-2)-j^{*}=(m-2)-\left\lfloor\frac{1}{2}[2(m-1)-\Delta]\right\rfloor=(m-2)-\left\lfloor(m-1)-\frac{\Delta}{2}\right\rfloor=$ $(m-2)-\left\{(m-1)-\left\lceil\frac{\Delta}{2}\right\rceil\right\}=\left\lceil\frac{\Delta}{2}\right\rceil-1$.

Claim 2: According to the sufficient and necessary condition to be a wait-free synchronized path, which is given in Claim 3 of Theorem 3.5.2, we want to determine the number of paths which satisfy $2(m-j-1) \bmod \Delta=0$ for $1 \leq j \leq m-2$ and a given $\Delta$. Let
$\mathcal{P}^{\prime} \triangleq\{2(m-j-1) \mid j=1,2,3, \cdots,(m-3),(m-2)\}=\{2(m-2), 2(m-3), 2(m-4), \cdots, 2\}$. Thus, $\mathcal{P}^{\prime}$ defines a one-to-one mapping between elements of $\mathcal{P}^{\prime}$ and all ( $m-2$ ) candidate paths, such that $2(m-2) \leftrightarrow P_{1}, 2(m-3) \leftrightarrow P_{2}, 2(m-4) \leftrightarrow P_{3}, \cdots, 2 \leftrightarrow P_{m-2}$. Note that $\mathcal{P}^{\prime}$ contains $(m-2)$ consecutive even numbers starting from 2 . Therefore, we consider the following two cases.

Case 1: $\Delta=$ even. The number of wait-free synchronized paths, $N_{\Delta}$, is determined by the elements in $\mathcal{P}^{\prime}$ which is an integer multiple of $\Delta$. Since the even numbers in $\mathcal{P}^{\prime}$ are consecutive, we get

$$
\begin{align*}
N_{\Delta} & \triangleq\|\{j \mid 2(m-j-1) \bmod \Delta=0\}\|  \tag{P.3}\\
& =\max _{N \in\{0,1,2, \cdots\}}\{N \mid 2(m-2)-N \Delta \geq 0\}  \tag{P.4}\\
& =\left\lfloor\frac{2(m-2)}{\Delta}\right\rfloor \tag{P.5}
\end{align*}
$$

where $1 \leq j \leq(m-2)$.
Case 2: $\Delta=$ odd. Since $\Delta$ is odd, only those elements of $\mathcal{P}^{\prime}$, which contain both factors 2 and $\Delta$, satisfy $2(m-j-1) \bmod \Delta=0$. Thus, only those elements of $\mathcal{P}^{\prime}$, which are integer multiples of $(2 \Delta)$, contribute to $N_{\Delta}$. Therefore, we get

$$
\begin{align*}
N_{\Delta} & \triangleq\|\{j \mid 2(m-j-1) \bmod \Delta=0\}\|  \tag{P.6}\\
& =\max _{N \in\{0,1,2, \cdots\}}\{N \mid 2(m-2)-N(2 \Delta) \geq 0\}  \tag{P.7}\\
& =\left\lfloor\frac{(m-2)}{\Delta}\right\rfloor \tag{P.8}
\end{align*}
$$

where $1 \leq j \leq(m-2)$. Combining Eqs. (P.5) and (P.8), Eq. (3.9) follows.
Claim 3: Applying Claim 1 and Claim 2 to fact $\mathcal{P}=\mathcal{P}_{S} \oplus \mathcal{P}_{N} \oplus \mathcal{P}_{W}$, Eq. (3.10) follows. This completes the proof.

## APPENDIX Q

## PROOF OF THEOREM 4.4.1

Proof. For convenience of presentation, we start with the Claim 2.
Claim 2: An unbalanced multicast tree of height $m$, as defined as in Definition 4.3.1, consists of a set of $2 m-1$ links, $\mathcal{L}=\left\{L_{1}, L_{2}, \cdots, L_{2 m-1}\right\}$, which are labeled in the way as shown in Figure 4.1(a). Since $0<p_{i}<1$, it is possible that all these $2 m-1$ links are not marked, and thus there is no dominant bottleneck path in the tree. On the other hand, if at least one of these $2 m-1$ links is marked as the bottleneck link, then by Definition 4.3.2 the shortest path which contains the marked link(s) is the dominant bottleneck path. According to the structure defined by Definitions 4.3.1 and 4.3.2, the dominant bottleneck path is unique. Thus, there is at most one dominant bottleneck path.

In what follows, we use $L_{i}=1$ (0) to represent that link $L_{i}$ is (not) marked as the bottleneck. Thus, $\operatorname{Pr}\left\{L_{i}=1\right\}=p_{i}$ and $\operatorname{Pr}\left\{L_{i}=0\right\}=1-p_{i} . \quad$ By Definitions 4.3.1 and 4.3.2, the probability that $P_{1}$ becomes the dominant bottleneck path is equal to the probability that $L_{1}=1$ or $L_{2}=1$, implying

$$
\begin{align*}
\psi\left(P_{1}, m\right) & =\operatorname{Pr}\left\{L_{1}=1 \cup L_{2}=1\right\}=1-\operatorname{Pr}\left\{L_{1}=0 \cap L_{2}=0\right\} \\
& =1-\operatorname{Pr}\left\{L_{1}=0\right\} \operatorname{Pr}\left\{L_{2}=0\right\}  \tag{Q.1}\\
& =1-\left(1-p_{1}\right)\left(1-p_{2}\right)=p_{1}+p_{2}-p_{1} p_{2} . \tag{Q.2}
\end{align*}
$$

where Eq. (Q.1) is due to C3 of Definition 4.3.1. Thus, the first part of Eq. (4.5) follows
from Eq. (Q.2).
Consider $P_{k}, 1<k \leq m-1$. Since the last two links are $L_{2 k-1}$ and $L_{2 k}$ (see Figure 4.1(a)), the probability that $P_{k}$ becomes the dominant bottleneck path is equal to the probability that $L_{i}=0, \forall i \in\{1,2, \cdots, 2(k-1)\}$ and $L_{2 k-1}=1$ or $L_{2 k}=1$, which leads to

$$
\begin{align*}
\psi\left(P_{k}, m\right) & =\operatorname{Pr}\left\{\bigcap_{i=1}^{2(k-1)} L_{i}=0 \cap\left\{L_{2 k-1}=1 \cup L_{2 k}=1\right\}\right\} \\
& =\operatorname{Pr}\left\{\bigcap_{i=1}^{2(k-1)} L_{i}=0\right\} \operatorname{Pr}\left\{L_{2 k-1}=1 \cup L_{2 k}=1\right\} \\
& =\left(p_{2 k-1}+p_{2 k}-p_{2 k-1} p_{2 k}\right) \prod_{i=1}^{2(k-1)}\left(1-p_{i}\right) \tag{Q.3}
\end{align*}
$$

where the second and third equalities of Eq. (Q.3) are due to C3 of Definition 4.3.1 and the proof of Eq. (Q.2). Thus, the second part of Eq. (4.5) follows from Eq. (Q.3).

For the last path $P_{m}$, since the last link is $L_{2 m-1}$, the probability that $P_{m}$ becomes the dominant bottleneck path is equal to the probability that $L_{i}=0, \forall i \in\{1,2, \cdots, 2(m-1)\}$ and $L_{2 m-1}=1$, which leads to

$$
\begin{equation*}
\psi\left(P_{m}, m\right)=\operatorname{Pr}\left\{\bigcap_{i=1}^{2(m-1)} L_{i}=0 \cap\left\{L_{2 m-1}=1\right\}\right\}=p_{2 m-1} \prod_{i=1}^{2(m-1)}\left(1-p_{i}\right) . \tag{Q.4}
\end{equation*}
$$

where the second equality of Eq. (Q.4) is due to C3 of Definition 4.3.1. Hence, the third part of Eq. (4.5) follows from Eq. (Q.4).

Claim 1: The proof of Eq. (4.3) follows from the proof of the second part of Eq. (4.5). Now, we prove that the probability mass function defined by Eq. (4.3) satisfies the following

## normalization condition:

$$
\begin{align*}
& \lim _{m \rightarrow \infty} \sum_{k=1}^{m} \psi\left(P_{k}, \infty\right) \\
& =\lim _{m \rightarrow \infty} \sum_{k=1}^{m}\left\{\left[1-\left(1-p_{2 k-1}\right)\left(1-p_{2 k}\right)\right]\left(1-p_{1}\right)\left(1-p_{2}\right)\left(1-p_{3}\right) \cdots\left(1-p_{2 k-3}\right)\left(1-p_{2 k-2}\right)\right\} \\
& =\lim _{m \rightarrow \infty}\left\{\left[1-\left(1-p_{1}\right)\left(1-p_{2}\right)\right]+\left[1-\left(1-p_{3}\right)\left(1-p_{4}\right)\right]\left(1-p_{1}\right)\left(1-p_{2}\right)\right. \\
& +\left[1-\left(1-p_{5}\right)\left(1-p_{6}\right)\right]\left(1-p_{1}\right)\left(1-p_{2}\right)\left(1-p_{3}\right)\left(1-p_{4}\right)+\cdots \\
& \left.+\left[1-\left(1-p_{2 m-1}\right)\left(1-p_{2 m}\right)\right]\left(1-p_{1}\right)\left(1-p_{2}\right) \cdots\left(1-p_{2 m-3}\right)\left(1-p_{2 m-2}\right)\right\} \\
& =\lim _{m \rightarrow \infty}\left\{1-\left(1-p_{1}\right)\left(1-p_{2}\right) \cdots\left(1-p_{2 m-3}\right)\left(1-p_{2 m-2}\right)\left(1-p_{2 m-1}\right)\left(1-p_{2 m}\right)\right\} \\
& =1-\lim _{m \rightarrow \infty} \prod_{i=1}^{2 m}\left(1-p_{i}\right) \tag{Q.5}
\end{align*}
$$

But since the second limiting term of Eq. (Q.5) satisfies the following facts:

$$
\begin{equation*}
0 \leq \lim _{m \rightarrow \infty} \prod_{i=1}^{2 m}\left(1-p_{i}\right) \leq \lim _{m \rightarrow \infty} \prod_{i=1}^{2 m}\left(1-p_{\min }\right)=\lim _{m \rightarrow \infty}\left(1-p_{m i n}\right)^{2 m}=0 \tag{Q.6}
\end{equation*}
$$

where $0<p_{\min } \triangleq \min _{i \in\{1,2, \cdots, \infty\}}\left\{p_{i}\right\}<1$, we obtain

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \sum_{k=1}^{m} \psi\left(P_{k}, \infty\right)=1 \tag{Q.7}
\end{equation*}
$$

Thus, $\psi\left(P_{k}, \infty\right), \forall k \in\{1,2, \cdots, \infty\}$ defines a valid probability mass function. In addition, Eq. (Q.7) also implies that there exist at least one dominant bottleneck path as $m \rightarrow \infty$. On the other hand, according to the tree structure defined by Definitions 4.3.1 and 4.3.2, there is at most one dominant bottleneck path. Thus, there exists one and only one dominant bottleneck path, which completes the proof.

## APPENDIX R

## PROOF OF THEOREM 4.4.2

Proof. Claim 1: It follows directly from Claim 2: of Theorem 4.4.1 by letting $p_{i}=p$.
Claim 2: Since $\psi\left(P_{k}, p, m\right)$ is a real-valued continuous function of $p$ and differentiable for $0<p<1$, we can take a partial derivative of $\psi\left(P_{k}, p, m\right)$ with respect to $p$ and set it to zero. For different ranges of $k$, we have the following two cases.

Case 1. $1 \leq k \leq m-1$ :

$$
\begin{equation*}
\frac{\partial \psi}{\partial p}\left(P_{k}, p, m\right)=(2-p)(1-p)^{2(k-1)}-p(1-p)^{2(k-1)}-2(k-1) p(2-p)(1-p)^{2 k-3}=0 . \tag{R.1}
\end{equation*}
$$

Reducing Eq. (R.I), we get the following quadratic equation and its solutions:
$k p^{2}-2 k p+1=0$ which has two roots: $\Rightarrow p_{1}=1+\sqrt{\frac{k-1}{k}}$ and $p_{2}=1-\sqrt{\frac{k-1}{k}}$.
Taking the meaningful solution from Eq. (R.2) to satisfy the probability constraint, $0<$ $p<1$, we get

$$
\begin{equation*}
p^{*}=\arg \max _{0<p<1} \psi\left(P_{k}, p, m\right)=1-\sqrt{\frac{k-1}{k}} \tag{R.3}
\end{equation*}
$$

which is unique and gives the first part of the Eq. (4.9).
Case 2. $k=m$ :

$$
\begin{equation*}
\frac{\partial \psi}{\partial p}\left(P_{m}, p, m\right)=(1-p)^{2(m-1)}-2(m-1) p(1-p)^{2 m-3}=0 \tag{R.4}
\end{equation*}
$$

Reducing and solving Eq. (R.4) for $p$, we get the unique solution:

$$
\begin{equation*}
p^{*}=\arg \max _{0<p<1} \psi\left(P_{m}, p, m\right)=\frac{1}{2 m-1} \tag{R.5}
\end{equation*}
$$

which is the second part of Eq. (4.9).
Then, plugging Eqs. (R.3) and (R.5) into the first part and the second part of Eq. (4.7), respectively, Eq. (4.8) follows.

Claim 3: Eqs. (4.11) and (4.10) follow by plugging Eq. (4.7), and Theorem 3.4.1's Eq. (3.1) and Theorem 3.4.2's Eq. (3.6), respectively, into Eq. (R.6) that follows below:

$$
\begin{equation*}
\bar{\tau}(m)=E[\tau(m)]=\sum_{j=1}^{m} \tau_{u}(j, \Delta) \psi\left(P_{j}, p, m\right) \tag{R.6}
\end{equation*}
$$

Claim 4: Eqs. (4.13) and (4.12) follow by plugging Eq. (4.7), and Theorem 3.4.1's Eq. (3.1) and Theorem 3.4.2's Eq. (3.6), respectively, into Eq. (R.7) that follows below:

$$
\begin{equation*}
\sigma^{2}(m)=\operatorname{Var}[\tau(m)]=\sum_{j=1}^{m}\left[\tau_{u}(j, \Delta)\right]^{2} \psi\left(P_{j}, p, m\right)-\left(\sum_{j=1}^{m} \tau_{u}(j, \Delta) \psi\left(P_{j}, p, m\right)\right)^{2} \tag{R.7}
\end{equation*}
$$

This completes the proof.

## APPENDIX S

## PROOF OF COROLLARY 4.4.1

Proof. Claim 1: Eq. (4.15) follows from Eq. (4.7) by letting $m \rightarrow \infty$ and observing that $p(1-p)^{2(m-1)} \rightarrow 0$ as $m \rightarrow \infty$. Eq (4.16) follows from the proof of Claim 1 of Theorem 4.4.1, which is also verified by the following direct proof:

$$
\begin{align*}
\lim _{m \rightarrow \infty} \sum_{k=1}^{m} \psi\left(P_{k}, p, \infty\right) & =\lim _{m \rightarrow \infty} \sum_{k=1}^{m} p(2-p)(1-p)^{2(k-1)}=\sum_{k=1}^{\infty} p(2-p)(1-p)^{2(k-1)} \\
& =p(2-p) \sum_{k=1}^{\infty}\left[(1-p)^{2}\right]^{k-1}=\frac{p(2-p)}{1-(1-p)^{2}}=1 \tag{S.1}
\end{align*}
$$

Claim 2: The first part of Eq. (4.17) follows from the proof of Eq. (4.8). The second part of Eq. (4.17) holds because

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{1}{k}\left(1-\frac{1}{k}\right)^{k-1}=\lim _{k \rightarrow \infty} \frac{1}{k-1}\left(1-\frac{1}{k}\right)^{k}=0 \tag{S.2}
\end{equation*}
$$

where we notice $\lim _{k \rightarrow \infty}\left(1-\frac{1}{k}\right)^{k}=e^{-1}$. Eq. (4.18) follows from the proof of Eq. (4.9). Claim 3: Eqs. (4.19) and (4.20) follow immediately from Eqs. (4.11) and (4.10) by letting $m \rightarrow \infty$.

Claim 4: Eqs. (4.21) and (4.22) are the immediate results from Eqs. (4.13) and (4.12) by letting $m \rightarrow \infty$. This completes the proof.

## APPENDIX T

## PROOF OF THEOREM 5.2.1

Proof. For convenience of presentation, we start with Claim 2.
Claim 2: An unbalanced multicast tree of height $m$ in Definition 5.2.1, consists of a set of $2 m-1$ links, $\mathcal{L}=\left\{L_{1}, L_{2}^{\prime}, L_{2}, L_{3}^{\prime}, L_{3}, \cdots, L_{m}^{\prime}, L_{m}\right\}$, which are labeled as in Figure 5.1(a). Since $0<p_{i}<1$, it is possible that all of these $2 m-1$ links are not marked, and hence, no dominant bottleneck path exists in the tree. On the other hand, if at least one of these $2 m-1$ links is marked as the bottleneck link, then, by Definition 5.2 .2 , the shortest path which contains the marked link(s) is the dominant bottleneck. According to the structure defined by Definitions 5.2.1 and 5.2.2, the dominant bottleneck path is unique. Thus, there is at most one dominant bottleneck path.

By Definitions 5.2.1 and 5.2.2, the probability that $P_{1}$ becomes the dominant bottleneck path is equal to the probability that $X_{1}=1$ or $X_{2}^{\prime}=1$, which yields the first part of Eq. (5.12) as follows:

$$
\begin{align*}
\psi_{d}\left(P_{1}, m\right) & =\operatorname{Pr}\left\{X_{1}=1 \cup X_{2}^{\prime}=1\right\}=1-\operatorname{Pr}\left\{X_{1}=0 \cap X_{2}^{\prime}=0\right\} \\
& =1-\operatorname{Pr}\left\{X_{1}=0\right\} \operatorname{Pr}\left\{X_{2}^{\prime}=0 \mid X_{1}=0\right\} \tag{T.1}
\end{align*}
$$

Consider path $P_{k}, 2 \leq k \leq m-1$. Since the last two links are $L_{k}$ and $L_{k+1}^{\prime}$ (see Figure $5.1(\mathrm{a})$ ), the probability that $P_{k}$ becomes the dominant bottleneck path is equal to the probability that $X_{i}=0, \forall i \in\{1,2, \cdots, k-1\}$ and $X_{i}^{\prime}=0, \forall i \in\{2,3, \cdots, k\}$, and
$X_{k}=1$ or $X_{k+1}^{\prime}=1$, which leads to

$$
\begin{align*}
& \psi_{d}\left(P_{k}, m\right)= \operatorname{Pr}\left\{\bigcap_{i=1}^{k-1}\left\{X_{i}=0, X_{i+1}^{\prime}=0\right\} \cap\left\{X_{k}=1 \cup X_{k+1}^{\prime}=1\right\}\right\} \\
&= \operatorname{Pr}\left\{\bigcap_{i=1}^{k-1}\left\{X_{i}=0, X_{i+1}^{\prime}=0\right\}, X_{k}=1\right\} \\
&+\operatorname{Pr}\left\{\bigcap_{i=1}^{k-1}\left\{X_{i}=0, X_{i+1}^{\prime}=0\right\}, X_{k+1}^{\prime}=1\right\} \\
&-\operatorname{Pr}\left\{\bigcap_{i=1}^{k-1}\left\{X_{i}=0, X_{i+1}^{\prime}=0\right\}, X_{k}=1, X_{k+1}^{\prime}=1\right\} \\
&= \operatorname{Pr}\left\{\bigcap_{i=1}^{k-1}\left\{X_{i}=0, X_{i+1}^{\prime}=0\right\}, X_{k}=1\right\} \\
&-\operatorname{Pr}\left\{\bigcap_{i=1}^{k-1}\left\{X_{i}=0, X_{i+1}^{\prime}=0\right\}, X_{k}=1, X_{k+1}^{\prime}=1\right\} \\
&+\operatorname{Pr}\left\{\bigcap_{i=1}^{k-1}\left\{X_{i}=0, X_{i+1}^{\prime}=0\right\},\left\{X_{k}=0 \cup X_{k}=1\right\}, X_{k+1}^{\prime}=1\right\} \\
&= \operatorname{Pr}\left\{\bigcap_{i=1}^{k-1}\left\{X_{i}=0, X_{i+1}^{\prime}=0\right\}, X_{k}=1\right\} \\
&+\operatorname{Pr}\left\{\bigcap_{i=1}^{k-1}\left\{X_{i}=0, X_{i+1}^{\prime}=0\right\}, X_{k}=0, X_{k+1}^{\prime}=1\right\} \\
&= \operatorname{Pr}\left\{X_{1}=0\right\} \operatorname{Pr}\left\{X_{2}=0 \mid X_{1}=0\right\} \operatorname{Pr}\left\{X_{3}=0 \mid X_{2}=0\right\} \cdots \\
& \cdot \operatorname{Pr}\left\{X_{k-1}=0 \mid X_{k-2}=0\right\} \operatorname{Pr}\left\{X_{2}^{\prime}=0 \mid X_{1}=0\right\} \\
& \cdot \operatorname{Pr}\left\{X_{3}^{\prime}=0 \mid X_{2}=0\right\} \cdots \operatorname{Pr}\left\{X_{k}^{\prime}=0 \mid X_{k-1}=0\right\} \\
& \cdot \operatorname{Pr}\left\{X_{k}=1 \mid X_{k-1}=0\right\}+\operatorname{Pr}\left\{X_{1}=0\right\} \operatorname{Pr}\left\{X_{2}=0 \mid X_{1}=0\right\} \\
& \cdot \operatorname{Pr}\left\{X_{3}=0 \mid X_{2}=0\right\} \cdots \operatorname{Pr}\left\{X_{k}=0 \mid X_{k-1}=0\right\} \operatorname{Pr}\left\{X_{2}^{\prime}=0 \mid X_{1}=0\right\} \\
& \cdot \operatorname{Pr}\left\{X_{3}^{\prime}=0 \mid X_{2}=0\right\} \cdots \operatorname{Pr}\left\{X_{k}^{\prime}=0 \mid X_{k-1}=0\right\} \\
& \cdot \operatorname{Pr}\left\{X_{k+1}^{\prime}=1 \mid X_{k}=0\right\}  \tag{T.2}\\
&=\left.\operatorname{Pr}\left\{X_{1}=0\right\} \operatorname{Pr}\left\{X_{k}^{\prime}=0 \mid X_{k-1}=0\right\}\left[X_{i+1}=0 \mid X_{i}=0\right\} \operatorname{Pr}\left\{X_{k}=1\left|X_{i+1}^{\prime}=0\right| X_{i}=0\right\}\right\} \\
& \\
& \hline \tag{T.3}
\end{align*}
$$

where Eq. (T.2) is due to C3 and C4 of Definition 5.2.1. Thus, the second part of Eq. (5.12) follows from Eq. (T.3).

The probability that $P_{m}$ becomes the dominant bottleneck path is equal to the probability that $X_{i}=0, \forall i \in\{1,2, \cdots, m-1\}$ and $X_{i}^{\prime}=0, \forall i \in\{2,3, \cdots, m\}$, and $X_{m}=1$, which implies:

$$
\begin{align*}
\psi_{d}\left(P_{k}, m\right)= & \operatorname{Pr}\left\{\bigcap_{i=1}^{m-1}\left\{X_{i}=0, X_{i+1}^{\prime}=0\right\}, X_{m}=1\right\} \\
= & \operatorname{Pr}\left\{X_{1}=0\right\} \operatorname{Pr}\left\{X_{m}=1 \mid X_{m-1}=0\right\} \operatorname{Pr}\left\{X_{m}^{\prime}=0 \mid X_{m-1}=0\right\} \\
& \cdot \prod_{i=1}^{m-2}\left\{\operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\} \operatorname{Pr}\left\{X_{i+1}^{\prime}=0 \mid X_{i}=0\right\}\right\} \tag{T.4}
\end{align*}
$$

where Eq. (T.4) follows from the proof of the first term of Eq. (T.2) and is also due to C3 and C4 of Definition 5.2.1. Hence, the third part of Eq. (5.12) follows from Eq. (T.4).
Claim 1: The proof of Eq. (5.10) follows from the proof of the first and second parts of Eq. (5.12). Now, we prove that the probability mass function defined by Eq. (5.10) satisfies
the following normalization condition

$$
\begin{align*}
\lim _{m \rightarrow \infty} \sum_{k=1}^{m} & \psi_{d}\left(P_{k}, \infty\right) \\
=\lim _{m \rightarrow \infty}\{ & \left\{1-\operatorname{Pr}\left\{X_{1}=0\right\} \operatorname{Pr}\left\{X_{2}^{\prime}=0 \mid X_{1}=0\right\}+\operatorname{Pr}\left\{X_{1}=0\right\}\right. \\
& \cdot \operatorname{Pr}\left\{X_{2}^{\prime}=0 \mid X_{1}=0\right\}\left[\operatorname{Pr}\left\{X_{2}=1 \mid X_{1}=0\right\}+\operatorname{Pr}\left\{X_{2}=0 \mid X_{1}=0\right\}\right. \\
& \left.\cdot \operatorname{Pr}\left\{X_{3}^{\prime}=1 \mid X_{2}=0\right\}\right]+\operatorname{Pr}\left\{X_{1}=0\right\}\left[\operatorname{Pr}\left\{X_{2}=0 \mid X_{1}=0\right\}\right. \\
& \left.\cdot \operatorname{Pr}\left\{X_{2}^{\prime}=0 \mid X_{1}=0\right\}\right] \operatorname{Pr}\left\{X_{3}^{\prime}=0 \mid X_{2}=0\right\}\left[\operatorname{Pr}\left\{X_{3}=1 \mid X_{2}=0\right\}\right. \\
& \left.+\operatorname{Pr}\left\{X_{3}=0 \mid X_{2}=0\right\} \operatorname{Pr}\left\{X_{4}^{\prime}=1 \mid X_{3}=0\right\}\right]+\cdots \\
& +\operatorname{Pr}\left\{X_{1}=0\right\}\left[\operatorname{Pr}\left\{X_{2}=0 \mid X_{1}=0\right\} \operatorname{Pr}\left\{X_{2}^{\prime}=0 \mid X_{1}=0\right\}\right. \\
& \cdot \operatorname{Pr}\left\{X_{3}=0 \mid X_{2}=0\right\} \operatorname{Pr}\left\{X_{3}^{\prime}=0 \mid X_{2}=0\right\} \operatorname{Pr}\left\{X_{4}=0 \mid X_{3}=0\right\} \\
& \cdot \operatorname{Pr}\left\{X_{4}^{\prime}=0 \mid X_{3}=0\right\} \cdots \operatorname{Pr}\left\{X_{m-1}=0 \mid X_{m-2}=0\right\} \\
& \left.\cdot \operatorname{Pr}\left\{X_{m-1}^{\prime}=0 \mid X_{m-2}=0\right\}\right] \operatorname{Pr}\left\{X_{m}^{\prime}=0 \mid X_{m-1}=0\right\} \\
& \cdot\left[\operatorname{Pr}\left\{X_{m}=1 \mid X_{m-1}=0\right\}+\operatorname{Pr}\left\{X_{m}=0 \mid X_{m-1}=0\right\}\right. \\
& \left.\left.\cdot \operatorname{Pr}\left\{X_{m+1}^{\prime}=1 \mid X_{m}=0\right\}\right]\right\} \\
=\lim _{m \rightarrow \infty}\{ & 1-\operatorname{Pr}\left\{X_{1}=0\right\} \operatorname{Pr}\left\{X_{2}^{\prime}=0 \mid X_{1}=0\right\}+\operatorname{Pr}\left\{X_{1}=0\right\} \\
& \cdot \operatorname{Pr}\left\{X_{2}^{\prime}=0 \mid X_{1}=0\right\}\left[\left(1-\operatorname{Pr}\left\{X_{2}=0 \mid X_{1}=0\right\}\right)\right. \\
+ & \left.\operatorname{Pr}\left\{X_{2}=0 \mid X_{1}=0\right\}\left(1-\operatorname{Pr}\left\{X_{3}^{\prime}=0 \mid X_{2}=0\right\}\right)\right] \\
+ & \operatorname{Pr}\left\{X_{1}=0\right\}\left[\operatorname{Pr}\left\{X_{2}=0 \mid X_{1}=0\right\} \operatorname{Pr}\left\{X_{2}^{\prime}=0 \mid X_{1}=0\right\}\right] \\
& \cdot \operatorname{Pr}\left\{X_{3}^{\prime}=0 \mid X_{2}=0\right\}\left[\left(1-\operatorname{Pr}\left\{X_{3}=0 \mid X_{2}=0\right\}\right)\right. \\
+ & \left.\operatorname{Pr}\left\{X_{3}=0 \mid X_{2}=0\right\}\left(1-\operatorname{Pr}\left\{X_{4}^{\prime}=0 \mid X_{3}=0\right\}\right)\right] \\
+ & \cdots \tag{T.5}
\end{align*}
$$

where Eq. (T.5) continues on the next page in Eq. (T.6) as follows.

The equation Eq. (T.6) that follows below continues from the Eq. (T.5) in the last page.

$$
\begin{aligned}
& +\cdots+\operatorname{Pr}\left\{X_{1}=0\right\}\left[\operatorname{Pr}\left\{X_{2}=0 \mid X_{1}=0\right\} \operatorname{Pr}\left\{X_{2}^{\prime}=0 \mid X_{1}=0\right\}\right. \\
& \cdot \operatorname{Pr}\left\{X_{3}=0 \mid X_{2}=0\right\} \operatorname{Pr}\left\{X_{3}^{\prime}=0 \mid X_{2}=0\right\} \operatorname{Pr}\left\{X_{4}=0 \mid X_{3}=0\right\} \\
& \cdot \operatorname{Pr}\left\{X_{4}^{\prime}=0 \mid X_{3}=0\right\} \cdots \operatorname{Pr}\left\{X_{m-1}=0 \mid X_{m-2}=0\right\} \\
& \left.\cdot \operatorname{Pr}\left\{X_{m-1}^{\prime}=0 \mid X_{m-2}=0\right\}\right] \operatorname{Pr}\left\{X_{m}^{\prime}=0 \mid X_{m-1}=0\right\} \\
& \cdot\left[\left(1-\operatorname{Pr}\left\{X_{m}=0 \mid X_{m-1}=0\right\}\right)+\operatorname{Pr}\left\{X_{m}=0 \mid X_{m-1}=0\right\}\right. \\
& \left.\left.\cdot\left(1-\operatorname{Pr}\left\{X_{m+1}^{\prime}=0 \mid X_{m}=0\right\}\right)\right]\right\} \\
& =\lim _{m \rightarrow \infty}\left\{1-\operatorname{Pr}\left\{X_{1}=0\right\} \operatorname{Pr}\left\{X_{2}^{\prime}=0 \mid X_{1}=0\right\}+\operatorname{Pr}\left\{X_{1}=0\right\}\right. \\
& \cdot \operatorname{Pr}\left\{X_{2}^{\prime}=0 \mid X_{1}=0\right\}\left[1-\operatorname{Pr}\left\{X_{2}=0 \mid X_{1}=0\right\} \operatorname{Pr}\left\{X_{3}^{\prime}=0 \mid X_{2}=0\right\}\right] \\
& +\operatorname{Pr}\left\{X_{1}=0\right\}\left[\operatorname{Pr}\left\{X_{2}=0 \mid X_{1}=0\right\}\right. \\
& \left.\cdot \operatorname{Pr}\left\{X_{2}^{\prime}=0 \mid X_{1}=0\right\}\right] \operatorname{Pr}\left\{X_{3}^{\prime}=0 \mid X_{2}=0\right\}\left[1-\operatorname{Pr}\left\{X_{3}=0 \mid X_{2}=0\right\}\right. \\
& \left.\cdot \operatorname{Pr}\left\{X_{4}^{\prime}=0 \mid X_{3}=0\right\}\right]+\cdots+\operatorname{Pr}\left\{X_{1}=0\right\}\left[\operatorname{Pr}\left\{X_{2}=0 \mid X_{1}=0\right\}\right. \\
& \cdot \operatorname{Pr}\left\{X_{2}^{\prime}=0 \mid X_{1}=0\right\} \operatorname{Pr}\left\{X_{3}=0 \mid X_{2}=0\right\} \operatorname{Pr}\left\{X_{3}^{\prime}=0 \mid X_{2}=0\right\} \\
& \cdot \operatorname{Pr}\left\{X_{4}=0 \mid X_{3}=0\right\} \operatorname{Pr}\left\{X_{4}^{\prime}=0 \mid X_{3}=0\right\} \cdots \operatorname{Pr}\left\{X_{m-1}=0 \mid X_{m-2}=0\right\} \\
& \left.\cdot \operatorname{Pr}\left\{X_{m-1}^{\prime}=0 \mid X_{m-2}=0\right\}\right] \operatorname{Pr}\left\{X_{m}^{\prime}=0 \mid X_{m-1}=0\right\} \\
& \left.\cdot\left[1-\operatorname{Pr}\left\{X_{m}=0 \mid X_{m-1}=0\right\} \operatorname{Pr}\left\{X_{m+1}^{\prime}=0 \mid X_{m}=0\right\}\right]\right\} \\
& =\lim _{m \rightarrow \infty}\left\{1-\operatorname{Pr}\left\{X_{1}=0\right\}\left[\operatorname{Pr}\left\{X_{2}=0 \mid X_{1}=0\right\} \operatorname{Pr}\left\{X_{2}^{\prime}=0 \mid X_{1}=0\right\}\right.\right. \\
& \cdot \operatorname{Pr}\left\{X_{3}=0 \mid X_{2}=0\right\} \operatorname{Pr}\left\{X_{3}^{\prime}=0 \mid X_{2}=0\right\} \operatorname{Pr}\left\{X_{4}=0 \mid X_{3}=0\right\} \\
& \cdot \operatorname{Pr}\left\{X_{4}^{\prime}=0 \mid X_{3}=0\right\} \cdots \operatorname{Pr}\left\{X_{m-1}=0 \mid X_{m-2}=0\right\} \\
& \left.\cdot \operatorname{Pr}\left\{X_{m-1}^{\prime}=0 \mid X_{m-2}=0\right\}\right] \operatorname{Pr}\left\{X_{m}^{\prime}=0 \mid X_{m-1}=0\right\} \\
& \left.\cdot \operatorname{Pr}\left\{X_{m}=0 \mid X_{m-1}=0\right\} \operatorname{Pr}\left\{X_{m+1}^{\prime}=0 \mid X_{m}=0\right\}\right\} \\
& =\lim _{m \rightarrow \infty}\left\{1-\operatorname{Pr}\left\{X_{1}=0\right\} \operatorname{Pr}\left\{X_{m+1}^{\prime}=0 \mid X_{m}=0\right\}\right. \\
& \left.\cdot \prod_{i=1}^{m-1}\left[\operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\} \operatorname{Pr}\left\{X_{i+1}^{\prime}=0 \mid X_{i}=0\right\}\right]\right\}
\end{aligned}
$$

$$
\begin{align*}
=1-\operatorname{Pr}\left\{X_{1}=0\right\} & \lim _{m \rightarrow \infty} \operatorname{Pr}\left\{X_{m+1}^{\prime}=0 \mid X_{m}=0\right\} \\
& \cdot \lim _{m \rightarrow \infty} \prod_{i=1}^{m-1}\left[\operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\} \operatorname{Pr}\left\{X_{i+1}^{\prime}=0 \mid X_{i}=0\right\}\right] \tag{T.7}
\end{align*}
$$

But since the limiting terms of Eq. (T.7) satisfy the following facts:

$$
\begin{align*}
0 \leq & \lim _{m \rightarrow \infty} \operatorname{Pr}\left\{X_{m+1}^{\prime}=0 \mid X_{m}=0\right\} \\
& \cdot \lim _{m \rightarrow \infty} \prod_{i=1}^{m-1}\left[\operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\} \operatorname{Pr}\left\{X_{i+1}^{\prime}=0 \mid X_{i}=0\right\}\right] \\
\leq & \lim _{k \rightarrow \infty} \prod_{i=1}^{k-1}\left[p_{\max } p_{\max }^{\prime}\right]=\lim _{k \rightarrow \infty}\left[p_{\max } p_{\max }^{\prime}\right]^{k-1} \\
= & 0 \tag{T.8}
\end{align*}
$$

where without loss generality we assume there exist subsequences ${ }^{1}$ such that $0<\operatorname{Pr}\left\{X_{n_{i}+1}=\right.$ $\left.0 \mid X_{n_{i}}=0\right\}<1$ and $0<\operatorname{Pr}\left\{X_{m_{i}+1}^{\prime}=0 \mid X_{m_{i}}=0\right\}<1$ for $n_{1}<n_{2}<n_{3}<\cdots$ and $m_{1}<m_{2}<m_{3}<\cdots$, and

$$
\left\{\begin{array}{l}
0<p_{\max } \triangleq \max _{i \in\left\{n_{1}, n_{2}, \cdots, \infty\right\}}\left\{\operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\}\right\}<1  \tag{T.9}\\
0<p_{\max }^{\prime} \triangleq \max _{i \in\left\{m_{1}, m_{2}, \cdots, \infty\right\}}\left\{\operatorname{Pr}\left\{X_{i+1}^{\prime}=0 \mid X_{i}=0\right\}\right\}<1
\end{array}\right.
$$

Thus, we obtain:

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \sum_{k=1}^{m} \psi_{d}\left(P_{k}, \infty\right)=1 \tag{T.10}
\end{equation*}
$$

Thus, $\psi_{d}\left(P_{k}, \infty\right), \forall k \in\{1,2, \cdots, \infty\}$ defines a valid probability mass function. In addition, Eq. (T.10) also implies that there exist at least one dominant bottleneck path as $m \rightarrow \infty$. On the other hand, based on the tree structure defined by Definitions 5.2 .1 and 5.2 .2 , there is at most one dominant bottleneck path. Thus, there exists one and only one dominant bottleneck path, which completes the proof.
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## APPENDIX U

## PROOF OF THEOREM 5.3.1

Proof. Claim 1: Consider link-marking states $X_{i}$ and $X_{i+1}$ over links $L_{i}$ and $L_{i+1}$ for $i=1,2, \cdots$. Using the partition rule, we can write the Markov chain $\left\{X_{i}\right\}$ 's state probability (for $X_{i+1}=0$ ) at link $L_{i+1}$ as follows:

$$
\begin{align*}
\operatorname{Pr}\left\{X_{i+1}=0\right\}= & \operatorname{Pr}\left\{X_{i}=0\right\} \operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\} \\
& +\operatorname{Pr}\left\{X_{i}=1\right\} \operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=1\right\} \tag{U.1}
\end{align*}
$$

By defining

$$
\begin{equation*}
w^{(i)} \triangleq \operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\} \quad \text { and } \quad v^{(i)} \triangleq \operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=1\right\} \tag{U.2}
\end{equation*}
$$

Eq. (U.1) reduces to

$$
\begin{equation*}
w^{(i)}=\frac{1-p_{i+1}}{1-p_{i}}-\frac{p_{i}}{1-p_{i}} v^{(i)} \tag{U.3}
\end{equation*}
$$

which defines a fundamental relationship between the two condition distributions $w^{(i)}$ and $v^{(i)}$ for the given marginal marking distributions $p_{i}$ and $p_{i+1}$ by the function $f(\cdot)$ as follows:

$$
\begin{equation*}
w^{(i)} \triangleq f\left(v^{(i)}\right) \triangleq \frac{1-p_{i+1}}{1-p_{i}}-\frac{p_{i}}{1-p_{i}} v^{(i)} \tag{U.4}
\end{equation*}
$$

Our goal is to find a general system functional

$$
\begin{equation*}
w^{(i)}=\varphi\left(\alpha_{i}, p_{i}, p_{i+1}\right) . \tag{U.5}
\end{equation*}
$$



Figure U.1: Markov-chain dependency-degree modeling for CASE 1 and CASE 2
which expresses the conditional distribution $w^{(i)}$ as a function of the Markov-chain dependencydegree factor $\alpha_{i} \in[0,1]$, and the marginal probability distributions $p_{i}$ and $p_{i+1}$.

Then we can solve for the upper and lower bounds for $w^{(i)}=\varphi\left(\alpha_{i}, p_{i}, p_{i+1}\right)$ such that the following three constraints are satisfied:

C1. $\left(w^{(i)}, v^{(i)}\right) \in\left\{\left(w^{(i)}, v^{(i)}\right) \mid w^{(i)}=f\left(v^{(i)}\right)\right\}$ : where $f(\cdot)$ is defined in Eq. (U.4);
C2. $w^{(i)}>v^{(i)}$ : because the Markov chain $\left\{X_{i}\right\}$ is positively dependent (see Definition 5.3.1);

C3. $0 \leq w^{(i)}, v^{(i)} \leq 1$ : because $w^{(i)}, v^{(i)}$ are both probabilities.
We need to consider the following two cases, depending on $p_{i} \geq p_{i+1}$ or $p_{i}<p_{i+1}$.
CASE 1: $p_{i} \geq p_{i+1}$. To help present the proof, Figure U.1(a) plots the derived feasible solution regions, under the above three constraints C1, C2, and C3, for CASE 1 in a 2dimensional space spanned by $v^{(i)}$ and $w^{(i)}$ as the horizontal and vertical axis, respectively. C1 states that all solution points must be on the straight line defined by $w^{(i)}=f\left(v^{(i)}\right)=$ $\frac{1-p_{i+1}}{1-p_{i}}-\frac{p_{i}}{1-p_{i}} v^{(i)} ; \mathbf{C} 2$ says that all solution points must be within the region between the positive half axis of $w^{(i)}$ and the $45^{\circ}$ straight line $w^{(i)}=v^{(i)}$ (the shaded area in Figure U.1(a)); C3 requires that all solution points must be within the unit square area $w^{(i)} \in[0,1]$ and $v^{(i)} \in[0,1]$.

Applying C1 through C3, the solution point set for $\left\{\left(w^{(i)}, v^{(i)}\right)\right\}$ lie between points $A$ and $B$ along the straight line $w^{(i)}=f\left(v^{(i)}\right)=\frac{1-p_{i+1}}{1-p_{i}}-\frac{p_{i}}{1-p_{i}} v^{(i)}$. After some algebraic manipulation, we can show that the projection points of $A$ and $B$ onto $v^{(i)}$ and $w^{(i)}$ axises are $w_{A}^{(i)}=1, w_{B}^{(i)}=1-p_{i+1}$ and $v_{A}^{(i)}=\frac{p_{i}-p_{i+1}}{p_{i}}, v_{B}^{(i)}=1-p_{i+1}$, respectively.

Then, the projection points of $A$ and $B$ onto the $w^{(i)}$ axis give $w^{(i)}$ 's upper bounds $w_{\max }^{(i)}$ and lower bound $w_{m i n}^{(i)}$, respectively. Likewise, the projection points of $A$ and $B$ onto the $v^{(i)}$ axis yields $v^{(i)}$ 's lower bounds $v_{m i n}^{(i)}$ and upper bound $v_{\max }^{(i)}$, respectively. That is,

$$
\left\{\begin{array}{l}
w_{\min }^{(i)}=w_{B}^{(i)}=1-p_{i+1} ;  \tag{U.6}\\
w_{\max }^{(i)}=w_{A}^{(i)}=1 ;
\end{array} \quad \Longrightarrow \quad 1-p_{i+1} \leq \operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\} \leq 1,\right.
$$

which proves the first part of Eq. (5.13). Similarly,

$$
\left\{\begin{array}{l}
v_{\min }^{(i)}=v_{A}^{(i)}=\frac{p_{i}-p_{i+1}}{p_{i}} ;  \tag{U.7}\\
v_{\max }^{(i)}=v_{B}^{(i)}=1-p_{i+1} ;
\end{array} \quad \Longrightarrow \quad \frac{p_{i}-p_{i+1}}{p_{i}} \leq \operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=1\right\} \leq 1-p_{i+1}\right.
$$

which leads to the first part of Eq. (5.15).
CASE 2: $p_{i}<p_{i+1}$. Figure U.1(b) plots the derived feasible solution regions, under the three constraints C1 through C3, for CASE 2 in the same axis-coordinate system. Using constraints C1 through C3 we obtain similar results to those under CASE 1. However, the straight line $w^{(i)}=f\left(v^{(i)}\right)=\frac{1-p_{i+1}}{1-p_{i}}-\frac{p_{i}}{1-p_{i}} v^{(i)}$ intersects with the $w^{(i)}$ axis at point smaller than 1 while CASE 1's corresponding intersection point is larger than 1 , because $p_{i}<p_{i+1}$. This requires recalculation of the changed projection points of straight line between $A$ and $B$ onto $v^{(i)}$ and $w^{(i)}$ axises, which are shown to be $w_{A}^{(i)}=\frac{1-p_{i+1}}{1-p_{i}}, w_{B}^{(i)}=$ $1-p_{i+1}$ and $v_{A}^{(i)}=0, v_{B}^{(i)}=1-p_{i+1}$, respectively.

Thus, the new projection points of $A$ and $B$ onto the $w^{(i)}$ and $v^{(i)}$ axises yield CASE 2's upper and lower bounds for $w^{(i)}$ and $v^{(i)}$, respectively. That is,

$$
\left\{\begin{array}{l}
w_{\min }^{(i)}=w_{B}^{(i)}=1-p_{i+1} ;  \tag{U.8}\\
w_{m a x}^{(i)}=w_{A}^{(i)}=\frac{1-p_{i+1}}{1-p_{i}} ;
\end{array} \quad \Longrightarrow \quad 1-p_{i+1} \leq \operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\} \leq \frac{1-p_{i+1}}{1-p_{i}}\right.
$$

which proves the second part of Eq. (5.13). Likewise,

$$
\left\{\begin{array}{l}
v_{\min }^{(i)}=v_{A}^{(i)}=0 ;  \tag{U.9}\\
v_{\max }^{(i)}=v_{B}^{(i)}=1-p_{i+1} ;
\end{array} \quad \Longrightarrow \quad 0 \leq \operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=1\right\} \leq 1-p_{i+1}\right.
$$

which proves the second part of Eq. (5.15).
Notice that adding both sides of Eq. (5.13) to those of Eq. (5.14), and Eq. (5.15) to those of Eq. (5.16), equals 1 , respectively. We expected this result, because they are two mutually-complement events and must satisfy the normalization condition, i.e., $\operatorname{Pr}\left\{X_{i+1}=\right.$ $\left.0 \mid X_{i}=0\right\}+\operatorname{Pr}\left\{X_{i+1}=1 \mid X_{i}=0\right\}=1$ and $\operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=1\right\}+\operatorname{Pr}\left\{X_{i+1}=1 \mid X_{i}=\right.$ $1\}=1$. However, we need to prove that this still holds under the proposed Markov-chain dependency-degree model by independently proving Eqs. (5.14) and (5.16). For this, we apply the partition rule again over the state probability of $X_{i+1}=1$ :

$$
\begin{align*}
\operatorname{Pr}\left\{X_{i+1}=1\right\}= & \operatorname{Pr}\left\{X_{i}=0\right\} \operatorname{Pr}\left\{X_{i+1}=1 \mid X_{i}=0\right\} \\
& +\operatorname{Pr}\left\{X_{i}=1\right\} \operatorname{Pr}\left\{X_{i+1}=1 \mid X_{i}=1\right\} \tag{U.10}
\end{align*}
$$

By defining

$$
\begin{equation*}
\bar{w}^{(i)} \triangleq \operatorname{Pr}\left\{X_{i+1}=1 \mid X_{i}=0\right\} \quad \text { and } \quad \bar{v}^{(i)} \triangleq \operatorname{Pr}\left\{X_{i+1}=1 \mid X_{i}=1\right\} \tag{U.11}
\end{equation*}
$$

Eq. (U.10) reduces to

$$
\begin{equation*}
\bar{w}^{(i)}=\frac{p_{i+1}}{1-p_{i}}-\frac{p_{i}}{1-p_{i}} \bar{v}^{(i)} \tag{U.12}
\end{equation*}
$$

Thus, the fundamental relationship between $\bar{w}^{(i)}$ and $\bar{v}^{(i)}$ is given by

$$
\begin{equation*}
\bar{w}^{(i)} \triangleq \bar{f}\left(\bar{v}^{(i)}\right) \triangleq \frac{p_{i+1}}{1-p_{i}}-\frac{p_{i}}{1-p_{i}} \bar{v}^{(i)} . \tag{U.13}
\end{equation*}
$$

We can now solve for the upper and lower bounds for $\bar{w}^{(i)}$ subject to the following three constraints:
$\bar{C} 1 .\left(\bar{w}^{(i)}, \bar{v}^{(i)}\right) \in\left\{\left(\bar{w}^{(i)}, \bar{v}^{(i)}\right) \mid \bar{w}^{(i)}=\bar{f}\left(\bar{v}^{(i)}\right)\right\}$ : where $\bar{f}(\cdot)$ is defined in Eq. (U.13);
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$\bar{C}$ 2. $\bar{w}^{(i)}<\bar{v}^{(i)}$ : because the Markov chain $\left\{X_{i}\right\}$ is positively dependent (see Definition 5.3.1);
$\bar{C} 3.0 \leq \bar{w}^{(i)}, \bar{v}^{(i)} \leq 1$ : because $\bar{w}^{(i)}, \bar{v}^{(i)}$ are probabilities.
Figure U. 2 plots the derived feasible solution regions, under the three constraints $\bar{C} 1$ through $\bar{C} 3$ which also generate two different cases (CASE 3 and CASE 4, depending on $p_{i} \geq p_{i+1}$ or $p_{i}<p_{i+1}$, respectively) as follows.
CASE 3: $p_{i} \geq p_{i+1}$. Figure U.2(a) plots the derived feasible solution regions, under the above three constraints $\bar{C} 1, \bar{C} 2$, and $\bar{C} 3$, for CASE 3 in a 2-dimensional space spanned by $\bar{v}^{(i)}$ and $\bar{w}^{(i)}$ as the horizontal and vertical axis, respectively. $\bar{C} 1$ states that all solution points must be on the straight line defined by $\bar{w}^{(i)}=f\left(\bar{v}^{(i)}\right)=\frac{p_{i+1}}{1-p_{i}}-\frac{p_{i}}{1-p_{i}} \bar{v}^{(i)} ; \bar{C} 2$ says that all solution points must be within the region between the positive half axis of $\bar{v}^{(i)}$ and the $45^{\circ}$ straight line $\bar{w}^{(i)}=\bar{v}^{(i)}$ (the shaded area in Figure U.2(a) - Notice that constraint $\bar{C} 2$ is opposite to $\mathbf{C 2}$, which makes the feasible solution area (shaded area in Figure U.2) flip down to the area between $\bar{v}^{(i)}$ 's positive-half axis and $45^{\circ}$ line); $\bar{C} 3$ requires that all solution points must be within the unit square area $\bar{w}^{(i)} \in[0,1]$ and $\bar{v}^{(i)} \in[0,1]$.

Applying $\bar{C} 1$ through $\bar{C} 3$, the solution point set for $\left\{\left(\bar{w}^{(i)}, \bar{v}^{(i)}\right)\right\}$ lie between points $\bar{A}$ and $\bar{B}$ along the straight line $\bar{w}^{(i)}=f\left(\bar{v}^{(i)}\right)=\frac{p_{i+1}}{1-p_{i}}-\frac{p_{i}}{1-p_{i}} \bar{v}^{(i)}$. After some algebraic
manipulation, we can show that the projection points of $\bar{A}$ and $\bar{B}$ onto $\bar{v}^{(i)}$ and $\bar{w}^{(i)}$ axises are $\bar{w}_{\bar{A}}^{(i)}=p_{i+1}, \bar{w}_{\bar{B}}^{(i)}=0$ and $\overline{v_{A}}=p_{i+1}, \bar{v}_{\bar{B}}^{(i)}=\frac{p_{i+1}}{p_{i}}$, respectively.

Then, the projection points of $\bar{A}$ and $\bar{B}$ onto the $\bar{w}^{(i)}$ axis give $\bar{w}^{(i)}$ 's upper bounds $\bar{w}_{\text {max }}^{(i)}$ and lower bound $\bar{w}_{m i n}^{(i)}$, respectively. Likewise, the projection points of $\bar{A}$ and $\bar{B}$ onto the $\bar{v}^{(i)}$ axis yields $\bar{v}^{(i)}$ 's lower bounds $\bar{v}_{\text {min }}^{(i)}$ and upper bound $\bar{v}_{\text {max }}^{(i)}$, respectively. That is,

$$
\left\{\begin{array}{l}
\bar{w}_{\min }^{(i)}=\bar{w}_{\bar{B}}^{(i)}=0 ;  \tag{U.14}\\
\bar{w}_{\max }^{(i)}=\bar{w}_{\bar{A}}^{(i)}=p_{i+1} ;
\end{array} \quad \Longrightarrow \quad 0 \leq \operatorname{Pr}\left\{X_{i+1}=1 \mid X_{i}=0\right\} \leq p_{i+1}\right.
$$

which proves the first part of Eq. (5.14). Similarly,

$$
\left\{\begin{array}{l}
\bar{v}_{\min }^{(i)}=\bar{v}_{\bar{A}}^{(i)}=p_{i+1} ;  \tag{U.15}\\
\bar{v}_{\max }^{(i)}=\bar{v}_{\bar{B}}^{(i)}=\frac{p_{i+1}}{p_{i}} ;
\end{array} \quad \Longrightarrow \quad p_{i+1} \leq \operatorname{Pr}\left\{X_{i+1}=1 \mid X_{i}=1\right\} \leq \frac{p_{i+1}}{p_{i}}\right.
$$

which leads to the first part of Eq. (5.16).
CASE 4: $p_{i}<p_{i+1}$. Figure U.2(b) plots the derived feasible solution regions, under $\bar{C} 1$ through $\bar{C} 3$ for CASE 4 in the same axis-coordinate system. Using $\overline{C 1}, \bar{C} 2$, and $\bar{C} 3$, we obtain similar results to those under CASE 3. However, the straight line $\bar{w}^{(i)}=f\left(\bar{v}^{(i)}\right)=$ $\frac{p_{i+1}}{1-p_{i}}-\frac{p_{i}}{1-p_{i}} \bar{v}^{(i)}$ intersects the $\bar{v}^{(i)}$ axis at point larger than 1 while CASE 3's corresponding intersection point is smaller than 1 , because $p_{i}<p_{i+1}$. This needs to recalculate the changed projection points of straight line between $\bar{A}$ and $\bar{B}$ onto $\bar{v}^{(i)}$ and $\bar{w}^{(i)}$ axises, which are shown to be $\bar{w} \frac{(i)}{A}=p_{i}, \bar{w}_{\bar{B}}^{(i)}=\frac{p_{i+1}-p_{i}}{1-p_{i}}$ and $\bar{v}_{\bar{A}}^{(i)}=p_{i+1}, \bar{v}_{\bar{B}}^{(i)}=1$, respectively.

Thus, the new projection points of $\bar{A}$ and $\bar{B}$ onto the $\bar{w}^{(i)}$ and $\bar{v}^{(i)}$ axises yield CASE 4's the upper and lower bounds for $\bar{w}^{(i)}$ and $\bar{v}^{(i)}$, respectively. That is,

$$
\left\{\begin{array}{l}
\bar{w}_{\min }^{(i)}=\bar{w}_{\bar{B}}^{(i)}=\frac{p_{i+1}-p_{i}}{1-p_{i}} ;  \tag{U.16}\\
\bar{w}_{\text {max }}^{(i)}=\bar{w}_{A}^{(i)}=p_{i+1} ;
\end{array} \quad \Longrightarrow \quad \frac{p_{i+1}-p_{i}}{1-p_{i}} \leq \operatorname{Pr}\left\{X_{i+1}=1 \mid X_{i}=0\right\} \leq p_{i+1}\right.
$$

which proves the second part of Eq. (5.14). Likewise,

$$
\left\{\begin{array}{l}
\bar{v}_{\min }^{(i)}=\bar{v}_{\bar{A}}^{(i)}=p_{i+1} ;  \tag{U.17}\\
\bar{v}_{\max }^{(i)}=\bar{v}_{\bar{B}}^{(i)}=1 ;
\end{array} \quad \Longrightarrow \quad p_{i+1} \leq \operatorname{Pr}\left\{X_{i+1}=1 \mid X_{i}=1\right\} \leq 1\right.
$$

which proves the second part of Eq. (5.16).
Claim 2: Since we want to derive the function of

$$
\begin{equation*}
\operatorname{Pr}\left\{X_{i+1}=x_{i+1} \mid X_{i}=x_{i}\right\}=\varphi\left(\alpha_{i}, p_{i}, p_{i+1}\right), \tag{U.18}
\end{equation*}
$$

which can model all possible dependency-degrees between $X_{i+1}$ and $X_{i}$, we introduce a realvalued Markov-chain dependency-degree factor $\alpha_{i} \in[0,1]$ by which we define an exponential average between the upper and lower bounds of $\operatorname{Pr}\left\{X_{i+1}=x_{i+1} \mid X_{i}=x_{i}\right\}$ derived in Claim 1 to evaluate the conditional probability distribution $\operatorname{Pr}\left\{X_{i+1}=x_{i+1} \mid X_{i}=x_{i}\right\}$. That is,

$$
\begin{align*}
& \operatorname{Pr}\left\{X_{i+1}=x_{i+1} \mid X_{i}=x_{i}\right\} \triangleq \\
& \qquad \begin{cases}w^{(i)}=\operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\}=w_{\min }^{(i)}+\alpha_{i}\left(w_{\max }^{(i)}-w_{\min }^{(i)}\right), & \text { if } x_{i+1}=0 \wedge x_{i}=0 ; \\
\bar{w}^{(i)}=\operatorname{Pr}\left\{X_{i+1}=1 \mid X_{i}=0\right\}=\bar{w}_{\min }^{(i)}+\left(1-\alpha_{i}\right)\left(\bar{w}_{\max }^{(i)}-\bar{w}_{\min }^{(i)}\right), & \text { if } x_{i+1}=1 \wedge x_{i}=0 ; \\
v^{(i)}=\operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=1\right\}=v_{\min }^{(i)}+\left(1-\alpha_{i}\right)\left(v_{\max }^{(i)}-v_{\min }^{(i)}\right), & \text { if } x_{i+1}=0 \wedge x_{i}=1 ; \\
\bar{v}^{(i)}=\operatorname{Pr}\left\{X_{i+1}=1 \mid X_{i}=1\right\}=\bar{v}_{\min }^{(i)}+\alpha_{i}\left(\bar{v}_{\max }^{(i)}-\bar{v}_{\min }^{(i)}\right), & \text { if } x_{i+1}=1 \wedge x_{i}=1 ;\end{cases} \tag{U.19}
\end{align*}
$$

where $w_{\min }^{(i)}, w_{\max }^{(i)}, v_{\min }^{(i)}, v_{\max }^{(i)}, \bar{w}_{\min }^{(i)}, \bar{w}_{\max }^{(i)}, \bar{v}_{\min }^{(i)}$, and $\bar{v}_{\max }^{(i)}$ are defined by Eqs. (U.6), (U.8), (U.7), (U.9), (U.14), (U.16), (U.15), and (U.17), respectively, depending on $p_{i} \geq p_{i_{+1}}$ or $p_{i}<p_{i+1}$.

Notice that because $w^{(i)}$ and $\bar{w}^{(i)}$ are probabilities of two mutually-complement events, and so are $v^{(i)}$ and $\bar{v}^{(i)}$, in Eq. (U.19) we need to use two complementary dependency-degree factors $\alpha_{i}$ and ( $1-\alpha_{i}$ ) to calculate the exponential average. According to the Claim 1 proved above, the conditional distribution of $\operatorname{Pr}\left\{X_{i+1}=x_{i+1} \mid X_{i}=x_{i}\right\}$ must take a value between its upper and lower bounds. Thus, by tuning the Markov-chain dependencydegree factor $\alpha_{i}$ from 0 to 1, Eq. (U.19) ensures that $\operatorname{Pr}\left\{X_{i+1}=x_{i+1} \mid X_{i}=x_{i}\right\}$ can take
any possible values between its upper and lower bounds. This proves that there exists a real-valued number $\alpha_{i} \in[0,1]$ such that all possible dependency-degrees between random variables $X_{i}$ and $X_{i+1}$ can be measured by the Markov-chain dependency-degree factor $\alpha_{i} \in[0,1]$.

Eq. (5.17) needs to be proved for all four different conditional distributions of $\operatorname{Pr}\left\{X_{i+1}=\right.$ $\left.x_{i+1} \mid X_{i}=x_{i}\right\}$, respectively, each corresponding to one of the four different combinations of $\left(x_{i}, x_{i+1}\right)$ where $x_{i}, x_{i+1} \in\{0,1\}$. Here we only give the proof for $\operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\}$ and the proofs for the other three combination cases $\left(\operatorname{Pr}\left\{X_{i+1}=1 \mid X_{i}=0\right\}, \operatorname{Pr}\left\{X_{i+1}=\right.\right.$ $\left.0 \mid X_{i}=1\right\}$, and $\operatorname{Pr}\left\{X_{i+1}=1 \mid X_{i}=1\right\}$ ), which are omitted for lack of space, can be obtained in the way similar to the proof for $\operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\}$ that follows below. To prove Eq. (5.17) for $x_{i}=x_{i+1}=0$, we also need to consider the following two cases:

CASE I: $p_{i} \geq p_{i+1}$. Using Eqs. (U.6) and (U.19), we obtain:

$$
w^{(i)}=\operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\}= \begin{cases}1-p_{i+1}, & \text { if } \alpha_{i}=0 ;  \tag{U.20}\\ 1, & \text { if } \alpha_{i}=1 ;\end{cases}
$$

We prove two opposite directions of the iff condition as follows:
" $\Longrightarrow$ ":

$$
\begin{align*}
\operatorname{Pr}\left\{X_{i+1}=0, X_{i}=0\right\} & =\operatorname{Pr}\left\{X_{i}=0\right\} \operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\}=\operatorname{Pr}\left\{X_{i}=0\right\} w^{(i)}  \tag{U.21}\\
& = \begin{cases}\operatorname{Pr}\left\{X_{i}=0\right\}\left(1-p_{i+1}\right), & \text { if } \alpha_{i}=0 ; \\
\operatorname{Pr}\left\{X_{i}=0\right\}, & \text { if } \alpha_{i}=1 ;\end{cases}  \tag{U.22}\\
& = \begin{cases}\operatorname{Pr}\left\{X_{i}=0\right\} \operatorname{Pr}\left\{X_{i+1}=0\right\}, & \text { if } \alpha_{i}=0 ; \\
\operatorname{Pr}\left\{X_{i}=0\right\}, & \text { if } \alpha_{i}=1 ;\end{cases} \tag{U.23}
\end{align*}
$$

The first part of Eq. (U.23) says if $\alpha_{i}=0$, then $\operatorname{Pr}\left\{X_{i+1}=0, X_{i}=0\right\}=\operatorname{Pr}\left\{X_{i+1}=\right.$ $0\} \operatorname{Pr}\left\{X_{i}=0\right\}$, i.e., $\left\{X_{i}=0\right\}$ and $\left\{X_{i+1}=0\right\}$ are independent. The second part of Eq. (U.23) says if $\alpha_{i}=1$, then $\operatorname{Pr}\left\{X_{i+1}=0, X_{i}=0\right\}=\operatorname{Pr}\left\{X_{i}=0\right\}$, implying that $\left\{X_{i}=0\right\}$ and $\left\{X_{i+1}=0\right\}$ are "perfectly" dependent. This is because $\operatorname{Pr}\left\{X_{i+1}=0, X_{i}=\right.$ $0\}=\operatorname{Pr}\left\{X_{i}=0\right\}$ if and only if $\left\{X_{i}=0\right\}$ is a sub-event ${ }^{1}$ of $\left\{X_{i+1}=0\right\}$. Also, here $\left\{X_{i}=0\right\}$

[^20]is a sub-event of $\left\{X_{i+1}=0\right\}$ because $p_{i} \geq p_{i+1}$ implies $\operatorname{Pr}\left\{X_{i}=0\right\}=1-p_{i} \leq 1-p_{i+1}=$ $\operatorname{Pr}\left\{X_{i+1}=0\right\}$.
$" \Longleftarrow ":$ If $\left\{X_{i+1}=0\right\}$ and $\left\{X_{i}=0\right\}$ are independent, then $\operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\}=$ $\operatorname{Pr}\left\{X_{i+1}=0\right\}=1-p_{i+1}=\left.w^{(i)}\right|_{\alpha_{i}=0}$ for $p_{i} \geq p_{i+1}$, where the last equation ( $1-p_{i+1}=$ $\left.w^{(i)}\right|_{\alpha_{i}=0}$ ) is due to Eq. (U.20). Thus, we obtain: $\alpha_{i}=0$, which proves the first part of Eq. (5.17). On the other hand, if $\left\{X_{i}=0\right\}$ and $\left\{X_{i+1}=0\right\}$ are perfectly dependent and because $p_{i} \geq p_{i+1}$, then $\left\{X_{i}=0\right\}$ is a sub-event of $\left\{X_{i+1}=0\right\}$ as shown in the above. This implies that if $\left\{X_{i}=0\right\}$ occurs, then $\left\{X_{i+1}=0\right\}$ must occur under the positive dependence given by Definition 5.3.1. This means that $\operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\}=1=\left.w^{(i)}\right|_{\alpha_{i}=1}$ for $p_{i} \geq p_{i+1}$, where the last equation ( $1=\left.w^{(i)}\right|_{\alpha_{i}=1}$ ) is due to Eq. (U.20). Thus, we obtain: $\alpha_{i}=1$, which proves the second part of Eq. (5.17).

CASE II: $p_{i}<p_{i+1}$. Using Eqs. (U.8) and (U.19), we obtain:

$$
w^{(i)}=\operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\}= \begin{cases}1-p_{i+1}, & \text { if } \alpha_{i}=0  \tag{U.24}\\ \frac{1-p_{i+1}}{1-p_{i}}, & \text { if } \alpha_{i}=1\end{cases}
$$

The independent parts ( $\alpha_{i}=0$ ) proof remain the same as in CASE I proved above. Now, we prove the iff condition for the perfect dependent part in the following two opposite directions.
$" \Longrightarrow$ ": If $\alpha_{i}=1$, then $\operatorname{Pr}\left\{X_{i+1}=0, X_{i}=0\right\} \equiv \operatorname{Pr}\left\{X_{i}=0\right\} \operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\}=$ $\left.\operatorname{Pr}\left\{X_{i}=0\right\} w^{(i)}\right|_{\alpha_{i}=1}=\operatorname{Pr}\left\{X_{i}=0\right\}\left(\frac{1-p_{i+1}}{1-p_{i}}\right)=\left(1-p_{i}\right)\left(\frac{1-p_{i+1}}{1-p_{i}}\right)=1-p_{i+1}=$ $\operatorname{Pr}\left\{X_{i+1}=0\right\}$. This says $\left\{X_{i}=0\right\}$ and $\left\{X_{i+1}=0\right\}$ are "perfectly" dependent, and in fact $\left\{X_{i+1}=0\right\}$ is proper sub-event of $\left\{X_{i}=0\right\}$ because $p_{i}<p_{i+1}$ implies $\operatorname{Pr}\left\{X_{i+1}=0\right\}=$ $1-p_{i+1}<1-p_{i}=\operatorname{Pr}\left\{X_{i}=0\right\}$.
" ": If $\left\{X_{i}=0\right\}$ and $\left\{X_{i+1}=0\right\}$ are "perfectly" dependent, then $\left\{X_{i+1}=0\right\}$ is proper sub-event of $\left\{X_{i}=0\right\}$ because $p_{i}<p_{i+1}$, i.e., $\operatorname{Pr}\left\{X_{i+1}=0\right\}=1-p_{i+1}<1-p_{i}=\operatorname{Pr}\left\{X_{i}=\right.$

0\}. So, $\operatorname{Pr}\left\{X_{i+1}=0, X_{i}=0\right\}=\operatorname{Pr}\left\{X_{i+1}=0\right\}=\left(1-p_{i+1}\right)$. But $\operatorname{Pr}\left\{X_{i+1}=0, X_{i}=\right.$ $0\} \equiv \operatorname{Pr}\left\{X_{i}=0\right\} \operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\}=\left(1-p_{i+1}\right) \equiv\left(1-p_{i}\right)\left(\frac{1-p_{i+1}}{1-p_{i}}\right)=\operatorname{Pr}\left\{X_{i}=\right.$ $0\}\left(\frac{1-p_{i+1}}{1-p_{i}}\right)$. This implies that $\operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\}=\frac{1-p_{i+1}}{1-p_{i}}=\left.w^{(i)}\right|_{\alpha_{i}=1}$ for $p_{i}<p_{i+1}$ according to Eq. (U.24). Thus, we obtain $\alpha_{i}=1$, which proves the second part of Eq. (5.17). This completes the proof of Eq. (5.17) for the case of $x_{i+1}=0$ and $x_{i}=0$.

Eq. (5.18) can be proved in a similar way used to prove Eq. (5.17).
Claim 3: Eqs. (5.19) - (5.22) follow by plugging Eqs. (5.13) - (5.16) into Eq. (U.19). Hence the proof follows.

## APPENDIX V

## PROOF OF THEOREM 5.4.1

Proof. Claim 1: It follows directly from Claim 2 of Corollary 5.3.1 by letting $p_{i}=p_{i}^{\prime}=p$ and $\alpha_{i}=\alpha_{i}^{\prime}=\alpha \forall i \in\{1,2, \cdots\}$.

Claim 2: Since $\psi_{d}\left(P_{k}, \alpha, p, m\right)$ is a real-valued continuous function of $p$ and differentiable for $0<p<1$, we can take a partial derivative of $\psi_{d}\left(P_{k}, \alpha, p, m\right)$ with respect to $p$ and set it to zero. For different ranges of $k$, we have the following three cases.

CASE 1. $k=1$ : Noticing that $\left.\psi_{d}\left(P_{k}, \alpha, p, m\right)\right|_{k=1}$ is a strictly increasing function of $p$ for $\alpha \in[0,1]$, and $\left.\psi_{d}\left(P_{k}, \alpha, p, m\right)\right|_{(k=1, p=1)}=1$, i.e., $\left.\psi_{d}\left(P_{k}, \alpha, p, m\right)\right|_{k=1}$ attains the maximum value at the boundary point $p=1$, we obtain $p^{*}=1$, thus yielding the first part of Eq. (5.27).

CASE 2. $k=m$ :

$$
\begin{align*}
\left.\frac{\partial \psi_{d}\left(P_{k}, \alpha, p, m\right)}{\partial p}\right|_{k=m}= & (1-\alpha)\left\{(1-2 p)[1-(1-\alpha) p]^{2 m-3}\right. \\
& \left.-(1-\alpha)(2 m-3) p(1-p)[1-(1-\alpha) p]^{2 m-4}\right\}=0 \tag{V.1}
\end{align*}
$$

Solving Eq. (V.1) for the meaningful solution (root) with respect to $p$ under the constraint of $0<p<1$, we obtain:

$$
\begin{equation*}
p^{*}=\arg \max _{0<p<1} \psi_{d}\left(P_{k}, p, m\right)=\frac{m-(m-1) \alpha-\sqrt{[m-(m-1) \alpha]^{2}-(1-\alpha)(2 m-1)}}{(1-\alpha)(2 m-1)} \tag{V.2}
\end{equation*}
$$

which is unique and gives the second part of the Eq. (5.27).

CASE 3. $2 \leq k \leq m-1$ :

$$
\begin{align*}
\frac{\partial \psi_{d}\left(P_{k}, \alpha, p, m\right)}{\partial p}= & {[(1-2 p)(2-p+\alpha p)-(1-\alpha)(1-p) p][1-(1-\alpha) p]^{2 k-3} } \\
& -(1-\alpha)(2 k-3)(1-p) p[2-(1-\alpha) p][1-(1-\alpha) p]^{2 k-4}=0 \tag{V.3}
\end{align*}
$$

Reducing Eq. (V.3), we get Eq. (5.28).
Claim 3: Since $\psi_{d}\left(P_{k}, \alpha, p, m\right)$ is a real-valued continuous function of $\alpha$ and differentiable for $0 \leq \alpha \leq 1$, we can take a partial derivative of $\psi_{d}\left(P_{k}, \alpha, p, m\right)$ with respect to $\alpha$ and set it to zero. For different ranges of $k$, we have the following two cases.
CASE 1. $2 \leq k \leq m-1$ and $k \geq\left\lceil\frac{1}{2}+\frac{1}{p(2-p)}\right\rceil:$

$$
\begin{align*}
\frac{\partial \psi_{d}\left(P_{k}, \alpha, p, m\right)}{\partial \alpha}= & {[p(1-\alpha)-(2-p+\alpha p)][1-(1-\alpha) p]^{2 k-3} } \\
& +(2 k-3)(1-\alpha) p[2-(1-\alpha) p][1-(1-\alpha) p]^{2 k-4}=0 \tag{V.4}
\end{align*}
$$

Solving Eq. (V.4) for the root with respect to $\alpha$ which is unique and noticing $\alpha \geq 0$, we obtain:

$$
\begin{gathered}
\alpha^{*}=\frac{p-1}{p}+\frac{1}{p} \sqrt{1-\frac{2}{2 k-1}} ;
\end{gathered} \begin{aligned}
& \text { but } \alpha^{*} \geq 0 \text { and } k \text { must be an integer, so we have: } \\
& \\
& k \geq\left\lceil\frac{1}{2}+\frac{1}{p(2-p)}\right\rceil
\end{aligned}
$$

which gives the first part of Eq. (5.29).
CASE 2. $k=m$ and $k \geq\left\lceil 1+\frac{1}{2 p}\right\rceil:$

$$
\begin{equation*}
\left.\frac{\partial \psi_{d}\left(P_{k}, \alpha, p, m\right)}{\partial \alpha}\right|_{k=m}=(1-p) p\{(2 m-3)(1-\alpha) p-[1-(1-\alpha) p]\}=0 \tag{V.5}
\end{equation*}
$$

Solving Eq. (V.5) for the root with respect to $\alpha$ which is unique and noticing $0 \leq \alpha \leq 1$, we obtain:
$\alpha^{*}=1-\frac{1}{2(m-1) p} ;$ but $\alpha^{*} \geq 0$ must hold and $m$ must be an integer, thus we have:

$$
m \geq\left\lceil 1+\frac{1}{2 p}\right\rceil
$$

which is the second part of Eq. (5.29) as $m=k$.
Claim 4: Letting $\left.\psi_{d}\left(P_{k}, \alpha, p, m\right)\right|_{\alpha=0}=\left.\psi_{d}\left(P_{k}, \alpha, p, m\right)\right|_{\alpha=\alpha_{0}}$, we get

$$
\begin{equation*}
p(2-p)(1-p)^{2 k-2}=\left(1-\alpha_{0}\right)(1-p) p\left[2-\left(1-\alpha_{0}\right) p\right]\left[1-\left(1-\alpha_{0}\right) p\right]^{2 k-3} \tag{V.6}
\end{equation*}
$$

Solving Eq. (V.6) for the root with respect to $k$ which is unique, we obtain:

$$
\begin{equation*}
\tilde{k}=\frac{\log \sqrt{\frac{2-p}{\left(1-\alpha_{0}\right)\left[2-\left(1-\alpha_{0}\right) p\right]}}}{\log \frac{1-\left(1-\alpha_{0}\right) p}{1-p}}+1.5 \tag{V.7}
\end{equation*}
$$

Taking the integer part of $\widetilde{k}$, we obtain Eq. (5.32).
On the other hand, because $m<\infty$, the multicast-tree height $m$ must be large enough to ensure the existence of $\bar{k}$. To derive the lower bound of $m$, let $k=m$ and also $\left.\psi_{d}\left(P_{m}, \alpha, p, m\right)\right|_{\alpha=0}=\left.\psi_{d}\left(P_{m}, \alpha, p, m\right)\right|_{\alpha=\alpha_{0}}$, we get

$$
\begin{equation*}
p(1-p)^{2 m-2}=\left(1-\alpha_{0}\right)(1-p) p\left[1-\left(1-\alpha_{0}\right) p\right]^{2 m-3} \tag{V.8}
\end{equation*}
$$

Solving Eq. (V.8) for the root with respect to $m$, we obtain:

$$
\begin{equation*}
\tilde{m}=\left\lfloor\frac{\log \sqrt{\frac{1}{\left(1-\alpha_{0}\right)}}}{\log \frac{1-\left(1-\alpha_{0}\right) p}{1-p}}+1.5\right\rfloor, \quad \Rightarrow \quad m_{2} \geq \tilde{m}+1=\left\lfloor\frac{\log \sqrt{\frac{1}{\left(1-\alpha_{0}\right)}}}{\log \frac{1-\left(1-\alpha_{0}\right) p}{1-p}}+2.5\right\rfloor \tag{V.9}
\end{equation*}
$$

where the inequality of Eq.(V.9) is because $2 \leq \widetilde{k} \leq m-1$, and we need $m \geq \widetilde{m}+1 \geq \widetilde{k}+1$. Thus Eq. (5.30) follows.

Now, we prove Eq. (5.31) in the following two cases:
CASE 1: $k \leq \tilde{k}$. By Eq. (V.7), we have

$$
\begin{equation*}
k \leq \tilde{k}=\frac{\log \sqrt{\frac{2-p}{\left(1-\alpha_{0}\right)\left[2-\left(1-\alpha_{0}\right) p\right]}}}{\log \frac{1-\left(1-\alpha_{0}\right) p}{1-p}}+1.5 \tag{V.10}
\end{equation*}
$$

Reducing Eq. (V.10), we obtain:

$$
\begin{equation*}
\left(1-\alpha_{0}\right)(1-p) p\left[2-\left(1-\alpha_{0}\right) p\right]\left[1-\left(1-\alpha_{0}\right) p\right]^{2 k-3} \leq p(1-p)(2-p)(1-p)^{2 k-3} \tag{V.11}
\end{equation*}
$$

where, according to Eq. (5.26), the left-hand side of Eq. (V.11) is $\left.\psi_{d}\left(P_{k}, \alpha, p, m\right)\right|_{\alpha=\alpha_{0}}$ and the right-hand side of Eq. (V.11) is $\left.\psi_{d}\left(P_{k}, \alpha, p, m\right)\right|_{\alpha=0}$. Thus, the first part of Eq. (5.31) follows.

CASE 2: $k>\tilde{k}$. Also by Eq. (V.7), we have

$$
\begin{equation*}
k>\widetilde{k}=\frac{\log \sqrt{\frac{2-p}{\left(1-\alpha_{0}\right)\left[2-\left(1-\alpha_{0}\right) p\right]}}}{\log \frac{1-\left(1-\alpha_{0}\right) p}{1-p}}+1.5 \tag{V.12}
\end{equation*}
$$

Reducing Eq. (V.12), we obtain

$$
\begin{equation*}
\left(1-\alpha_{0}\right)(1-p) p\left[2-\left(1-\alpha_{0}\right) p\right]\left[1-\left(1-\alpha_{0}\right) p\right]^{2 k-3}>p(1-p)(2-p)(1-p)^{2 k-3} \tag{V.13}
\end{equation*}
$$

where, according to Eq. (5.26), the left-hand side of Eq. (V.13) is $\left.\psi_{d}\left(P_{k}, \alpha, p, m\right)\right|_{\alpha=\alpha_{0}}$ and the right-hand side of Eq. (V.13) is $\left.\psi_{d}\left(P_{k}, \alpha, p, m\right)\right|_{\alpha=0}$. Thus, the second part of Eq. (5.31) follows.

Claim 5: Eqs. (5.34) and (5.33) follow by plugging Eq. (5.26), and Theorem 3.4.1's Eq. (3.1) and Theorem 3.4.2's Eq. (3.6), respectively, into Eq. (V.14) that follows below:

$$
\begin{equation*}
\bar{\tau}(m)=E[\tau(m)]=\sum_{j=1}^{m} \tau_{u}(j, \Delta) \psi_{d}\left(P_{j}, \alpha, p, m\right) \tag{V.14}
\end{equation*}
$$

Claim 6: Eqs. (5.36) and (5.35) follow by plugging Eq. (5.26), and Theorem 3.4.1's Eq. (3.1) and Theorem 3.4.2's Eq. (3.6), respectively, into Eq. (V.15) that follows below:

$$
\begin{align*}
\sigma^{2}(m)=\operatorname{Var}[\tau(m)]= & \sum_{j=1}^{m}\left[\tau_{u}(j, \Delta)\right]^{2} \psi_{d}\left(P_{j}, \alpha, p, m\right) \\
& -\left(\sum_{j=1}^{m} \tau_{u}(j, \Delta) \psi_{d}\left(P_{j}, \alpha, p, m\right)\right)^{2} \tag{V.15}
\end{align*}
$$

This completes the proof.

## APPENDIX W

## PROOF OF THEOREM 5.5.1

Proof. Claim 1: Since the link-marking probability vector $\vec{p}=\left(p_{1}, p_{1}^{\prime}, p_{2}, p_{2}^{\prime}, p_{3}, p_{3}^{\prime}, \cdots\right)$ defined in Definition 5.2 .1 and $\vec{\alpha}$ satisfy $0<p_{i}=p_{i}^{\prime}=p<1$ and $0 \leq \alpha_{i}=\alpha_{i}^{\prime}=\alpha \leq 1, \forall i$, respectively, $\left\{X_{i}\right\}$ becomes a homogeneous Markov chain, and its one-step state transition probabilities are fixed and independent of link numbers. The matrix $P$ of one-step transition probabilities, which is defined by Eqs. (5.19) through (5.22) for $\alpha_{i}=\alpha$ and $p_{i}=p, \forall i \in$ $\{1,2, \cdots\}$, is given by:

$$
P \triangleq\left\{p_{j k}\right\} \triangleq\left\{\operatorname{Pr}\left\{X_{i+1}=k \mid X_{i}=j\right\}\right\}=\left[\begin{array}{cc}
1-(1-\alpha) p & (1-\alpha) p  \tag{W.1}\\
(1-\alpha)(1-p) & \alpha(1-p)+p
\end{array}\right]
$$

where $j, k \in\{0,1\}$ and $\forall i \in\{1,2, \cdots\}$. Now, we prove Eq. (Y.11) for cases of $n \in\{1,2, \cdots\}^{1}$ by mathematical induction.

[^21]Base Case: $n=1$. By Eq. (W.1), we have

$$
P=\left[\begin{array}{cc}
1-(1-\alpha) p & (1-\alpha) p  \tag{W.3}\\
(1-\alpha)(1-p) & \alpha(1-p)+p
\end{array}\right]=\left.P^{(n)}\right|_{n=1}
$$

where $P^{(n)}$ is defined in Eq. (Y.11). Thus, Eq. (Y.11) holds for $n=1$.
Inductive Hypothesis: Suppose Eq. (Y.11) holds for $n=q-1$, i.e.,

$$
P^{(q-1)} \triangleq\left\{p_{j k}^{(q-1)}\right\}=\left[\begin{array}{cc}
1-\left(1-\alpha^{(q-1)}\right) p & \left(1-\alpha^{(q-1)}\right) p  \tag{W.4}\\
\left(1-\alpha^{(q-1)}\right)(1-p) & \alpha^{(q-1)}(1-p)+p
\end{array}\right]
$$

and we need to prove that it also holds for $n=q$ as follows:

$$
\begin{align*}
P^{(q)} \triangleq\left\{p_{j k}^{(q)}\right\}=P^{(q-1)} P= & {\left[\begin{array}{cc}
1-\left(1-\alpha^{(q-1)}\right) p & \left(1-\alpha^{(q-1)}\right) p \\
\left(1-\alpha^{(q-1)}\right)(1-p) & \alpha^{(q-1)}(1-p)+p
\end{array}\right] } \\
& \cdot\left[\begin{array}{cc}
1-(1-\alpha) p & (1-\alpha) p \\
(1-\alpha)(1-p) & \alpha(1-p)+p
\end{array}\right] \tag{W.5}
\end{align*}
$$

where $P$ is defined by Eq. (W.1). With a little algebra, Eq. (W.5) reduces to

$$
P^{(q)} \triangleq\left\{p_{j k}^{(q)}\right\}=\left[\begin{array}{cc}
1-\left(1-\alpha^{q}\right) p & \left(1-\alpha^{q}\right) p  \tag{W.6}\\
\left(1-\alpha^{q}\right)(1-p) & \alpha^{q}(1-p)+p
\end{array}\right]
$$

Thus, Eq. (Y.11) holds for $n=q$. So, in general Eq. (Y.11) holds for $n \in\{0,1,2, \cdots\}$.
Claim 2: Eq. (5.39) follows directly from Eq. (Y.11). To prove state $j(\epsilon\{0,1\}$ ) is ergodic, we need to prove that $j$ is positive recurrent and aperiodic. Clearly, $j$ is aperiodic (period $d=1$ ), but we need to prove $j$ is positive recurrent which is true iff the following two conditions hold:

Condition 1: $\underset{n \rightarrow \infty}{\limsup } p_{j j}^{(n)}>0$, and Condition 2: $\lim _{n \rightarrow \infty} \sum_{r=1}^{n} p_{j j}^{(r)}=\infty$,

But because $j$ is aperiodic, we have limsup $p_{n \rightarrow \infty} p_{j j}^{(n)}=\lim _{n \rightarrow \infty} p_{j j}^{(n)}$. From Eq. (5.39), due to $0<p<1$ it follows that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} p_{j j}^{(n)}=\lim _{n \rightarrow \infty} p_{j j}^{(n)}>0 \tag{W.8}
\end{equation*}
$$

for $\alpha \in[0,1]$, which proves the Condition 1 in Eq. (W.7). On the other hand, the Condition 2 in Eq. (W.7) also holds because from Eq. (Y.11), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{r=1}^{n} p_{00}^{(r)}=\sum_{n=1}^{\infty}(1-p)+\sum_{n=1}^{\infty} p \alpha^{n}=\infty \tag{W.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{r=1}^{n} p_{11}^{(r)}=\sum_{n=1}^{\infty}(1-p) \alpha^{n}+\sum_{n=1}^{\infty} p=\infty \tag{W.10}
\end{equation*}
$$

where $0<p<1$ and $\alpha \in[0,1]$. Thus, the two states of the Markov chain $\left\{X_{i}\right\}$ are ergodic. Claim 3: If $\alpha \in\left[0,1\right.$ ), i.e., $\alpha \neq 1$, implying $\left\{X_{i}\right\}$ is not perfectly dependent, then $\left\{X_{i}\right\}$ is irreducible, and further the Markov chain $\left\{X_{i}\right\}$ is ergodic because it is positive recurrent and aperiodic as proved in Claim 2 above. Then the ergodic Markov chain $\left\{X_{i}\right\}$ has the unique limiting (equilibrium) state probabilities which are determined by Eq. (Y.11) as follows:

$$
\begin{equation*}
\pi_{0}=\lim _{n \rightarrow \infty} p_{j 0}^{(n)}=1-p=\operatorname{Pr}\left\{X_{i}=0\right\} \quad \text { and } \quad \pi_{1}=\lim _{n \rightarrow \infty} p_{j 1}^{(n)}=p=\operatorname{Pr}\left\{X_{i}=1\right\} \tag{W.11}
\end{equation*}
$$

where $\alpha \in[0,1)$ and $\forall j \in\{0,1\}$. Hence Eq. (5.40) follows.
Claim 4: If $\alpha=1$, i.e., $\left\{X_{i}\right\}$ is perfectly dependent, then $\left\{X_{i}\right\}$ has two isolated states (see Figure 5.3 where the transition probabilities between the two states become 0 when $\alpha=1$ ). So, $\left\{X_{i}\right\}$ is not irreducible anymore, and thus is not ergodic. Furthermore, Eq. (Y.11) shows that the $n$-step probability matrix $P^{(n)}$ reduces to a $2 \times 2$ unit matrix $I$ when $\alpha=1$. Thus, the equilibrium state probabilities of $\left\{X_{i}\right\}$ are determined by

$$
\begin{align*}
\vec{\pi} & \triangleq\left[\begin{array}{ll}
\pi_{0} & \pi_{1}
\end{array}\right]=\lim _{n \rightarrow \infty} \vec{p}(n)=\lim _{n \rightarrow \infty}\left[\begin{array}{ll}
p_{0}(1) & p_{1}(1)
\end{array}\right] P^{(n-1)}=\lim _{n \rightarrow \infty}\left[\begin{array}{ll}
p_{0}(1) & p_{1}(1)
\end{array}\right] I \\
& =\left[\begin{array}{ll}
p_{0}(1) & p_{1}(1)
\end{array}\right] \tag{W.12}
\end{align*}
$$

where $\vec{p}(n) \triangleq\left[\begin{array}{ll}p_{0}(n) & p_{1}(n)\end{array}\right]=\left[\begin{array}{ll}p_{0}(1) & p_{1}(1)\end{array}\right] P^{(n-1)}$ denotes the vector of state probabilities at link $n$ (note that $n \geq 1$ because the Markov-chain's index set consists of the link sequence numbers $n$ instead of time variables and thus the initial value of $n$ is 1 ; also note that by Eq. (Y.11), $P^{(0)}=I$ which is a $2 \times 2$ unit matrix), and $\left[\begin{array}{ll}p_{0}(1) & p_{1}(1)\end{array}\right]$ are the initial state probabilities of the two states, which are generally arbitrary and thus not unique. However, since the initial state ( $n=1$ ) probabilities of each state are equal to the marginal link-marking probabilities in the cases addressed in this chapter, so

$$
\vec{\pi} \triangleq\left[\begin{array}{ll}
\pi_{0} & \pi_{1}
\end{array}\right]=\left[\begin{array}{ll}
p_{0}(1) & p_{1}(1)
\end{array}\right]=\left[\begin{array}{ll}
\operatorname{Pr}\left\{X_{i}=0\right\} & \operatorname{Pr}\left\{X_{i}=1\right\}
\end{array}\right]=\left[\begin{array}{ll}
1-p & p
\end{array}\right]
$$

still holds. This completes the proof.

## APPENDIX X

## PROOF OF THEOREM 6.2.1

Proof. Since the primal-optimization problem's objective functions, given by Eq (6.4) and Eq (6.4) for $\mathbf{P}$ and $\mathbf{P}^{*}$, respectively, are exactly the same, we only need to prove that the optimal solutions for $\mathbf{P}$ and $\mathbf{P}^{*}$ are the same. Letting $\mathcal{F}$ and $\mathcal{F}^{*}$ be the feasible solution sets of the primal-optimization problem $\mathbf{P}$ and $\mathbf{P}^{*}$, respectively, we have

$$
\begin{equation*}
\mathcal{F}=\left\{\left(r_{1}, r_{2}, \cdots, r_{S}\right) \mid \sum_{s \in \mathcal{S}(\ell)} r_{s}-\mu_{\ell} \leq 0, \quad \forall \ell \in \mathcal{L}=\{1,2, \cdots, L\}\right\} \tag{X.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{F}^{*}=\left\{\left(r_{1}, r_{2}, \cdots, r_{s}\right) \mid \sum_{s \in \mathcal{S}(\ell)} r_{s}-\mu_{\ell} \leq 0, \quad \forall \ell \in \mathcal{L}^{*}=\left\{1,2, \cdots, L^{*}\right\}\right\} . \tag{X.2}
\end{equation*}
$$

Using the definition of $\mathcal{F}^{*}$ given by Eq. (6.3) and combining Eq. (X.1) and Eq. (X.2), we obtain

$$
\begin{equation*}
\mathcal{L}^{*} \subseteq \mathcal{L} \quad \Longrightarrow \quad \mathcal{F}^{*} \subseteq \mathcal{F} \tag{X.3}
\end{equation*}
$$

On the other hand, according to the definitions of $\mathbf{P}$ and $\mathbf{P}^{*}$ and their constraints given by Eqs (6.2) and (6.5), respectively, the primal-optimal solution of $\mathbf{P}$ and $\mathbf{P}^{*}$ must be determined by the most congested paths which are defined by Eq. (6.3) and condition $\mathbf{C 4}$ in Definition 6.2.1. Therefore, the primal-optimization solutions for both $\mathbf{P}$ and $\mathbf{P}^{*}$ must lie in $\mathcal{F}^{*}$. This implies that the primal-optimization solutions for both $\mathbf{P}$ and $\mathbf{P}^{*}$ are equal by Eq. (X.3), completing the proof.

## APPENDIX Y

## PROOF OF THEOREM 6.2.2

Proof. Claim 1: Applying the Lagrange Duality Theory $[80,81,106]$ to the primaloptimization problem $\mathbf{P}^{*}$ specified by Theory 6.2.1, we define the Lagrangian function $L\left(\vec{r}, \vec{\lambda}_{*}\right): \Re^{S+L^{*}} \longmapsto \Re$, as follows:

$$
\begin{equation*}
L\left(\vec{r}, \vec{\lambda}_{*}\right) \triangleq \sum_{s \in \mathcal{S}} U_{s}\left(r_{s}\right)-\sum_{\ell \in \mathcal{L}^{*}} \lambda_{\ell}\left(\sum_{s \in \mathcal{S}(\ell)} r_{s}-\mu_{\ell}\right) \tag{Y.1}
\end{equation*}
$$

where $\vec{\lambda}_{*}=\left(\lambda_{1}, \cdots, \lambda_{L}\right)$ is the Lagrange-multiplier vector and $\left(\sum_{s \in \mathcal{S}(\ell)} r_{s}-\mu_{\ell}\right) \leq 0$, $\forall \ell \in \mathcal{L}^{*}$, is the constraint vector specified in Definition 6.2.2. Noting the fact that

$$
\begin{equation*}
\sum_{\ell \in \mathcal{L}^{*}} \sum_{s \in \mathcal{S}(\ell)} \lambda_{l} r_{s}=\sum_{s \in \mathcal{S}} \sum_{\ell \in \mathcal{L}_{k^{*}}(s)} \lambda_{l} r_{s} \tag{Y.2}
\end{equation*}
$$

we can reduce Eq. (Y.1), which leads to

$$
\begin{equation*}
L\left(\vec{r}, \vec{\lambda}_{*}\right)=\sum_{s \in \mathcal{S}}\left(U_{s}\left(r_{s}\right)-r_{s} \sum_{\ell \in \mathcal{L}_{k} \cdot(s)} \lambda_{\ell}\right)+\sum_{\ell \in \mathcal{L}^{*}} \lambda_{\ell} \mu_{\ell} \tag{Y.3}
\end{equation*}
$$

The objective function of the dual optimization problem can thus be obtained $[80,81]$ through the Lagrangian function as follows:

$$
\begin{align*}
D^{*}\left(\vec{\lambda}_{*}\right) & \triangleq \max _{r s \in I_{s}, s \in \mathcal{S}} L\left(\vec{r}, \vec{\lambda}_{*}\right)  \tag{Y.4}\\
& =\max _{r_{s} \in I_{s}, s \in \mathcal{S}}\left\{\sum_{s \in \mathcal{S}}\left(U_{s}\left(r_{s}\right)-r_{s} \sum_{\ell \in \mathcal{L}_{k^{*}}(s)} \lambda_{\ell}\right)+\sum_{\ell \in \mathcal{L}^{*}} \lambda_{\ell} \mu_{\ell}\right\}  \tag{Y.5}\\
& =\sum_{s \in \mathcal{S}^{\prime}, \in I_{s}, s \in \mathcal{S}} \max _{s}\left\{U_{s}\left(r_{s}\right)-r_{s} \sum_{\ell \in \mathcal{C}_{k^{*}(s)}} \lambda_{\ell}\right\}+\sum_{\ell \in \mathcal{L}^{*}} \lambda_{\ell} \mu_{\ell}  \tag{Y.6}\\
& =\sum_{s \in \mathcal{S}} B_{s}^{*}\left(\lambda_{k^{s}}\right)+\sum_{\ell \in \mathcal{C}^{*}} \lambda_{\ell} \mu_{\ell} \tag{Y.7}
\end{align*}
$$

where

$$
\begin{equation*}
B_{s}^{*}\left(\lambda_{k^{*}}^{s}\right) \triangleq \max _{r_{s} \in I_{s}, s \in \mathcal{S}}\left\{U_{s}\left(r_{s}\right)-r_{s} \lambda_{k^{-}}^{s}\right\} \quad \text { and } \quad \lambda_{k^{*}}^{s} \triangleq \sum_{\ell \in \mathcal{L}_{k^{\bullet}}(s)} \lambda_{\ell} . \tag{Y.8}
\end{equation*}
$$

Then, the dual optimization problem for the multicast flow control is

$$
\begin{equation*}
\mathbf{D}^{*}: \min _{\lambda_{\ell} \geq 0, l \in \mathcal{L}^{*}} D^{*}\left(\vec{\lambda}_{*}\right) \tag{Y.9}
\end{equation*}
$$

which yields the desired result for Claim 1.

Claim 2: Since $U_{s}\left(r_{s}\right)$ is chosen to be strictly concave, ensuring that $U_{s}\left(r_{s}\right)$ is continuous, and the feasible solution set is compact, $\mathbf{P}^{* \prime}$ s primal-optimal solution exists and is unique. Therefore, according to the duality theory, the $\mathrm{D}^{* \prime}$ s dual-optimal solution also exists, is unique, and equals the $\mathbf{P}^{* \prime}$ s primal-optimal solution.

Claim 3: Since $D^{*}\left(\vec{\lambda}_{*}\right)$ is transformed to a non-constrained optimization problem by using Lagrange multiplier, we apply the Gradient Projection method $[81,107]$ to solve the standard minimization problem $\mathbf{D}^{*}\left(\vec{\lambda}_{*}\right)$, where the Lagarangian multipliers at all links are adjusted in direction opposite to the gradient $\nabla D^{*}\left(\vec{\lambda}_{*}\right)$, that is, at link $\ell \in \mathcal{L}^{*}$, the Lagarangian multiplier $\lambda_{\ell}$ at next time instance $(t+1)$ is updated iteratively as follows:

$$
\begin{equation*}
\lambda_{\ell}(t+1)=\left[\lambda_{\ell}(t)-\gamma \frac{\partial D^{*}}{\partial \lambda_{\ell}}\left(\vec{\lambda}_{*}(t)\right)\right]^{+} . \tag{Y.10}
\end{equation*}
$$

The gradient vector $\nabla D^{*}\left(\vec{\lambda}_{*}\right)$ of the dual objective function is determined by

$$
\nabla D^{*}(\vec{\lambda}) \triangleq\left(\begin{array}{c}
\frac{\partial D^{*}(\vec{\lambda}(t))}{\partial \lambda_{1}}  \tag{Y.11}\\
\frac{\partial D^{*}(\bar{\lambda}(t))}{\partial \lambda_{2}} \\
\vdots \\
\frac{\partial D^{\cdot}(\vec{\lambda}(t))}{\partial \lambda_{L^{*}}}
\end{array}\right)
$$

where each term in the column vector given by Eq. (Y.11) can be derived as follows. Using Eq. (Y.6), for $\forall s \in \mathcal{S}$, we obtain the gradient of the dual objective function at time $t$ at link $\ell \in \mathcal{L}_{k^{-}}(s):$

$$
\begin{align*}
\frac{\partial D^{*}\left(\vec{\lambda}_{*}(t)\right)}{\partial \lambda_{\ell}}= & \frac{\partial}{\partial \lambda_{l}}\left[\sum_{s \in \mathcal{S}^{\prime}} \max _{r_{s} \in I_{s}, s \in \mathcal{S}}\left\{U_{s}\left(r_{s}\left(\vec{\lambda}_{*}(t)\right)\right)-r_{s}\left(\vec{\lambda}_{*}(t)\right) \sum_{l \in \mathcal{L}_{k^{*}}(s)} \lambda_{l}\right\}\right. \\
& \left.+\sum_{\ell \in \mathcal{L}^{*}} \lambda_{\ell} \mu_{\ell}\right]  \tag{Y.12}\\
= & \frac{\partial}{\partial \lambda_{l}} \sum_{l \in \mathcal{L}^{*}} \lambda_{\ell} \mu_{\ell}-\sum_{s \in \mathcal{S}} r_{s}\left(\vec{\lambda}_{*}(t)\right) \frac{\partial}{\partial \lambda_{l}} \sum_{\ell \in \mathcal{L}_{k^{*}}(s)} \lambda_{\ell} \\
= & \mu_{\ell}-\sum_{s \in \mathcal{S}(\ell), \ell \in \mathcal{L}_{k^{*}}(s)} r_{s}\left(\vec{\lambda}_{*}(t)\right), \quad \forall \ell \in \mathcal{L}^{*}=\left\{1,2, \cdots, L^{*}\right\} \tag{Y.13}
\end{align*}
$$

where Eq. (Y.13) holds because for $s^{\prime} \notin \mathcal{S}(\ell), \mathcal{L}_{k^{*}}\left(s^{\prime}\right)$ is not a subset of $\mathcal{L}_{k^{*}}(s) \Longrightarrow \forall$ $\ell^{\prime} \in \mathcal{L}_{k^{*}}\left(s^{\prime}\right)$, we have $\ell^{\prime} \notin \mathcal{L}_{k^{*}}(s) \Longrightarrow \ell^{\prime} \neq \ell$, thus $\sum_{s \notin \mathcal{S}(\ell)} \frac{\partial \lambda_{\ell^{\prime}}}{\partial \lambda_{\ell}}=0$. Plugging Eq. (Y.13) into Eq. (Y.10) to calculate the new target value of Lagrange Multiplier for the next iterative step at time $(t+1)$, we have

$$
\lambda_{\ell}(t+1)=\left[\lambda_{\ell}(t)+\gamma\left(\sum_{s \in \mathcal{S}(\ell), \ell \in \mathcal{L}_{k^{*}}(s)} r_{s}\left(\vec{\lambda}_{*}(t)\right)-\mu_{\ell}\right)\right]^{+}, \quad \forall \ell \in \mathcal{L}_{k^{*}}(s),
$$

which proves Eq. (6.11) of Claim 3.

Claim 4: The sumation term $\sum_{s \in \mathcal{S}} B_{s}^{*}\left(\lambda_{k^{*}}\right)$ of Eq. (6.8) shows that the dual-optimization problem $\mathbf{D}^{*}$ is decomposed into $S$ separable subproblems. Once the minimizer vector of

Lagarangian multiplier $\vec{\lambda}_{*}^{o}$ is obtained by solving Eq. (6.7), the primal-optimal multicast flow-control rates $\vec{r}_{o}$ can be obtained by each individual multicast-traffic source $s$ by solving Eq. (6.9) and Eq. (6.10), which is a simple maximization and can be implemented locally based only on local flow-control information. This proves that $\mathbf{D}^{*}$ decomposes the primaloptimal multicast flow-control problem $\mathbf{P}^{*}$ into $S$ independent subproblems in terms of the objective aggregate-utility function.

On the other hand, Eq. (6.11) shows that the bandwidth constraints functions are also decomposed because each link $\ell \in \mathcal{L}^{*}$ only needs to know the local bandwidth contraint $\mu_{\ell}$, without needing to know $\mu_{\ell^{\prime}}\left(\ell^{\prime} \neq \ell\right)$ of other link-bandwidth constraints, to iteratively search for the local optimal Lagarangian multiplier $\lambda_{\ell}$, as shown in Eq. (6.11). Thus, D* also decomposes the primal-optimal multicast flow-control problem in terms of the aggregate constraints. This completes the proof of Theorem 6.2.2.

## APPENDIX Z

## PROOF OF THEOREM 6.4.1

Proof. Using the definition of $F_{\eta}$ given in Eq. (6.19) and observing that ECN-bit markings are all independent, we obtain

$$
\begin{align*}
E\left[F_{\eta}\right]= & \sum_{y_{1}=0}^{N} \sum_{y_{2}=0}^{N} \cdots \sum_{y_{n}=0}^{N}\left\{1-\frac{1}{N} \max \left\{Y_{1}=y_{1}, Y_{2}=y_{2}, \cdots, Y_{n}=y_{n}\right\}\right. \\
& \left.\cdot \exp \left(-\left[N-\max \left\{Y_{1}=y_{1}, Y_{2}=y_{2}, \cdots, Y_{n}=y_{n}\right\}\right]\right)\right\} \\
& \cdot \prod_{j=1}^{n}\binom{N}{y_{j}} p_{j}^{y_{j}}\left(1-p_{j}\right)^{N-y_{j}} \\
= & \sum_{i=0}^{N-1}\left\{\left\{1-\frac{i}{N} e^{-\frac{1}{n}[N-i]}\right\}\right. \\
& \cdot \sum_{\left\{\left(y_{1}, y_{2}, \cdots, y_{n}\right) \mid \max _{1 \leq j \leq n}\left\{y_{j}\right\}=i\right\}} \prod_{j=1}^{n}\binom{N}{y_{j}} p_{j}^{\left.y_{j}\left(1-p_{j}\right)^{N-y_{j}}\right\}} \tag{Z.1}
\end{align*}
$$

which yields the first line of Eq. (6.22). All the other equations for $\operatorname{Var}\left[F_{\eta}\right], E\left[F_{\alpha}\right], \operatorname{Var}\left[F_{\alpha}\right]$, $E\left[F_{\mu}\right]$, and $\operatorname{Var}\left[F_{\mu}\right]$ of this theorem can be proved similarly, thus completing the proof.
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[^0]:    ${ }^{1}$ Strictly speaking, multicast includes point-to-multipoint, multipoint-to-point, and multipoint-tomultipoint transmissions. However, for the convenience of presentation, in this dissertation we use the narrow-sense definition for multicast which stands for the point-to-multipoint transmission.

[^1]:    ${ }^{1}$ The definition of fairness used throughout this chapter is adopted from [22] where the fairness is achieved when all connections receive an equal share/allocation of the network resources (bandwidth or buffer capacities). This differs from the max-min fairness, which deals with more general cases where some connections' demand is smaller than an equal share/allocation of the network resources.

[^2]:    ${ }^{2}$ Note that the negative logic is used for convenience of implementation.

[^3]:    ${ }^{3}$ This is not a restriction, because the bottleneck is defined as the most congested link or switch on a path.

[^4]:    ${ }^{4}$ The information on the other two parameters, available bandwidth ( $\mu_{i}$ ) and congestion threshold ( $Q_{h}^{(i)}$ ), has been included in $C I(i)=1$.

[^5]:    ${ }^{5}$ Only at these sampling time instants, the traffic source can perceive/sense the possible change of multicast-tree bottleneck path, and between any two consecutive sampling time instants (separated apart by a time period of $\Delta$, i.e., the RM-cell update time interval) the traffic source does not have a chance to perceive/sense any change of multicast-tree bottleneck path. So, the multicast-tree bottleneck path that the traffic source can perceive remains to be unique (the same) during the time period between any two consecutive sampling time instants.
    ${ }^{6}$ The uniqueness of the multicast tree bottleneck path, which can be perceived by the traffic source, can be always achieved either by letting $\left(t-t_{0}\right)<\Delta$, or otherwise (if $\left(t-t_{0}\right)>\Delta$ ) by letting ( $t-t_{0}$ ) be small enough such that multicast tree bottleneck path that the traffic source can perceive is unique during ( $t-t_{0}$ ).

[^6]:    ${ }^{8}$ The simulations were performed by using the NetSim package [31], and for comparison purposes, the parameters were set exactly the same as those used the analysis.

[^7]:    ${ }^{1}$ Note that the negative logic is used for convenience of implementation.

[^8]:    ${ }^{2}$ Theorem 3.4.1 still holds even when $\Delta \geq \tau_{\max }=2 m$. But the RM-cell update interval $\Delta$ is usually a fraction of the maximum RM-cell RTT. So, we do not consider the case of $\Delta \geq \tau_{\max }=2 \mathrm{~m}$.

[^9]:    ${ }^{3}$ Theorem 3.4 .2 still holds for $\Delta>\tau_{\max }=2 m$, but $\Delta$ is typically a fraction of the maximum RM-cell RTT $\boldsymbol{\tau}_{\text {max }}=2 m$.

[^10]:    ${ }^{1}$ The analytical technique developed in this chapter is also applicable to cases where a link's random congestion state is caused by flow control schemes other than REM and RED schemes.

[^11]:    ${ }^{2}$ The analytical results derived from this special case can be easily extended to a more general case where $p_{i}$ differs for $i=1,2, \cdots, 2 m-1$. The derivation procedure for the generalized case remains almost the same as the one derived here.

[^12]:    ${ }^{3}$ The slight exceed of $\tau_{S S P}(t)$ upper-bound over 16 ms as shown in Figure 4.7 (a) is due to switching processing delays.

    4 The slight exceed of $\tau_{H B H}(t)$ upper-bound over 44 ms as shown in Figure $4.8(\mathrm{a})$ is due to switching processing delays.

[^13]:    I The analytical technique developed in this chapter is also applicable to cases where a link's random congestion state is caused by the flow-control schemes other than REM and RED.

[^14]:    ${ }^{2}$ Note that the negative logic is used for convenience of implementation.

[^15]:    ${ }^{3}$ Examples of the perfectly dependent events discussed below include that two events are identical or one event is a sub-event of the other.

[^16]:    ${ }^{4}$ The analytical results derived from the homogeneous case can be easily extended to the heterogeneous case where $p_{i}$ and $\alpha_{i}$ are different $\forall i$.

[^17]:    ${ }^{1} K$ is used to represent the tradeoff between the congestion level and signaling traffic volume.

[^18]:    ${ }^{2}$ The multicast-tree marking probability generator can also be implemented by using an ECN-bit sequence shift register.

[^19]:    ${ }^{2}$ The case for $\operatorname{Pr}\left\{X_{i+1}=0 \mid X_{i}=0\right\} \equiv 1$ and $\operatorname{Pr}\left\{X_{i+1}^{\prime}=0 \mid X_{i}=0\right\} \equiv 1, \forall i$, is trivial, and it is easy to prove the theorem still holds for the trivial case.

[^20]:    ${ }^{1}$ The identical event is the special case of sub-event.

[^21]:    ${ }^{1}$ It is easy to prove that Eq. (Y.I1) also holds for the trivial case of $n=0$. Based on the definition of 0 -step link-marking state transition probability, we have the following transition-probability expression:

    $$
    p_{j k}^{(0)}=\operatorname{Pr}\left\{X_{r}=k \mid X_{r}=j\right\}= \begin{cases}1, & \text { if } j=k ;  \tag{W.2}\\ 0, & \text { if } j \neq k ;\end{cases}
    $$

    where $j, k \in\{0,1\}$ and $\forall r \in\{1,2, \cdots\}$. So, Eq. (W.2) yields a $2 \times 2$ unit matrix $I$. On the other hand, according to Eq. (Y.11), we have $P^{(0)}=I$, which is also a $2 \times 2$ unit matrix. Thus, Eq. (Y.11) also holds for $n=0$.

