ABSTRACT

Toward a Robust Internet Interdomain Routing

by
Jian Wu

Chair: Kang G. Shin

Robustnesas always been one of the mostimportant requirements dreign of the Internet
infrastructure. This dissertation takes two directionsaa enhancing the robustness of today’s
Internet interdomain routing. On one hand, we propesetivetechniques to identify the cause
and origin of each routing instability after its occurren@m the other hand, we develop@active
mechanism to enable the current interdomain routing pobtoctolerate certain types of failures.

We first focus on the analysis of BGP dynamics from a singlevoet’s perspective and de-
velop a troubleshooting system that identifies in real-tfroen millions of daily BGP updates a
few routing events that network operators can take dirda@&upon to alleviate their impacts.

There is serious lack of understanding of Internet routasjlience to significant and realistic
failures such as those caused by the 2003 Northeast Blaakduhe 2006 Taiwan earthquake. We
systematically analyze how the current Internet routingfeay reacts to various types of failures
by developing a realistic failure model, and then use it tgppint the reliability bottlenecks of
the Internet. By focusing on the impacts of structural anlicpgroperties, our analysis provides
guidelines for future Internet design.

We find that the current policy-driven interdomain routingafly limits the Internet’s ability
to maintain normal reachability under adverse conditiansl therefore, proposi/namic routing
negotiation(DRN) to allow ISPs to temporarily relax routing policy restions when needed, to

exploit the existing physical redundancy in the networlolopy.



The increasing security concerns and emerging MPLS-likeri2 technology make the tradi-
tional tools such as traceroute less capable of identifnegnternal structure of networks, which
is very important to diagnosis of network anomalies. To oedthe opaqueness of today’s net-
works, we propose a novel approach to discovering the resairaring of each network based
on the performance measurement between each pair of ingnedssgress points in the network.
Its performance and utility have been demonstrated viansite simulations and Internet experi-
ments.



Toward a Robust Internet Interdomain Routing

by

Jian Wu

A dissertation submitted in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy
(Computer Science and Engineering)
in The University of Michigan
2009

Doctoral Committee:
Professor Kang G. Shin, Chair
Professor Farnam Jahanian
Assistant Professor Zhuoging Morley Mao
Assistant Professor Clayton D. Scott



© Jian Wu 2009
All Rights Reserved



To Mom, Dad, and Shirley



ACKNOWLEDGEMENTS

| had never foreseen to have such a long and bumpy journey. &y trmes have | found
myself stuck in the middle of nowhere, befuddled at the dioes where my research can proceed.
Thanks to the tremendous guidance and support from manyevfuhgbeople surrounding me, |
have finally been able to complete this dissertation.

First and foremost, | would like to thank my advisor, Prof.ngaG. Shin, for his continuous
guidance and encouragement throughout these years. Hergaweegreat deal of freedom and
patience to explore possible research ideas and | have teehafot from his technical insights, in
particular, the perseverance that | have found essentiahfpbasic research effort.

| am very fortunate to be given the opportunity to work witlhPZ. Morley Mao. She has been
a fantastic mentor. She introduced me to the field of Intenm#ting and been involved throughout
this dissertation research. | owe a great debt to her for @tiece and inspirational guidance for
the past four years. | would also like to thank Prof. Farnahadan and Prof. Clayton Scott for
serving on my thesis committee for their incredible insightl advice that helped me to improve
my work.

A special thanks goes to Ying Zhang, who has given me tremenbelp during most of my
thesis work. My research has also benefited from many calesagm RTCL. | thank Daji Qiao,
Haining Wang, Wei Sun, Zhigang Chen, Chun-Ting Chou, Chdag-Tsai for their friendship,
collaborative work and constructive discussions. | alsmkhMohamed El Gendy, Kyu-Han Kim,
Hyoil Kim as well as other members in the networking groupthair invaluable comments on my
research work.

My parents have always been my strongest supporters andrageal me to pull through and
move forward. | also thank my wife, Shirley, for her care amdairagement. | dedicate this

dissertation to them.



TABLE OF CONTENTS

DEDICATION . . . . i
ACKNOWLEDGEMENTS . . . . . . e e e e e e s iii
LISTOFFIGURES . . . . . . . e e e e e e e Vil
LISTOF TABLES . . . . . . e e e e e Xi
CHAPTERS
1 Introduction . . . . . . . . 1
1.1 Design Principles of the Internet Architecture . . . . .... .. ... 2
1.2 RobustnessiniInternetRouting . . .. ... ... ... ..... ... 3
1.3 PitfallsinBGP . . . . . . . . . 5
1.4 Challenges and Contributions . . . . . ... ... ... ......... 6
2 Pinpointing Significant BGP Routing Changesinan IP Nekwor . . . . . . .. 10
2.1 Introduction . . . . . . . .. 10
22 BGPOverview. . . . . . . . e e 12
2.3 System Architecture . . . . . . ... . 41
2.3.1 Measurement Infrastructure . . . . ... . ... .. ... ... 14
2.3.2 SystemComponents . .. ... .. ... ... ... 15
2.3.3 Applying the SysteminaTier-1ISP . . . .. ... ....... 6 1
2.4 Tracking RoutingChanges . . . . ... .. .. ... .. ........ 71
2.4.1 Grouping BGP UpdatesintoEvents . . . ... ... ....... 17
2.4.2 Detecting PersistentFlapping . . . . . .. ... ... ...... 18
2.5 Classifying RoutingChanges . . . .. .. ... ... ......... 21
2.5.1 Merging Routes from Border Routers . . . . . ... ...... 1 2

iv



2.5.2 ClassifyingRoutingEvents . . . . .. .. ... ... ...... 2 2

2.6 GroupingRelatedEvents . . .. .. ... ... .. ... ........ 6 2
2.6.1 Frequently Flapping Prefixes . . . .. .. ... ......... 7 2
2.6.2 Disruptions Affecting Multiple Prefixes . . . ... ... ... 29

2.7 Estimating Trafficlmpact . . . .. ... ... ... ... ........ 33
2.7.1 Computing Traffic Weights . . . . .. .. .. ... .. ...... 33
2.7.2 Disruptions With Large Weights . . . . . ... ... ... ... 53

2.8 SystemEvaluation . . . . .. ... ... 35
281 MemoryUsage . .. ... .. . .. e 36
2.8.2 ExecutionSpeed. .. .. ... .. ... .. ... 37

29 Related Work . . . . . . . . .. 38

2.10 ConcludingRemarks . . . . . .. .. ... ... ... 39

3 Internet Routing Resilience to Failures: Analysis andliogons . . . . . . . . . 41

3.1 Introduction . . . . . . . ... e 41

3.2 Analysis Methodology . . . ... ... ... .. .. .. ... .. ... 43
3.2.1 Topology Construction . . . . .. ... ... .. ......... 43
3.2.2 Topology Completeness: Missing AS Links . . ... ... .. 43
3.2.3 ASRouting Policy Inference . . . .. .. ... ... ....... 45
3.2.4 AS Relationship Perturbation . . . . .. ... ... ....... a7
3.2.5 What-if Failure Analysis . . . .. ... ... ... ........ 49

3.3 FailureModel . .. ... . . . .. 49
3.3.1 Case Study: Taiwan Earthquake . . ... ... ... ....... 52

3.4 Impact Analysisof Failures . . . . ... ... .. ... ......... 54
3.4.1 EvaluationMetrics . . . .. ... ... ... ... 54
342 Depeering . . . . ..o e 55
3.4.3 TeardownofAccessLinks . .. ... ............... 58
3.4.4 Failure of Heavily-used Links . . . ... ... .......... 26
3.45 RegionalFailures . ... ... ... ... ... ... .. ..., 64
3.46 ASPartitions . . .. ... 65

3.5 RelatedWork . . ... .. . .. ... 66

3.6 ConcludingRemarks . . .. ... .. ... .. ... 67



4 Improving Internet Routing Resilience Using Dynamic Negfoon
4.1 Introduction
4.2 Background and Motivation

BGP and Achilles Heel of the Internet . . . . . ... ...
Case Study: Taiwan Earthquake . . ... .. ... .. ..

4.2.1
4.2.2

4.2.3

4.3 Dynamic Routing Negotiation

4.3.1
4.3.2
4.3.3
4.3.4
4.3.5
4.3.6

4.3.7
4.3.8

4.3.9

44.1
4.4.2

4.4.3
4.4.4

4.4.5
4.4.6

Taxonomy of Techniques to Improve Routing Resilience . . .

The Proposed Approach, DRN . . . . . .. .. ... ...

Advertising Negotiated BGP Routes . . . . . ... .. ..
Route Convergence . . . . . .. .. .. ... .......
Negotiation with Multiple Neighbors . . . . . . ... ... .
Neighbor Selection for Negotiation . . . . . . .. ... ...

Reactive vs. Proactive . . . . . . . . . . . ... ... ...
ComparisonwithR-BGP . . . . ... ... .. .......

Practical Considerations . . . . . . . . . . . . . ... ..
4.4 Evaluation
SimulationSetup . . . . ... ... L o

Tier-1Depeering . . . . . . . . ..

Failures of Customer-Provider Links . . . . . . . ... . ...
Selection of Neighbors . . . . . ... ... ... ......

Multiple Link Failures . . . . . . .. ... ... ... ...
Proactive Negotiation . . . . . .. .. .. ... .......

4.5 Related Work
4.6 Concluding Remarks

5 Uncovering Resource Sharing in MPLS Networks

5.1 Introduction
5.2 Problem Statement
5.3 The Proposed Approach

5.3.1
5.3.2

5.3.3

The Tree Construction . . . . . . . . . . . . . . ... ...
TheTreeMerge . . . . . . . . . .. ...

Identifying Resource Sharing . . . . .. .. ........

Vi

. ... 16
Extending Negotiation beyond Immediate Neighbors . .. .. . .

o 19



54 Simulation . . . . ..
541 SimulationSetup . . .. ... .. ... ... 118
542 TreeConstruction . . . . . .. . .. .. . ... 120
5.4.3 Multicastvs.Unicast . . ... .. .. .. ... .......... 123
5.4.4 TreeMerge . . . . . . . . e 124
5.5 |Internet Experiments . . .. .. .. ... ... ..o 271
5.5.1 Measurement Methodology . . . . . ... ... ... ....... 127
5.5.2 ExperimentalResults . . . ... ... ... ............ 128
56 RelatedWork . . ... .. ... .. ... 130
5.7 ConcludingRemarks . . .. .. ... ... .. .. ... 131
6 Conclusionsand FutureWork . . . . .. ... ... 133
6.1 Primary Contributions . . . . . . . ... ... .. ... 133
6.2 Future Work . . . . . . . . . . e 135
BIBLIOGRAPHY . . . . e e e 138

Vii



LIST OF FIGURES

1.1 DiagramofInternetrouting . . . . . . . . . . .. ... o

1.2 Roadmapofthedissertation . . . .. .. ... .. ... ... ... e

2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
2.10
2.11
2.12
3.1
3.2
3.3
3.4
3.5
3.6
4.1
4.2

Interaction of routing protocols inAS . . . . . . .. ... .. L.
Systemdesign . . . . ... e
CDF of the BGP update inter-arrivaltime . . . . . . .. ... . ... . ...
CCDF of eventdurationon alog/logscale . . . .. ... ... ..........
Persistent flapping due to failure of lid-C' . . . . . . . .. ... ... ...

R-vectorelementchanges . . . . . . . . .. ... ... .. .. ... .a..

The (normalized) # of daily events by category.

CCDF of the number of events per cluster for event cdicglacross time . . .

CCDF of the number of event per cluster for event colaacross prefixes

CCDF of trafficweight . . . . . . .. .. ... .. ... .. . ..
Routing disruption durations vs. trafficweights . . . . .. ... .. ... ...

System executionspeed . . . . ... e

CDF of AS node degree based on relationships

Algorithm to compute shortest policy paths for all sestpairs . . . . . . ..
Top route is inefficient but can be improved by composivglbottom routes. . . .
Algorithm to locate shared links among all paths fremtodst. . . . . . . . ..
Link degree vs. linktier. . . ... .. .. ... ... .. .. ...
Anexampleof ASpartition . . . . . .. ... ... L .
Top route is inefficient but can be improved by composivglbottom routes. . . .

Taxonomy of techniques to improveresilience . . . . . . ...... . . ... ...

viii



4.3 Exampleof BGPpolicy . . . . . . . . . 75

4.4 Achieving reachability by relaxing BGP policies. . . . .. .. ... ... ... 76
4.5 CDF of AS degree based onrelationships . . . .. .. .. ... ....... 81
4.6 Pseudo-codetolocate failures . . .. ... ... e 83
4.7 Pseudo-code to select prospective neighbors . . . . . .. ... ........ 83
4.8 Anexample when R-BGP failstorecover. . . . . ... .. ... . ......... 84
4.9 Connected AS pairsin Tier-1 depeering . . . . . . . . . . iiiir o0 89
4.10 Algorithm to locate shared links among all paths fromtodst. . . . . . . . ... 91
4.11 Connected AS pairs under failures of critical custeprexider links . . . . . . . . 92
4.12 Connected AS pairsintwo directions . . . . . . . .. .. .. . 93
4.13 Multiple link failures . . . . . . . . . . 96
4.14 Limitation in proactive negotiation . . . . . . . . . ... a oo 97
4.15 Proactive negotiation vs. reactive negotiation . . ...... . . ... ... .. .. 98
5.1 An example network topology to illustrate resourcesigar . . . . . . ... ... 102
5.2 A Physical topology in (a) and the corresponding logiocpblogy in (b). . . . . . . 105
5.3 Binarytreelossmodel. . . . ... . ... . .. .. ... e 107
5.4 Abinarytreein(a)vs.aternarytreein(b) . . . . ... .. ... L. 109

5.5 The merge procedure in a two-sender-two-receiver rm&twga) is the network
before merge; (b) presents the merge for one receiver; (teisnerge for both
receivers; (d) is the scenario when the merge of both rexeomnverges. . . . . . 110

5.6 Atree merge example. (a) topology before merge; (b)lcapoafter merge. . . . . 110

5.7 Atree merge example. (a) topology before merge; (b-réethossible topologies
aftermerge. . . . . . ... e A1

5.8 Atree merge example demonstrating merge rule 2. (ajagptefore merge; (b)

topology aftermerge. . . . . . . . . .. 115
5.9 Identificationofresourcesharing . . . . . . . . . . .. . ... .a. ... 118
5.10 Treeinference accuracy . . . . . . . . . o v i i i e e e 120

5.11 Quantifying the mismatch of incorrectly inferred tréa) the actual tree; (b) the

inferred tree . . . . . . . 211



5.12
5.13
5.14
5.15
5.16
5.17
5.18
5.19
5.20

Mismatches of the incorrectly inferred tree (30reeesy . . . . . . . .. .. ... 121

An incorrectly inferred tree. (a) the actual tree; (i® inferredtree . . . . . . . .. 122
Tree inference accuracy (multicastvs. unicast) . . . ... ... ........123
Mismatches of the incorrectly inferred tree for 30 ne&es (multicast vs. unicast) . 123

CDF of loss and delay difference intree merging . . . . ...... . .. .. ... 125
Clustering accuracy in tree merging (delay) . ... .. ...... . ... .. .. .125
Clustering accuracy in tree merging for 30 receivarssjl . . . . ... .. .. .. 126
Scatter plotof inter-PoP delays . . . . . . . . . . ... . ..o 128
CDF of delay difference . . . . . . . . . ... . .. . 129



2.1 BGPdeCiSionproCess . . . . . . . v v v i i e e e 13
2.2 Incremental informationreduction . . . . ... ... . oL 16
2.3 The types of change forvector eIemenRg, ..................... 23
2.4 Eventdistributioninupdates . . . . . .. ... e 24
2.5 Routing disruptionreports . . . . . . .. e e 39
2.6 Summary of the system parameters . . . . . . .. ... ... ... ...... 39
3.1 Statistics of topologies generated by differentatpars . . . . . . . ... .. .. 44
3.2 Basic statistics of constructed topology . . . . . . . .. oL 46
3.3 Relationship combinations of 3 consecutive lirfjk& customer-to-provider link,

«——: peer-to-peer link)\: provider-to-customer link). . . . . . . ... ... .. ... 47
3.4 Relationship comparisd@ao, SARK) . . . . . . . . . ... 48
3.5 Failure model capturing different types of logical lifl@dures. . . . . .. .. ... 50
3.6 Latency matrix among Asian countries in mgfeam educational to commercial net-

WOFKS) . . . o e e e e e 54
3.7 Number of single-homed customers for Tier-1ASes . . . ...... ... ..... 56
3.8 R (%)foreach Tier-1depeering . . . .. ... ... ... ..., 56
3.9 Effects of perturbing relationship. . . . . .. .. ... .. ... ... ... 58
3.10 Number of commonly-sharedlinks. . .. ... ... ... ... . ....... 60
3.11 Number of ASes sharing the same critical link. . . ... ...... .. ...... 60
3.12 Perturbing relationships: improved resilience. . ...... . . ... ........ 62
4.1 Basic statistics of constructed topology . . . . . . . .. ... 87
4.2 Performance of DRN in Tier-1depeering . . . . . ... . .. . . ... .. 89

LIST OF TABLES

Xi



4.3 Performance of dynamic negotiation in customer-preniehk failures . . . . . . . 94

4.4 Enhancement of local decision in recovering customeviger link failures from

thedestinations . . . . . . . . . . 95
5.1 Lossconfigurationinsimulations. . . . . . .. .. .. ... .. .e.. ... 119
5.2 Statistics of ISP’s PoP-leveltopology . . . .. .. .. .. . ... .. .. ... 128

Xii



CHAPTER 1

Introduction

Despite the widespread use of the Internet and its impactactipally every segment of our
society, its workings remain poorly understood by mostsisievertheless, more and more users
take it for granted to be able to boot up their laptops anye/kelg., cafes, airports, hotels) and con-
nect to the Internet to use services such as email, web brgwmi even watching the trailers of the
latest movies. The few times the users get a glimpse of thelsxities of the infrastructure that
supports such ubiquitous communication are when they eper various “networking” prob-
lems (e.g., the familiar “cannot connect” message, or ugatably poor performance), because
diagnosing such problems typically exposes certain aspéthe underlying network architecture
(how the components of the network infrastructure intatel and network protocols (standards
that govern the exchange of data). The Internet’s succesp@pularity is to a large degree due to
its ability to hide most of its complexity and gives users ilhesion of a single, seamlessly con-
nected network where the fragmented nature of the underipiinastructure and the many layers
of protocols remain largely transparent to the users. Heweéke fact that the Internet is, in gen-
eral, very successful in hiding from the user most of the dgtey details and intricacies does not
make them go away. In fact, even Internet experts admit gaviare and more troubles getting
(and keeping) their arms around the essential componeritssofarge-scale, highly-engineered

network that has all the features typically associated watmplex systems.



1.1 Design Principles of the Internet Architecture

When viewed in terms of its hardware, the Internet consistosts or end points (also called
end systems), routers or internal switching stations (edéerred to as gateways), and links that
connect the various hosts and/or routers and can differlywidspeed (from slow modem connec-
tion to high-speed backbone links) as well as in technol@glyen viewed from the perspective of
autonomous systenf8Ses), where an AS is a collection of routers and links uradsingle ad-
ministrative domain (e.g., a company, an organization,smteol), the network is an internetwork
consisting of a number of separate subnetworks or ASeslinited to give users the illusion of a
single, seamlessly connected network (network of netwank8nternet”). A network architecture
is a framework that aims at specifying how the different comgnts of the networks interrelate.
More precisely, a Hietwork architecture is a set of high-level design prinegthat guides the
technical design of a network, especially the engineerintsgrotocols and algorithms. It sets a
sense of direction — providing coherent and consistenciigdeéchnical decisions that have to be
made and ensuring that certain requirement are ikt

Much of what we refer to as today’s Internet is the result cherhitectural network design that
was developed in the 1970s under the auspices of the Defahaméed Research Project Agency
(DARPA) of the US Department of Defense. The main objectivihe original DARPA Internet
architecture was inter-networking — the development of éffettive techniques for multiplexed
utilization of already existing interconnected (but tygdlg separately administered) networks.” A
set of objectives, originally published in [2], essentiadlaborates on the meaning of the word
“effective” and defines a more detailed list of goals for tmgioal Internet architecture. These

requirements are (in decreasing order of importance):

Robustnesdnternet communications must continue despite loss avowids or gateways/routers.

Heterogeneity The Internet must support multiple types of communicasiervices and the

Internet architecture must accommodate a variety of ndgsvor

Distributed ManagemenfThe Internet architecture must permit distributed mansayg of

its resources.

Cost The Internet architecture must be cost-effective.

2



e Ease of AttachmentThe Internet architecture must permit host attachmerth wismall

amount of effort
e Accountability The resources used in the Internet architecture must meiatable.

This priority-ordered list of requirements, first and fomshamong them, the robustness crite-
rion, has to a large degree been responsible for shapingt¢hietural model and the design of
the protocols (standards governing the exchange of datjléfine today’s Internet. In particular,
“robustness” means to provide the Internet some underlgapability in the presence of uncer-
tainty. That is, the Internet must be (1) flexible to changetchnology, use of the network; (2)

able to maintain continuous service in the face of failures.

1.2 Robustness in Internet Routing

In the five-layer TCP/IP protocol stack used in the Interlie{/nternet Protocol) layer manages
to ensure that any packet anywhere in the network is forveatdehe correct next hop until the
destination is reached. Addressing and routing are crasipécts that enable IP to achieve this
task. Each device in the Internet has a unique address tiss#sto label its network interface. Each
packet generated by any of these devices has source andadiestiaddresses, where the former
references the local interface address and the latter gneesorresponding interface address of
the intended recipient of the packet. When handing packetsfoom one router to another within
the network, each router is able to identify the intendecikes of each packet. Maintaining
sufficient and consistent information within the networkdssociating the identity of the intended
recipient with its location inside the network is achievgtdnhbeans ofouting protocolsthat is, a
set of distributed algorithms that the routers run amongndedves to make appropriate routing
decisions. The routing protocol is designed so that eaderaan not only identify a set of output
interfaces that can be used to move a packet closer to itsdegh, but also select an interface
which represents the best possible path to that destinaRmibustness considerations that play
a role in this context include randomly occurring routeriok Ifailures and restoration of failed
network components or the addition of new components to ¢heark.

The design of techniques that ensures routing resilienfzltwes in the physical infrastructure
of the Internet can be divided into two manageable piecesyevine division is in accordance with

3



Personal Laptop

Figure 1.1: Diagram of Internet routing

separation of the Internet into ASes for improved scalghigach AS runs a local internal routing
protocol (or Interior Gateway Protocol (IGP)), and betwées different ASes, an internetwork
routing protocol (or Exterior Gateway Protocol (EGP)) ntains connectivity and ties all of the
ASes together and ensures seamless communication acrdssuA8aries. For simplicity, we call
themintradomainrouting protocols anthterdomainrouting protocols, respectively. As shown in
Figure 1.1, inside ISR, the intradomain routing protocol decides to choose whdthtake path
P1 or pathP2, while the interdomain routing dictates choice betweeh pdatand pathP3. In this
thesis, we focus on the design and operation of the Bordeaviagt Protocol (BGP), the de-facto
standard interdomain routing protocol deployed in tod&ytsrnet.

BGP [3] is a “path vector” routing protocol that constructths by successively propagating
updates between pairs of BGP-speaking routers that esdtad®GEP peering sessions. Each BGP
update concerns a particular prefix and includes the list®d\along the paths to reach the des-
tination from the BGP speaker. Each BGP-speaking routgiraies updates for one or more
prefixes, and can send the updates to its immediate neighlBoBGP sessions. Upon receipt
of BGP updates, the routers perform a routing decision pote determine the best route for
each destination prefix among the routes learned from igghbeiring routers. The simplest path-
vector protocol would employ the shortest AS path routingeme each AS selects a route with
the shortest AS path. However, BGP allows a much wider rahgauting policies so as to honor



contractual agreements between ASes that control the egehaf traffic. This feature enables
an administratively decentralized Internet: by using ¢haslicies, ASes can direct traffic to ASes
with whom they have business relationships, where tratitioetwork routing protocols would
have selected the shortest path. BGP is an incrementahgopitotocol. As the network undergoes
changes (e.g., link failures, provisioning of a new link{zB uses advertisement and withdrawal
messages to inform neighboring routers of the routing ceandn advertisement indicates that
a certain path to a given destination is used and a withdraeti#ies that a previously advertised
path to a destination is no longer available.

In summary, BGP uses distributed computation and relieb®@exchanges of updated routing
information to maintain consistent knowledge across kffié ASes to ensure the seamless com-
munications in the Internet. The distributed nature of B@tgelection inevitably raises concerns
and requires special attention to potential problems vathing instability (i.e., oscillations) and
slow convergence, which are common to many distributedingytrotocols. For example, to
rate-limit advertisements, BGP uses timers associated thé Minimum Route Advertisement
Internet (MRAI) parameter. When a BGP-speaking router sanwute advertisement for a given
destination to a neighbor, it starts an instance of thisttini@e router is not allowed to send an-
other advertisement concerning this destination to thigihter until the corresponding timer has
expired. While waiting for the MRAI timer to expire, the r@utin question may receive many
updates for the same destination and can privately enuengrahy alternative choices of its best
path without burdening its neighbor with the ephemeralrmtliate updates. Using the MRAI
timer reduces the number of updates needed for convergenalls some delay to the whole
convergence process. Overall, the BGP specificationsaithplnention five timers. In general,
determining default values for these timers has been mga#igs work, and little is known about
their effects on the dynamics of BGP in today’s Internet.

1.3 Pitfalls in BGP

The current interdomain routing protocol, BGP, has evolgedr the past decade and now
constitutes a critical part of the Internet infrastructurbe substantial complexity of BGP mainly

comes from the need to support flexible policies while sgalna large number of Autonomous



Systems (ASes).

e Policy. ASes have business relationship with each other to satisfy respective financial
goals, and in the meantime, must cooperate to achieve gtehahability. Operators use
routing policies to control the flow of traffic and specify whiroutes are advertised to

neighboring networks under what conditions.

e Scalability Routing protocols must scale with increasing network.sigbe main mecha-
nism to achieve scalability is aggressive aggregation ofing information. For example,
BGP abstracts an AS as a single node. Each BGP route corttaissquence of ASes rather

than routers that advertised the route.

To get a glimpse of the pitfalls inherent in BGP, we consiterfbllowing two problems. The
first problem is due to the policy that each AS independentfprees. Previous work found that
BGP is vulnerable to persistent oscillations, such as thd ‘Gadget” scenario [4]. In this situation,
three (or more) ASes continually oscillate between theaailable routing choices because each AS
prefers to route indirectly via another AS rather than diyeto the destination. This type of BGP
oscillation is essentially resulted from BGP’s freedompeafying policies and inability to satisfy
group preferences. The second problem comes from the Bel#-ef BGP’s information hiding
to achieve scalability. The abstraction of an AS as a singllermakes BGP to scale, but they
also make it difficult to determine the cause and the origim obuting update because an AS
has essentially no information about the origin of a routenge or withdrawal (often at router
level). The inability to pinpoint the source of a routing @apel slows convergence and complicates
problem diagnosis. More foundational problems are posdcdeatensively discussed in [5]. This
research attempts to tackle some of the pitfalls in BGP anmiake the robustness of the Internet

interdomain routing.

1.4 Challenges and Contributions

Internet routing is dynamic in nature. Caused by the regotarregular exchange of rout-
ing updates between routers, routing dynamics have alwags & major concern of the Internet
engineering community. Irregular dynamics can not onlyseakigh bandwidth and processing
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overhead on routers, but may also lead to poor end-to-eridrpence, caused by packet losses,
delays, delay jitters, reordering, etc. Understandindingudynamics allows us to pinpoint net-
work anomalies and pathologies, identify potential protar router design defects, and suggest
better designs of next-generation Internet routing praitodespite the extensive studies of Inter-
net routing dynamics, especially BGP dynamics [6, 7, 8] altdst few years, they are still poorly
understood. In his work on developing a signal propagatiodehfor BGP updates, Griffin [9]
said “In practice, BGP updates are perplexing and inteaficat is very difficult”.

Traditional BGP root-cause analysis [10, 11, 12, 13, 14]taiidentify the origin and the cause
of each routing event that is responsible for the propagati®GP updates. Unfortunately, due to
the complexity of the BGP dynamics and the insufficient infation of the topology and routing
policies in each AS, the inference achieved from these ssudioften inaccurate. In Chapter 2,
we focus on the BGP updates viewed from a single AS and dewetopl which identifies from
millions of daily BGP updates the few routing events thatmek operators can take direct actions
upon to alleviate their impacts. Instead of attempting waat for each of the routing events, the
design principle in the tool is to capture what is the mostr@sting to the network operators and
the users of each network.

Typical events that cause network link or router failuredude accidental cable/fiber cuts,
hardware malfunctions, power outage, software bugs, alatisasters (e.g., fire or earthquake),
human errors (e.g., misconfigurations, incorrect maimeeapgrade), or even terrorist attacks,
Denial-of-Service (DOS) attacks. As evidence of just hoggtrently failures occur, Snow [15]
has reported that since 1992 there have been about 16 op&rgesnth in the United States alone
that each affected over 30,000 users. Interesting (evemrbjzreports [16, 17, 18] of cable cuts and
their impacts can also be found daily on the Internet. Ceftalures, due to its large scale, tend to
have a more significant impact on the connectivity of therh&é The robustness of the Internet
routing is thus critical under extreme conditions, faikiseich as the 911 terrorist attack [19], the
2003 Northeast Blackout [20], and the Taiwan Earthquak@®06321]. In Chapter 3, we propose a
framework to systematically analyze how the current Irgerauting system reacts to various types
of failures. In particular, our technique is shown to be ablpinpoint the reliability bottlenecks
of the Internet.

As described in Section 1.2, interdomain (i.e., BGP) raytspolicy-driven. Because of the
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policy restrictions imposed by each individual AS based®shusiness relationships with its neigh-
bors, physical connectivity does not directly translate ieachability. The impact of the restric-
tions on the robustness of the interdomain routing is magphifthen certain failures significantly
cripple the Internet routing, as identified in Chapter 3. hma@ter 4, we propose a novel idea of
dynamic routing negotiations to allow ISPs to temporardiax policy restrictions when needed,
to enhance Internet routing robustness by better utiligiegexisting physical redundancy in the
network topology.

The knowledge of network topology can always be beneficidilagnosing network anomalies
and devising measures to alleviate their effects, as n&riley the fact that traditional measure-
ment tools like traceroute are indispensable for operatod® network troubleshooting. Unfortu-
nately, due to the increasing concerns on network secadtgpounded by the recent emergence of
MPLS-like layer-2 technology, these tools become lessliaps identifying the internal structure
of the Internet. To reduce the opaque nature of today’srietein Chapter 5, we propose a novel
approach to discover the internal structure of each netwasked on the performance measurement
obtained between each pair of ingress and egress points iretivork.

Figure 1.2 illustrates the roadmap of this dissertatiorthis research, we enhance the robust-
ness of interdomain routing botkactivelyand proactively On one hand, through the work in

Chapter 2 and Chapter 5, we develop techniques to provide imi&iligent network troubleshoot-



ing in the face of failures. On the other hand, the work in Gaap and Chapter 4 equips the
interdomain routing protocol with more inherent featu@stade from the effects of Internet fail-
ures. Lastly, Chapter 6 summarizes the main contributibtiseadissertation and suggests possible

directions of future work.



CHAPTER 2
Pinpointing Significant BGP Routing Changes in an IP Network

This dissertation begins with an effort to tackle Intermetting robustness inr@activefashion.
The intent is to provide a network troubleshooting tool tenitify the origin and cause of large
routing disruptionsfter they occur so that mitigations can be applied accordingblleviate the

impacts of these disruptions and enhance the routing nobsst

2.1 Introduction

Ensuring good performance in an IP backbone network regjagmatinuous monitoring to de-
tect and diagnose problems, as well as quick responses franagement systems and human
operators to limit the effects on end users. Network opesateed to know when destinations
become unreachable to notify affected customers and trawk the cause of the problem. When
measurements indicate that links have become congestethtops may respond by modifying
the routing protocol configurations to direct some traffiotioer lightly-loaded paths. These kinds
of measurements are also crucial for discovering weakeessxisting network protocols, router
implementations, and operational practices to drive imgneents for the future. All of these tasks
require effective ways to cull through large amounts of meament data, often in real time, to
produce concise, meaningful reports about changes in nletenmditions.

To track events inside their own network, operators coleeasurements of data traffic, per-
formance statistics, the internal topology, and equiprfeghires. The performance of a backbone
network is especially vulnerable ioterdomainrouting changes that affect how data traffic travels
to destinations in other Autonomous Systems (ASes). Fanplg a link failure in a remote AS
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could trigger a shift in how traffic travels through a netwoplkerhaps causing congestion on one
or more links. Fortunately, operators can gain additionsibility into the interdomain routing
changes by monitoring the Border Gateway Protocol (BGPisttets of routers at the periphery
of their AS. In this chapter, we address the challenge ofyaiva a large volume of BGP update
messages from multiple routers in real time to produce alsmaaiber of meaningful alerts for the
operators.

In addition to the large volume of data, producing usefubrépis challenging because: (i)
BGP update messages show the changes in AS-level pathsuwitisicating why or where they
originated, (ii) a single network event (such as a failur@) ¢ead to multiple update messages
during routing protocol convergence, (iii) a single netewvent may affect routing decisions at
multiple border routers, and (iv) a single event may affeattiple destination prefixes. Having
a small number of reports that highlight onfyportantrouting changes is crucial to avoid over-
whelming the operators with too much information. The répshould focus on routing changes
that disrupt reachability, generate a large number of wdatssages, affect a large volume of
traffic, or are long-lived enough to warrant corrective @cti These concerns drive the design of
our system. We have evaluated our system on two months ofrdatea tier-1 ISP and discovered
several important problems that were previously unknowmr. £ystem analyzes millions of BGP
update messages per day to produce a few dozen actionabiesriep the network operators.

Despite some high-level similarities, our approach differarkedly from recent work on root-
cause analysis of BGP routing changes [10, 11, 12, 13, 14sd ktudies analyze streams of BGP
update messages from vantage points throughout the Itteritiethe goal of inferring the location
and cause of routing changes. Instead, we consider BGRgathianges seensidea single AS to
identify—and quantify—theffectson that network. Realizing that root-cause analysis ofingut
changes is intrinsically difficult [22], we search only forpdganations of events that occur close
to the AS—such as internal routing changes and the failuiB@®P sessions with neighboring
domains—and mainly focus on alerting operators to the p@dnce problems they can address.
Hence, our approach is complementary to previous work ofigaose analysis, while producing
results of direct and immediate use to network operators.

In the next section, we present background material on B&@lBwed by an overview of our

system in Section 2.3. In Section 2.4, we group BGP updatesages into routingvents We

11



identify persistently flapping prefixes and pinpoint theszsi In Section 2.5, we introduce the
concept of aoute vectorthat captures the best BGP route for each prefix at each banater. We
identify five types of routing changes that vary in their irapan the traffic flow. In Section 2.6
we group events by type to identify frequently flapping pre$ixBGP session resets, and internal
routing disruptions; we validate our results using Rouges data, syslog reports, and intradomain
topology data. In Section 2.7, we use prefix-level traffic sueaments to estimate the impact of
the routing changes. Section 2.8 shows that our systemtegearaickly enough to generate reports

in real time. Section 2.9 presents related work, and Seétibd concludes the chapter.

2.2 BGP Overview

The Border Gateway Protocol (BGP) [3] is the routing protdbat ASes use to exchange
information about how to reach destination address blazikgréfixe$. Three key aspects of BGP
are important for our study:

Path-vector protocol: Each BGP advertisement includes the list of ASes along ttie pbong
with other attributes such as the next-hop IP address. Bgsepting the path at the AS level, BGP
hides the details of the topology and routing inside eactvort

Incremental protocol: A router sends an advertisement of a new route for a prefix dtra w
drawal when the route is no longer available. Every BGP updessage is indicative of a routing
change, such as the old route disappearing or the new roctenireg available.

Policy-oriented protocol: Routers can apply complex policies to influence the seledidhe
best route for each prefix and to decide whether to propap@edute to neighbors. Knowing
why a routing change occurs requires understanding howypalffected the decision.

To select a single best route for each prefix, a router apihieedecision process [3] in Table 2.1
to compare the routes learned from BGP neighbors. In ba&hetworks, the selection of BGP
routes depends on the interaction between three routirigquis:

External BGP (eBGP): The border routers at the periphery of the network learn foorgach
external destinations through eBGP sessions with routethier ASes. A large network often has
multiple eBGP sessions with another AS at different routditsis is a common requirement for

two ASes to have a peering relationship, and even some cessaronnect in multiple locations
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1. Ignore if the next hop is unreachable;

2. Highest local preference;

3. Shortest AS path;

4. Lowest origin type;

5. Lowest Multiple-Exit-Discriminator (MED) valug
among routes from same AS;

6. eBGP routes over iBGP routes;

7. Lowest IGP cost (“hot-potato”);

8. Lowest router ID;

A} %4

Table 2.1: BGP decision process

Figure 2.1: Interaction of routing protocols in AS

for enhanced reliability. For example, Figure 2.1 shows(ABas two eBGP sessions with A6
and two eBGP sessions with A%. As a result, there are three egress points to destinatiohS i
D.

Internal BGP (iBGP): After applying local policies to the eBGP-learned routedoader
router selects a single best route and uses iIBGP to advémseute to the rest of the AS. In
the simplest case, each router has an iBGP session with etlegiyrouterice., a full-meshiBGP
configuration). In Figure 2.1, the routet learns a two-hop AS path to destinations in ASrom
three routersl, 2, andc3.

Interior Gateway Protocol (IGP): The routers inside the AS run IGP to learn how to reach
each other. The two most common IGPs are OSPF and IS-IS, wbiapute shortest paths based

on configurable link weights. The routers use the IGP pattsénghe seventh step in Table 2.1 to
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Figure 2.2: System design

select theclosestegress point. In Figure 2.1, the number near each link ins&l€’ indicates the
IGP cost of the link. Based on the decision rulesprefers the routes througt andc3 over the
route through2 due to the smaller IGP path costs.

The decision process in Table 2.1 allows us to compare twtesdoased on their attributes.
We exploit this observation to determine whether a routetcwd from a better route to a worse

route, or vice versa.

2.3 System Architecture

In this section, we describe how to track the BGP routing gkeann an AS. Then, we present
an overview of our system and describe the data we collected & Tier-1 ISP backbone to

demonstrate the utility of our tool.

2.3.1 Measurement Infrastructure

The routers at the edge of an AS learn BGP routes via eBGPogsssith neighboring do-
mains, and then send update messages to other routers tingiéS via IBGP sessions. These
border routers have complete visibility into external antkinal routing changes. Ideally, each
border router would provide a complete, up-to-date vievalbfroutes learned from eBGP and
iBGP neighbors. This data would allow our system to emula¢eBGP decision process of each
router, to understand why a router switched from one BGRertmuanother. Unfortunately, acquir-

ing a timely feed of all eBGP updates received from neightzpASes is difficult in practicé.
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In this study, we analyze routing changes using only the deadily available in today’s
networks—a feed of thbestroute for each prefix from each border router. Our monitordras
iIBGP session with each border router to track changes toesterbute over time. A daily snapshot
of the routing table from each border router is also coll@ttelearn the initial best route for each
prefix.

Since routing changes can have a significant effect on thekdison of the traffic over the
network, traffic measurements are very useful for quamgytheimpactof a routing change. In
our measurement infrastructure, the monitor receives @ dé@refix-level traffic statistics from
each border router. Because our analysis focuses on howmgatttanges affect the way traffic
leavesthe network, we collect the outgoing traffic on the edge lisksanating from the border

routers.

2.3.2 System Components

Our troubleshooting system analyzes BGP routing changé@seifrom inside a single AS and
guantifies the effects on the network. The system is desigmegerateonline so operators may
take corrective actions to improve network performance.gase of presentation, we describe the
functionality of our system in four distinct stages, assthated in Figure 2.2:

RouteTracker (Section 2.4): The first module merges the streams of BGP updates from the
border routers and identifies routiegents—groups of update messages for the same prefix that
occur close in time. Along the way, the module identifies pefithat flap continuously.

EventClassifier (Section 2.5):The second module classifies the routing events in terms of
the kind of routing change and the resulting impact on the fiéwraffic through the network.
For example, we define a category callaternal disruptionthat pinpoints the events caused by
internal topology changes.

EventCorrelator (Section 2.6): The third module identifies related events by clustering ove
time and prefixes. In contrast to previous studies [10, 1113214], we focus mainly on events
that occur very close to the networ&.§.,eBGP session resets or internal disruptions) and have
a significant impact on traffic. In addition, our correlatialgorithms consider whether the bor-
der routers switched from a better route to a worse routejaer versa—information not readily
available in eBGP data feeds used in previous work on BGRaaage analysis.
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Component Reduction Factor
RouteTracker updates— events 15.2
EventCorrelator events— clusters 31.7
TrafficMeter clusters— “important” clusters| 327.6
Total updates— “important” clusters| 158460

Table 2.2: Incremental information reduction

TrafficMeter (Section 2.7): The last module estimates the impact of routing changes®n th
flow of traffic, to draw the operators’ attention to the mogngiicant traffic shifts. Using prefix-
level measurements of the traffic leaving the network, Telsféter computes a traffic weight that
estimates the relative popularity of each prefix. The moguézlicts the severity of each event
cluster by adding the weights of the affected prefixes.

In moving from raw updates to concise reports, we apply tinmedaws to combine related
updates and events, and thresholds to flag clusters witlfisagt traffic volumes. We use our
measurement data and an understanding of BGP dynamicsrtiifydgppropriate time windows;
the threshold values reflect a trade-off between the nunmzksignificance of the disruptions we

report.

2.3.3 Applying the System in a Tier-1 ISP

We have applied our prototype to a Tier-1 ISP backbone witidheds of border routers con-
necting to customer and peer networks. Although we wouldligdave iBGP sessions with all
border routers, we could only collect data from the routemsnecting to peer networks. Still,
the BGP routing changes at these routers give us a uniqueintevthe effects of BGP routing
changes in the larger Internet on the ISP network. In additivese border routers receive reach-
ability information about customer prefixes via iBGP sessiwith other routers, allowing us to
analyze changes in how these border routers would direffittvga customers. On a few occa-
sions, our monitor experienced a temporary disruptionsifBGP connectivity to a border router;
we preprocessed the BGP feeds as suggested in [23, 24] tovectm® effects of these session
resets.

The traffic data is collected from every border router by déinglCisco’s Sampled Netflow [25]
feature on all links. To reduce the processing overhead,taards are sampled using techniques
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in [26]. Although sampling introduces inaccuracies in megg small traffic volumes, this does
not affect our system since we only use the traffic data totifyearge traffic disruptions.

As shown in Table 2.2, our system significantly reduces theme of data and produces only
a few dozen large routing disruptions from millions of BGRIafes per day from the periphery of
the network. “Important” clusters in the table are clusteet affect more than 1% of total traffic
volume in the network. In the remainder of the chapter, wegmedetailed results from the routing
and traffic data collected continuously from August 16, 2@D@ctober 10, 2004—an eight-week
period.

2.4 Tracking Routing Changes

In this section, we describe how we transform raw BGP updassages into routing events.
We merge streams of updates from many border routers antifjdeimanges from one stable route
to another by grouping update messages that occur closaén #hlong the way, we generate a

report of prefixes that flap continuously.

2.4.1 Grouping BGP Updates into Events

A single network disruption, such as a link failure or poladyange, can trigger multiple BGP
messages as part of the convergence process [6, 7]. Thmetdmte routes are short-lived and
somewhat arbitrary, since they depend on subtle timingldeteat drive how the routers explore
alternate paths. To generate reports for the operatorsrevini@rested in the change from one
stable route to another rather than the details of the tiansiAs such, we group BGP updates
for the same prefix that occur close together in time. Althopigevious studies, in particular BGP
root-cause analysis, have followed a similar approach110.12, 24, 27], we group the updates
acrossll of the border routers since a single network disruption naase multiple border routers
to switch to new routes, and we wish to treat these as a singld.e

We define areventas a sequence of BGP updates for the same prefix from any border
where the inter-arrival time is less than a predefiaeent timeoutCareful selection of the event-
timeout value is important to avoid mistakenly combiningelated routing changes or splitting
a single change into two events. An appropriate event-tirnealue can be determined by char-
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Figure 2.3: CDF of the BGP update inter-arrival time

acterizing the inter-arrival time of BGP updates in the rekwv For a controlled experiment, we
analyze the inter-arrival times of BGP updates for pubbaconprefixes that are advertised and
withdrawn every two hours [28]; we also study the dynamicthefentire set of prefixes.

Figure 2.3 presents the cumulative distribution of therhatgival time of BGP updates for four
beacons received from all of the border routers during aetlweek period starting August 16,
2004, with ther-axis plotted on a logarithmic scale. More than 95% of theruatrrival times are
within a few tens of seconds; then the curves flatten untilitber-arrival time is around 7,000
seconds reflecting the two-hour advertisement period. thtiad, previous studies have shown
that the path-exploration process is often regulated byse8dndMinRouteAdvertisementinterval
(MRAI) timer [8]. As such, we choose an event timeout7ofseconds, allowing the difference
between the arrival times of updates at different vantagetpto be as large as two MRAIs plus
a small amount of variance. Looking across all prefixes indaiaset, aboui’s% of the updates

arrive less tharm0 seconds after the previous update.

2.4.2 Detecting Persistent Flapping

Certain prefixes never converge to a stable path due to f@rsisuting instabilities. Persistent
flapping disrupts the reachability of the destination angoses a significant BGP processing load
on the routers, making it important for operators to detactfa these problems. However, if we
group updates for a flapping prefix usingasecond timeout, the grouping process would continue
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Figure 2.4: CCDF of event duration on a log/log scale

indefinitely. Instead, we generate a report once a sequénpelates exceedsmaaximunduration,
defined as theonvergence timeout

The convergence-timeout value should be large enough tuatéor reasonable convergence
delays and yet small enough to report persistent flappingeg@perators in a timely fashion. To
identify an appropriate value, Figure 2.4 plots the comp@etary cumulative distribution function
(CCDF) of event duration for the BGP updates in our networith Wwoth axes on a logarithmic
scale. More than 99% of events last less than a few hundremhdecconsistent with the find-
ings in [6] that BGP typically takes less than three minutesdnverge. As such, we select a
convergence-timeout value 660 secondsi0 minutes) for reporting flapping prefixes.

By applying our RouteTracker module to eight weeks of mesment data, we generated
reports for abou®3 prefixes per day, on average, though the number was as IGwa®ne day
and as high ag6 on others. These persistently flapping prefixes were reggerier 15.2% of the
total number of BGP update messages over the two-monthdyehiough the proportion varied
significantly from day to day (from 3.2% to 44.7%). These hesswere especially surprising given
that all of the border routers were running route-flap damp®], which is meant to suppress
repeated updates of the same prefix. We identified three raases of persistent flapping:

Unstable interface/sessionUsing syslog data [30] from the border routers, we deterthine
that 3% of these updates (0.456% of the total number of upplatere caused by repeated failures
of a flaky edge link or eBGP session. The prefixes were adedrésich time the link/session
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came online, and withdrawn when the link/session failed=igure 2.5, the routers iA.S; prefer
the BGP route advertised by the custormief, over the BGP route advertised by the pegts.
However, a flaky link between routetsandC would lead the routers idS; to repeatedly switch
between the stable route viaS; and the unstable route vi&S;. Route-flap damping did not stop
AS; from using the unstable route fromS, for two reasons: (i) today’s routers reinitialize the
damping statistics associated with an eBGP session aftessaos reset and (ii) routers do not
perform route-flap damping on iBGP sessions. In the shart,teperators could respond to these
cases by disabling (and ultimately repairing) the flaky lorksession; in the longer term, router
vendors could change the implementation of route-flap dagiai prevent the persistent flapping.

MED oscillation: Through closer inspection of the BGP update messages aodsdiens
with the operators, we determined that 18.3% of these updat&8% of the total) were caused
by protocol oscillation due to the Multiple Exit Discrimitwa attribute. Unlike the other steps in
the decision process in Table 2.1, the MED comparison isieghinly to routes with the same
next-hop AS. As a result, the BGP decision process ata¢smpose an ordering on the routes
in the system: a router may prefer routever routeb, b over ¢, andc overa. In the absence
of an ordering of the routes, the routers may switch contistyobetween routes [31, 32]. Upon
detecting a MED oscillation problem, the operators can esgjthat the neighboring AS use a
different mechanism to express its preferences for whevarits to receive the traffic destined for
these prefixese(g.,RFC 1998 [33]).

Conservative flap-damping parameters: The remaining 78.6% of these updates (11.9% of
the total) correspond to repeated advertisements andnaiitads by a neighboring AS. By inspect-
ing the configuration of the routers, we verified that the fi@paping parameters assigned for these
prefixes were not sufficient to dampen the instability. Udifferent parameters for different pre-

fixes is not uncommon and is, in fact, recommended [34]. Fampte, ASes are advised to more
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heavily penalize the (many) smaller address blocks andgabté damping on critical prefixes
(e.g.,the subnets that contain the Internet’s root DNS serverphnthoticing persistent flapping
that is evading the damping algorithm, the operator coutdax the neighboring AS to investigate

the root cause or tune the router configuration to apply mogeessive damping parameters.

2.5 Classifying Routing Changes

In this section, we describe how we classify events to geaerseful reports for the operators
and to facilitate the clustering of related events in thet sextion. Since the current measurement
infrastructure collects the BGP data only from the bordetets connecting to peer networks, the

following analysis is applied to the prefixes learned exgklg from peer ASes.

2.5.1 Merging Routes from Border Routers

To handle the large volume of BGP data arriving from the maorgeér routers, EventClassifier
needs a succinct representation of the routing state aglites/over time. Rather than considering
every BGP attribute, we focus our attention on how traffieang at a border router would leave
the AS en route to the destination prefixA border routet5 R; may select a routh learned di-

rectly from one of its eBGP neighbors; in this case, we saly/itfg; has routeRg, with the next-hop
addressihop! corresponding to the eBGP neighbor anflag] of e for external. Alternatively, a
border routeB R; may select ag’ a route learned via iBGP from another border router, resylti

in a next-hop addresshop), of the remote border router andféug’ of i for internal. In a network

with n border router8B R, BR,, . .., BR,,, we have a route vector4{vector) for prefixp of
RV, = <R;,R§, o RY)

where thejth elementR! = (nhop), flag)) represents thbestroute for prefixp at routerBR;.

By analyzing the evolution of?V,,, we can identify and classify the routing changes that &ffec
how traffic leaves the AS, while ignoring changes in other BfiiAbutes €.g.,downstream AS
path or BGP community) that are beyond the operators’ cbntro
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Figure 2.6: R-vector element changes

2.5.2 Classifying Routing Events

When the network changes from one set of stable routes thancbmparing the old and new
r-vectors Rv;fld and RV, respectively) sheds light on the reason for the changefaneiftects
on the traffic. We first describe the types of changes that kaater router might experience and
then present five event categories that consider the betewriass all of the routers.

A. Types of Events at One Border Router

To illustrate the types of routing events, Figure 2.6 shoxesrgples for two destination prefixes.
For prefixp;, border routersBR; and BR, have eBGP-learned routes througty; and ASs,
respectively; border routds R; selects an iBGP-learned route througR,. For prefixp,, border
routersB R, and B R; have eBGP-learned routes through; and AS,, respectively; border router
BR; selects an iBGP-learned route throuBl®,. The dashed lines represent different ways an
event can affecB R;’s routing decision, as summarized in Table 2.3:

No change: The border routeBR; may undergo a transient routing change only to return to
the same stable best route. More generally, the BGP routechemge in some attribute that is not
captured inRg;. In Figure 2.6, a change in howS, reache®; does not necessarily change?;’s
decision to direct traffic vial.S;. For all of these scenarios, traffic entering the networloater j
destined for the prefix would continue to flow through the AS in the same way.

Internal path change: An internal event may cause a router to switch from one egresd
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Type of Change for R/ Definition
flag]old flagj new
nhopy sold — nh0p7 TEW

flagj ol = flagJ mew —j,
nh0p7 old oL nhop}; mew

Loss of egress point flag) ol =e, flag) e

Gain of egress point flagh”® =i, flagl™" =e

flag] old — flagj new —ga,
nhop® # nhopinev

No change

Internal path change

External path change

Table 2.3: The types of change fowector elemenk’

to another. In this case, routguses an iBGP-learned route before and after the routinggehan
(i.e., flagl™ = flagh®'* =i) but with a different next-hop routei.¢., nhop," # nhop”*'?). In
Figure 2.6, a change in the IGP topology could m&ke, seeB R; as theclosestegress point for
reaching prefix,, instead ofB R;.

Loss of egress point:An external event may cause a route to disappear, or be ezplaith
a less attractive alternative, forcing a border router tecgean iBGP route. In this case, a router
BR, hasflagg,?Old —=e and flag)"*" =i. In Figure 2.6, suppos&sS, withdraws its route fop; and
that BR, has no other eBGP-learned routes; thBi; would select the iBGP-learned route from
BR,. This routing change would force the traffic that used toédidne network a3 R, to shift to
BR;.

Gain of egress point: An external event may cause an eBGP-learned route to appeae,
replaced with an attractive alternative, leading a bordetar to switch from an iBGP-learned
route to an eBGP-learned one. In this case, a robitey hasflagl old —j andflagg’"ew =e. In
Figure 2.6, supposdsS, starts advertising a route {9 again; then,BR; would start using the
eBGP-learned route, causing a shift baclts; .

External path change: An external event may cause a router to switch between eB&e¢d
routes with different next-hop ASes. In this case,ﬁhegg; remains ae while the next hop changes

(i.e.,nhopl™e # nhop?°'%). In Figure 2.6, suppos&sS, withdraws the route fop;, causingB R,
to switch to an eBGP-learned route froh%s;. Then,BR; would start directing traffic to a different
egress link at the same router.
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Event Category Events | Updates | Upd./Ev.
Distant/transient disruptior] 50.3%| 48.6%| 12.6
Internal disruption 15.6% 3.4% 2.9
Single external disruption | 20.7% 7.9% 5.0
Multiple external disruptionn  7.4% 18.2%| 32.0
Loss/gain of reachability 6.0%| 21.9%| 47.9

Table 2.4: Event distribution in updates

B. Classes of Route-Vector Changes

Since each of the elements in the r-vector can have five different types of geanrouting
events could fall int&" different categories, which would be extremely unwieldy generating
reports for network operators. Instead, we classify theevieased on theeverityof the impact
on the traffic, leading to five disjoint categories:

Distant/transient disruption: Some events do not have any influence on the flow of traffic
through the AS. We define an eventdistant or transient disruption if each element of the r-
vector has “no changeA distant routing change that occurs more than one AS hop aoeay
not affect theRg; values. A transient disruption may cause temporary routiranges before the
border routers converge back to the original BGP routes.s@levents are worthwhile to report
because the downstream routing change may affect the eewldtperformances(g.,by changing
the round-trip time for TCP connections) and the converggrocess may lead to transient per-
formance problems that can be traced to the routing evensh@w/n in Table 2.4, this category
explains about half of the events and half of the BGP updatesages; these events trigger an
average of 12 or 13 update messages for the BGP convergertaspr

Internal disruption: An internal event can cause a router to switch from one ialgrearned
route to another. We define an event asrdernal disruption if the change of each of the elements
in its r-vector is either of type “no change” or of type “inteal path change”, with at least one
element undergoing an “internal path changeCaused by a change in the IGP topology or an
iIBGP session failure, these events are important becaagenthy cause a large shift in traffic as
routers switch from one egress point to another [22, 35].hasw in Table 2.4, internal disruptions
account for about 15% of the events and just 3.4% of the upgdateaverage, an internal event

triggers just a few iBGP update messages as some routechdmit one existing route to another.
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Single external disruption: Some events affect the routing decision at a single bordgero
for an eBGP-learned route. We define an eventsiagle external disruption if only one r-vector
element has a change of type “loss of egress point,” “gain giess point,” or “external path
change.” Typically, an ISP has eBGP sessions with a neighboring AS wtiple geographic
locations, making it interesting to highlight routing clgas that affect just one of these peering
points. These kinds of events cause a shift in traffic beceugers are forced to select an egress
point that is further away [36]. For example, a single exaédisruption may arise because an
eBGP session between the two ASes fails, forcing the boalger to switch to a less-attractive
route. As shown in Table 2.4, these disruptions accountver 80% of the events and nearly 8%
of the updates; since these localized events affect a singter, the number of update messages
per event is limited.

Multiple external disruptions: In contrast to the previous category, some events affecé mor
than one border router. We define an event asultiple external disruption if multiple r-vector
elements have a change of type “loss of egress point,” “gdiegress point,” or “external path
change;” and the r-vector includes at least one eBGP-ledmuaite before and after the evehin
Figure 2.6, if the owners of prefix changed providers to start usidg, instead ofAS; and ASs,
every border routers idS; would experience a disruption. As shown in Table 2.4, thisgary
accounts for just over 7% of events and 18% of updates; tige laumber of update messages
stems from the convergence process where multiple bordégnomust explore alternate routes.

Loss/gain of reachability: An event may cause a prefix to disappear, or become newly avail
able. We define an event &sss of reachability if every r-vector element with an ertdrroute
experiences a “loss of egress poinK’ loss of reachability is extremely important because it may
signify a complete loss of connectivity to the destinatiddr@sses, especially if the routers have
no route for other prefixee(g.,supernets) covering the addresses. Similarly, we defineemt e
asgain of reachability if initially no eBGP-learned routesistxand at least one r-vector element
experiences a “gain of egress pointlh some cases, thgain of reachability is indicative of a
problem, if the network does not normally have routes fot gnafix. For example, a neighboring
AS may mistakenly start advertising a large number of smdihets; overloading the memory
resources on the router may have dire consequences, suashsg the network [37]. As shown

in Table 2.4, this category accounts for 6% of the events @adiy 22% of the update messages;
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Figure 2.7: The (normalized) # of daily events by category.

the gain or loss of reachability often triggers a large nundfeipdate messages as every border
router explores the many alternate routes.

Overall, the severity of the external events increases Bimgle external disruptions to multi-
ple external disruption, and ultimately to loss/gain ofcteability. In general, the number of events
in the “loss/gain of reachability” and “multiple externaktluption” is stable over time, whereas
the other categories vary significantly. Figure 2.7 shovesrthmber of daily events (whei&0
represents the average number of events per day over theveegk study) for each event cate-
gory during the week of September 6-12, 2004. For examplpeteSeer 7 had a large number
of distant/transient disruptions, and some days see a naughrlnumber of internal disruptions
and single external disruptions than others. The high bayaarises from the fact that network
disruptions can occur at arbitrary times and may affectgelamumber of destination prefixes, as
discussed in the next section. Given the high variabilittheanumber and type of events, predict-
ing them in advance and overprovisioning for them is verfalift, making it even more important

for operators to learn about disruptions as they occur tptatia configuration of the network.

2.6 Grouping Related Events

In this section, we describe how to identify related evertesstime and prefixes By clus-

tering events across time for the same prefix, we identifyiigson prefixes that have unstable
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routes. By clustering events of the same type across prefiseegroup events that appear to have a
common cause. We present techniques to identify groupsfikps affected by hot-potato routing
changes and eBGP session resets, which are responsiblarigrafthe large clusters. We validate
our inferences using RouteViews data [38], syslog rep&@$ [and an independent analysis [35]

of internal topology changes.

2.6.1 Frequently Flapping Prefixes

Some destination prefixes undergo frequent routing chatigesintroduce a large number
of events in a relatively short period of time. In contrasthe persistent flapping analyzed in
Section 2.4.2, these routing changes occur at a low enoughtaaspan multiple events. For
example, a prefix may have a long-term instability due to flagyipment that fails every few
minutes, falling outside of our 70-second window for graupBGP updates into events. Even
if the equipment fails at a higher rate, the BGP updates maguperessed periodically due to
route-flap damping [29], leading to multiple events. Idiymig these slowlyfrequently flapping
prefixes is important for addressing long-term reachatilibblems and for reducing the number
of BGP updates the routers need to handle.

To identify frequently flapping prefixes, we group eventstfog same destination prefix that
occurclose together in timéwith an inter-arrival time less thathreshr), and flag cases where
the number of events exceeds a predefined threspotd:_count). We implement this heuristic
by keeping track of each prefix that has had an event in theéAasth seconds, along with the
time of the last event and a count of the total number of evaugp®n learning about a new event
from RouteTracker, we check if the prefix has experiencedvantan the lasthresh, seconds
and update the timestamp and counter values; once the c@axaeedsnaxr_count, we generate
areport.

Since route changes can happen on virtually any timest&@arametersireshr andmax_count
should be set to highlight the most unstable prefixes witlgauterating an excessive number of
reports. Figure 2.8 shows the complementary cumulativeloligsion of the number of events per
cluster over our eight-week measurement period. For aktlalues ofhreshs, more than 99%
of the clusters have fewer than ten events; still, a smalllvemof very large clusters exist. Hav-

ing a very smalkhreshr might cause our system to overlook some unstable prefixésaniing
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Figure 2.8: CCDF of the number of events per cluster for egentlation across time

cycle between routing changes. For example, a prefix thaa ln@sting change every ten minutes
would not be detected byireshr of 300 seconds. Based on the results in Figure 2.8, we as-
signthreshr to 900 seconds angiax_count to 10 to draw attention to the small number of very
unstable prefixes.

In our analysis, the percentage of events caused by frdgulapping prefixes varies from day
to day from a low 0f).41% to a high 0f32.78%, with an average df.38%. Most of these events are
in category “loss/gain of reachability.” We believe thaduent flapping tends to originate near the
destination, making these instabilities visible to oth&eA&. To validate our inferences, we applied
our heuristic for identifying frequently flapping prefixesthe BGP data from RouteViews [38].
For the week of September 26 to October 2, 20043%ajrefixes we identified were also flapping
frequently in at least one other vantage point in the Ro@e¥idata. Whether (and how) operators
react to frequently flapping prefixes depends on the netwesgansible for the problem. If the
frequent flapping comes from one of the ISP’s own custombespperators may be able to work
with the customer to identify and fix the problem. If the flappicomes directly from a peer
network (or one of the peer’s customers), the operators roatact the peer to request that the
peer address the problem.
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2.6.2 Disruptions Affecting Multiple Prefixes

A single disruption (such as a link failure or a policy changey affect multiple prefixes
in a similar way, in a very short period of time. Grouping thgsefixes together magnifies the
visibility of the common effects and substantially reduttes number of reports for the operators.
The five categories identified in Section 2.5.2 provide aaatife way to identify prefixes affected
in a “similar way.” In addition, we also consider whether tiwrder routers changed from a better
route to a worse route, a worse route to a better route, ordesgtwwvo equally-good routes, in
terms of the first six steps of the decision process in Taldle Phis distinction gives us insight
into whether the old route was withdrawn (or replaced by a-lfractive route), the new route
recently appeared (or was replaced by a more-attractite)aur the router switched between two
comparable route®(g.,because of a change in the IGP path costs).

In particular, we group events for different destinatioefpres that (i) belong to the same
category (using the taxonomy from Section 2.5.2), (ii) ugdehe same kind of transition (from
better to worse, or worse to better), and (iii) start no mbwnthreshp seconds after the first
event. We consider the start time of the events because shapidate is most likely to be directly
triggered by the network event. We implement this heuristidkeeping track of the identifying
information for each cluster.¢.,the event category and the kind of transition) as well asithe t
of the first event and a count of the number of events. Uponrgéing a new event, we check if
the event matches with the identifying information andwasiwithinthreshp seconds after the
first eventin the cluster. The correlation process adoplisstering algorithm similar to those used
in previous BGP root-cause analysis studies [10, 11, 12].

Settingthreshp too small runs the risk of splitting related events into tviesters. If a net-
work disruption affects a large number of prefixes, the éff@ould easily spread over several
tens of seconds. For example, a BGP session failure or hatgpmuting disruption that affects
tens of thousands of prefixes requires the router to send nous@pdate messages, which could
easily take up to a minute [35]. To account for these effests carefully select a value of 60
seconds fothreshp after a study of the duration traditional routing changeg.(session resets)
normally take to affect all of their related prefixes. Sinéeeshp is used to compare the start
times of the two events, our heuristic cannot assume thaisdaeslis complete once the current

time (the time of newly arrived BGP update in the systemisshp after the time of the first
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Figure 2.9: CCDF of the number of event per cluster for eventatation across prefixes

event in the cluster since an event may still be “in progtdssowing that an event lasts at most
the convergence timeout (from Section 2.4.2), in our héarigach cluster waits for a total of
threshp + convergence_timeout to ensure that no ongoing, correlated events should bededlu
in the cluster. In total, then, our heuristic waits for 66@@®ds before declaring a cluster com-
plete?

Figure 2.9 shows the effectiveness of clustering in conmigimelated events. The graph plots
the complementary cumulative distribution of the numbesants per cluster over the eight-week
period, on a log-log scale. Although 99% of the clusters hasgthan a hundred events (as shown
in the “all categories” curve), a few clusters have a trenoeischumber of events. Meanwhile, the
curves for different categories of events have distinativaracteristics. The categories “multiple
external instability” and “loss/gain of reachability” hmwnuch smaller clusters, while the other
three categories have some very large clusters with tensoofsands of affected prefixes. The
categories “internal disruption” and “single externalrdigion” tend to have larger clusters than
the other categories. Next, we show that these very largaerki stem from hot-potato routing
changes and eBGP session resets, respectively.
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A. Hot-Potato Changes

According to the BGP decision process in Table 2.1, a rowgkecss among multiple equally
good BGP routes.g.,routes that have the same local preference, AS path lenggim type, MED
value, and eBGP vs. IBGP learned) the one with the smalld3td&st. Such routing practice is
calledhot-potatorouting [35]. An IGP topology change can trigger routers imeéwork to select
a differentequally goodBGP route for the same prefix, and these changes may affetiptaul
prefixes. This section describes the routing disruptionsed by these hot-potato changes.

“Hot-potato” changes only affects the egress points eaasterselects for the prefixes. As the
event classification in Section 2.5.2, it results in “in@rdisruptions” to the network. After the
correlation process, the event cluster in category “irgedisruption” magnifies the impact of the
“hot-potato” changes. When these kinds of disruptions npdbe operators need to know which
routers and prefixes are affected to gauge the significantteeavent. Such information can be
obtained by comparing the old and new r-vectors for all oféhents in the cluster because each
element in the r-vector carries the next-hop address focdh@sponding router.

A previous study [35] proposed a heuristic for identifyingj4potato routing changes at a single
router, based on a single stream of BGP updates from thagrrantl data from an IGP topology
monitor. Applying this technique to specific ingress rostatowed us to make direct comparisons
between the two approaches. For the period from August 1&ptegber 30, 2004, over 95% of
the large clusters.€., clusters with more than 1000 events) of internal disrugimentified by
our system are also identified using the technique in [35jpéating the other 5% of cases in more
detail, we discovered that these clusters corresponddteteestoration of a link in the network,
where the failure had caused a previous hot-potato routwagge that was detected using both
techniques. As such, we believe that these disruptionsafpdtato routing changes that were not
detected by the heuristic in [35].

B. eBGP Session Resets

The failure or recovery of an eBGP session can cause mukimats that affect the eBGP-
learned routes from one neighbor at a single border routponUosing eBGP connectivity to a

neighbor, a border router must stop using the routes preljidearned from that neighbor and
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switch to less-attractive routes. The border router maychwio an eBGP-learned route from a
different neighbor, if such a route exists; this would résulan “external path change” for the

destination prefix. Alternatively, the router may have tdtslwto an iBGP-learned route from

a different border router; this would result in a “loss of &gg point” for the destination prefix.

When the session recovers, the border router learns the 8@®&srfrom the neighbor and switches
back to the eBGP-learned routes advertised by this neidgiob@ne or more destination prefixes
(causing either an “external path change” or a “gain of egpesnt”).

To identify a session failure, we first group events thatéiphng to the category “single external
disruption,” (i) have arold route with the same border router and neighber,the same’°'%),

(iif) have a routing change that goes from better to worsé, (@&r) occur close together in time.
However, this is not enough to ensure that the session failddss the router has stopped using
most (if not all) of the routes previously learned from thatghbor. As such, we also check that
the number of prefixes using the neighbor has decreased ticaltyg Similarly, to identify a
session recovery, we first group events that (i) belong te@#tegory “single external disruption,”
(i) have anewroute with the same border router and neighba.,(the sameR;v"ld), (i) have

a routing change that goes from worse to better, and (iv) roclose together in time, and also
involve a significant increase in the number of prefixes d@ased with that neighbor, back to the
expected level.

Applying our heuristic to the “single external disruptiozitisters that contain more than 1000
events, we found that 95.7% of these large clusters werediné an eBGP session going up or
down. To validate our inferences, we consulted the sysltay [@8], which reports when the status
of a BGP session changes. The syslog data confirmed more 88arobour inferences. Our
inferences not only captured all of the resets in syslogdrrttified a few disruptions that were not
reported by syslog. Interestingly, we sometimes found dloatanalysis suggests that the session
failure occurred up to ten seconbeforethe entry in the syslog data. After checking for possible
timing discrepancies between the BGP and syslog data, weilspe that the remote AS is shutting
down the BGP session in a graceful manner by finshdrawingall of the routes before actually
disabling the session. This practice highlights the imgoaee of using an algorithm such as ours
even when syslog data are availablé complete loss of the routes from a neighbor does

necessarily arise only from a session failure. Insteadngighbor’s router may be reconfigured
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with a new policy é.g.,that withdraws the previous routes) or lose connectivitpttoer routers
in its own network. These kinds of disruptions could havegaificant impact on traffic inside
an AS, and would not generate a syslog report. The influent@ge disruptions on the traffic is

explored in more detail in the next section.

2.7 Estimating Traffic Impact

We now describe the final component of the system—TrafficMekbech allows us to estimate
the traffic impact of the routing disruptions produced by BwventCorrelator. Although the traffic
volume on a link typically varies gradually across days ameks, sudden changes in traffic can
lead to congestion in some parts of the network. A receny4&] shows BGP routing disruptions
are responsible for many of the largest traffic shifts in lbacie networks. Below we first discuss
how we compute traffic weights to estimate the impact on traffid then focus on two types of

routing disruptions with the most impact.

2.7.1 Computing Traffic Weights

TrafficMeter aggregates the Netflow data [25] collected am dlitgoing links to compute
prefix-level traffic statistics. For each destination prefie define draffic weightthat corresponds
to the percentage of traffic destined to that prefix acrossvkeall traffic volume in the network.
In essence, the weight corresponds to the relative populafrithe prefix. Since the proportion
of traffic destined to each prefix changes over time, we coenfhé weights over a sliding time
window (e.g.,the last month). The weights allow us to estimate the pakimipact of a cluster of
routing events by considering the sum of the weights for @dfipes in the cluster. Although the
weights do not capture the variations in traffic per prefixoasrtime and location, they do provide
a simple way to flag routing disruptions that affect clustdrgrefixes that attract a high volume of
traffic.

In Figure 2.10, we plot the complementary cumulative disition of traffic weight of a prefix,
an event, and an event cluster over the eight-week periodraftady. The “prefix” curve shows the
significant differences in popularity of the prefixes, cetesnt with previous studies [24, 40]. Inter-
estingly, the “event in all categories” curve looks largtlg same, suggesting that routing events
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Figure 2.10: CCDF of traffic weight

affect prefixes across the entire range of popularitiess ®bcurs because the many events in cat-
egories “distant/transient disruption,” “single extdrdesruption,” and “internal disruption” tend
to affect a wide range of destination prefixes, largely ireejent of their popularity; the curves
for these three categories of events are not shown, as tbkywlmost identical to the “prefix” and
“event in all categories” curves. In contrast, the curvesefgents in categories “multiple external
disruption” and “loss/gain of reachability” suggest thia¢de events tend to involve prefixes that
receive less traffic.

The “cluster” curve plots the distribution of traffic weightross the event clusters. As ex-
pected, a cluster tends to have a large traffic weight sinenitbines one or more related events.
The tail of the curve suggests that a small number of clustersesponsible for a significant por-
tion of the large traffic shifts. Meanwhile, our results ra\Véhat these “significant” clusters have
a large number of events, implying the routing change afewny prefixes. Our system observes
a few dozen such large clusters each day and highlights thethé network operators for their
attention. We use the threshold of 1% for traffic weight tanaigsignificant routing disruptions,
since the vast majority of clusters fall below that threshadlhis avoids operators focusing their

attention on the many BGP disruptions that affect a very kiraadtion of the traffic.

34



2.7.2 Disruptions With Large Weights

We now discuss our empirical findings using TrafficMeter lage our eight weeks of mea-
surement data. Interestingly, most big events in terms @fatinount of traffic weight are single
external disruptions and internal disruptions. Thus, wi$oon those in Figure 2.11 showing the
duration of a routing disruption relative to the correspogdraffic weight of the affected pre-
fixes for clusters with traffic weight larger than 1%. On agerainternal disruptionse(g., hot
potato changes) result in larger traffic weights than siegternal disruptiond.g.,session resets),
because internal routing disruptions usually affect midtiocations. They also appear to have
longer durations than single external disruptions. Laugd events allow operators to adapt rout-
ing configurations as needed to alleviate possible netwomnigestion. Our tool highlights only a
few critical events which are both long-lived and expectedffect a large amount of traffic. This
helps focus operators’ attention on routing disruptionsshmitigation actions, such as tuning the
routing protocol configuration, might be necessary.

Figure 2.11 also shows that our tool captures some largemdiens that are short-lived, last-
ing 30 seconds to a few minutes. In addition to most of theglgiexternal disruption” points in
the graph, these short-lived disruptions include manyelaigsters in the “distant/transient dis-
ruption”; this category accounts for 78.8% of all event tdus with traffic weight higher than
1%. These clusters involve events that start and end witlsdahee route vectors, with some sort
of transient disruption in between. Although short-liveaffic shifts do not have a sustained im-
pact on network load, users may encounter brief periods gifadied performance that could be
traced to these disruptions. Interestingly, these shattitraffic shifts are extremely difficult to
detect using conventional measurement techniques, suSiNEE® and Netflow, that aggregate
traffic statistics on the timescale of minutes. In contrast,troubleshooting system can identify
short-lived routing disruptions that may have large efext user performance.

2.8 System Evaluation

In this section, we demonstrate that our system imposes khamaunt of memory and CPU
processing overhead to run in real time on a commodity comguilatform. Throughout the
evaluation of our system on eight weeks of data, the systemanefootprint never exceeded 900
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Figure 2.11: Routing disruption durations vs. traffic weéggh

Megabytes and every interval of 70 seconds of BGP updatepmasssed in less than 70 seconds.
We characterize the system performance through an offelinelation over the past measure-
ment data. Due to operational concerns, our system coulaioeess the collected data in real-time.
Instead, we stored the measurements locally and replaygedhtia in our tool. We ran our tool on
a Sun Fire 15000 equipped with several 900 MHz Ultraspaprdtessors. Only one processor
was used during the experiments. We evaluate the system twginmetrics:memory usagand

execution speed

2.8.1 Memory Usage

The memory usage in our troubleshooting system consists@parts: staticusage andly-
namicusage. The static memory is allocated to store the best fouwach border router and
destination prefix. In the core of today’s Internet, eacht@plearns reachability information for
about 160,000 prefixes (also confirmed by RouteViews [38)g fbtal static memory usage in our
system is about 600 Megabytes.

Dynamic memory, on the other hand, is allocated to mainteerdata structures continuously
created in response to the arrival of BGP updates. The esisgaiia objects kept in the system are
clusters, whose memory are dynamically allocated andireethduring the process as discussed
in Section 2.6. In processing the eight weeks of measuredsat the dynamic memory footprint
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Figure 2.12: System execution speed

of the system never exceeded 300 Megabytes.

2.8.2 Execution Speed

We measure how quickly the system processes the BGP upddesause the progression of
each BGP update in the system varies depending on the egpicaindition of several timers, we
have conducted the experiment for each BGP update sequéthie avfixed time interval called
epoch rather than characterizing the execution latency of eadlvidual BGP update. During
each test, we randomly selected a starting point in the ewglekk BGP update sequence and then
divided the subsequent BGP update stream into non-ovenig@pochs. Then we measured the
execution time for each epoch of a fixed epoch interval. Weedahe epoch interval among the
values of 10, 30, 50, 70 seconds. Because the machine is sshiangg system, we ran each
experiment three times to ensure the accuracy of the measuateesults; we saw virtually no
variation in the results across the three experiments.

Figure 2.12 shows the complementary cumulative distrputif the execution time for each
of the four epoch intervals. As shown in the graph, the exeoudf nearly every epoch was
completed within the epoch interval. For example, the ctove ten-second epoch interval shows
that more than 99% of epochs could be processed within omadgboweven.1% of the epochs
required more than ten seconds to complete. Our systemionedlg lags behind the arrival of
BGP updates, due to the bursty arrival pattern of BGP upddbes data show that, while the
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average number of BGP updates per second is well below 10@Hveorresponds to about 30
Kbps data rate), the maximum number of BGP updates receaivaarisystem in one second could
well exceed 10,000 (which corresponds to 3 Mbps data rate).

Despite the existence of execution lags, for an epoch iatefv30 seconds, its percentage
becomes much smaller (0.01%) by smoothing the BGP updastsbuith a longer interval. The
execution lag is completely eliminated when we set the epttelnval to 70 seconds; that is, every
interval of 70 seconds worth of BGP updates was completalggssed in less than 70 seconds.
We believe the occasional execution lag is acceptable. IRbed each event is identified only
if at least a period of event timeout elapses after the dro¢éhe last BGP update in the event.
Typically the timeout value is a few tens of secontdsgeconds, in our experiments). That is, even
with instantaneous processing, each BGP update would bavait for at leas?0 seconds before
areport is generated for the network operators. As suchotnmg the processing of BGP updates
over a few tens of seconds does not introduce a problem.

2.9 Related Work

There is a large body of literature on characterizing BGR datng passive monitoring [6, 7,
23, 41, 24] as well as active route injection [28]. Our stusl\aliso preceded by several recent
efforts [10, 11, 12, 13, 14] to identify the location and aao$routing changes by analyzing BGP
update messages along three dimensions: time, views, afidgs. Our work is similar in that we
analyze BGP data along the same dimensions to group retateédg changes. However, we focus
on organizing large volumes of BGP updates seen in a singli A&l time into a small number
of reports belonging to categories directly useful to ofesato help mitigate the problems.

In analyzing BGP data collected from multiple vantage poimithin a single AS, our work
is similar to the BorderGuard [36] study that identifies insistent routing advertisements from
peers. In contrast, we classiyl routing changes seen by the border routers into useful caésy
The work in [22] presents a strawman proposal where each A&t®BGP data from its border
routers as part of an end-to-end service for identifyingltitation and cause of routing changes.
Each AS uses the data to detect and explain its iowarnal routing changes, rather than trying to

detect and diagnose interdomain routing events. Recerk |48t has considered how to detect
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| Component | Types of Report | Information |

RouteTracker | Persistently flapping prefixesPrefix, time duration, AS paths
EventCorrelator, Frequently flapping prefixes Prefix, time duration, AS paths
Transient disruption clusters Time, traffic weight

eBGP session reset clusters Time, eBGP session, traffic weight
Hot-potato change clusters| Time, prefix matrix, traffic weight
Other disruption clusters Summary statistics

TrafficMeter

Table 2.5: Routing disruption reports

Component Parameters
Grouping: event timeout (70s)
Flapping: convergence timeout (600$)
Time: threshy (900s), maxcount (10)
Prefix: threshp (60S)

RouteTracker

EventCorrelator

Table 2.6: Summary of the system parameters

network anomalies through a joint analysis of traffic andirgudata. This work looks for signifi-
cant changes in both the volume of traffic and the number oatgoohessages, without delving in

to the details about the specific destination prefixes andteéypes involved.

2.10 Concluding Remarks

We have presented the design and evaluation of an onlineléshooting system for identify-
ing important BGP routing changes in an IP network. TablesBrimarizes the types of disruption
reports that are generated by our system to help operatprevethe management of the network.
In addition, as shown in Table 2.2, the reduction in the arhotiraw information is significant—
extracting a few dozen reports from millions of BGP updatekected from multiple vantage
points at the periphery of the network. Using the conciseatar data structure to capture BGP
routing changes, we identified five categories of BGP routiisguptions that vary in the severity
of the impact on the traffic. Table 2.6 summarizes the pamammeind their recommended values
used in our tool. They can also be adapted to reflect netwarttitons as well as operators’ pref-
erences. Applying the tool to eight weeks of routing anditrafata from a tier-1 ISP network, we
identified several ways for operators to improve the roustadpility of the network. Despite having
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route-flap damping features enabled on all of the routenstami surprisingly discovered a large
number of updates from persistently flapping prefixes anaitified three causes. Meanwhile, we
found that hot-potato routing changes and eBGP sessiots negege responsible for many of the

large routing disruptions.
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CHAPTER 3

Internet Routing Resilience to Failures: Analysis and
Implications

The network troubleshooting tool developed in Chapter p$ieperators deploy countermea-
suredn face offailures. In the next two chapters, we undertake a diffeapproach to enhance the
robustness of the Internet interdomain routing. This obaftst proposes a measurement frame-
work that systematically characterizes how the currergrirgt routing system reacts to various
types of large-scale failures, and then pinpoint the rditgloottlenecks of the Internet.

3.1 Introduction

Given our growing dependence on the Internet for importadtane-critical applications such
as financial transactions and business operations, thersti®ng need for high availability and
good performance at all times for most network paths on ttexret. To provide such assurance,
Internet routing plays a critical role, as its main functisto identify network paths with sufficient
resources between any two network prefixes. However, it Iskmewn that interdomain routing
on today'’s Internet ipolicy-drivento satisfy commercial agreements. Policy restrictionsgme
the routing system from full exploitation of the underlyitggpology, as physical connectivity does
not imply reachability. It is unknown how such restrictioafect the failure-resilience of the
Internet routing system.

On average, routing on today'’s Internet works well, engurgachability for most networks
and achieving reasonable performance over most paths. Howkere is a serious lack of under-

standing of Internet routing resilience to significant bedlistic failures such as those caused by

41



the 911 event [19] and the Taiwan Earthquake in December X1Q6For instance, for several ten
minutes to hours after this earthquake many Asian sites 8f tbmpanies cannot communicate
with their headquarters or data centers in North Americaygmting important business opera-
tions. A particularly noteworthy observation is that dué¢te North-America-centric placement of
most top-level DNS domain servers f@OM domain, some Asian Web users cannot reach even
regional servers due to the inability to contact authavieelDNS servers.

In this chapter, we systematically analyze how the curretdrhet routing system reacts to
various types of failures by establishing a realistic falimodel, and then pinpoint reliability
bottlenecks of the Internet. To achieve this, we first carcsta topology graph which accurately
captures the AS-level structure of today’s Internet. Tegpes are designed to address issues of
topology completeness and relationship accuracy. Theneweladp a generic failure model that
captures the effect (not the cause) of most common failufestimg routing at the interdomain
level. Note that such failures can also result from attankgead of natural disaster. We attempt
to identify critical links whose failures can cause largd aavere impact on the Internet. They are
effectively Achilles’ heels of the Internet.

We develop a simulation tool to perform such what-if failarelysis to study routing resilience
which is efficient to scale to Internet-size topologies. Weus on fundamental structural and
policy properties that influence network resilience toueek. We attempt to draw conclusions
independent of inaccuracies in relationship inference tapdlogy construction by focusing on
the underlying properties of networks that affect netwakHience properties. For example, there
are a limited number of trans-oceanic links, which can gdsicome reliability bottlenecks. By
focusing on the impact of structural and policy properties; analysis provides guidelines for
future Internet design.

The chapter is organized as follows. Section 3.2 introdweesoverall methodology. The
failure models used in our study as well as the corresponeimgirical events are described in
Section 3.3. The detailed resilience analysis under @iffetypes of failures using our simulation
tool are discussed in Section 3.4. Finally, we discuss tlag¢e@ work and conclude the chapter.
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3.2 Analysis Methodology

We describe our methodology for failure resilience analyHiconsists of three main compo-
nents: (i) building the AS-level topology, (ii) inferring&routing policies, and (iii) conducting

failure analysis. Unlike previous studies, we carefullytpeb relevant parameters.

3.2.1 Topology Construction

We use publicly available BGP data from a large number ofagapoints in the form of rout-
ing table snapshots as well as routing updates to consimuk$devel network topologyCombin-
ing routing updates with tables improves the completengseaopology by including potential
backup paths revealed only during transient routing cayerge. However, history data may also
introduce inaccuracies in the network topology caused bylid¥ that are no longer valid. We
would like to obtain a topology graph that is as complete asside to avoid underestimating
routing resilience of today’s Internet. By including netk@aths obtained from history data that
may no longer exist, we may nevertheless overestimateilisdaesilience.

To balance between the completeness and accuracy of neteology, we use 2 months
of routing data from RouteViews [38], RIPE [43], public reutervers [44] as well as a large
content distribution network from March to April, 2007. Theeasurement data were collected
from vantage points located in a total of 483 different AS&s.reduce the size of the network
graph and speed up our analysis, we prune the graph by etingrlubAS nodes [45], defined
to be customer ASes that do not provide transit service toadhngr AS. These can be easily
identified from routing data as ASes that appear only as 8tenlap ASes but never as intermediate
ASes in the AS paths. As a result, we could eliminate 63% oflittks and 83% of the nodes.
For the analysis of routing resilience to failures, we castaee such information by tracking at
each AS node in the remaining graph the number of stub custootes it connects to including

information regarding whether they are single-homed ottinl@med to other ISPs.

3.2.2 Topology Completeness: Missing AS Links

The BGP data collected from a limited number of vantage goistich as RouteViews and
RIPE, cannot locate all of the links in today’s Internet [48]. Certain links, especially peer-to-
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| Graph | # of nodes| # of links | # of peer-peer linkg # of cust.-prov. links| # of sibling links |

CAIDA | 4342 14815 3558 (24.0%) 11168 (75.4%) 89 (0.1%)
SARK 4430 25485 3801 (14.9%) 21684 (85.1%) 0 (0.0%)

Gao 4427 26070 | 11446 (43.9%) 14343 (55.0%) 281 (1.1%)
UCR 3794 23913 | 14293 (59.8%) 9421 (39.4%) 199 (0.1%)

Table 3.1: Statistics of topologies generated by diffeedgdrithms

peer links in the edge of the Internet, only appear in the B&Rgpbetween their associated ASes,
therefore cannot be captured unless we place vantage poititsse ASes. In our analysis, we
address the incompleteness of topology by adding addItd®@dinks which have been confirmed
by other studies. In particular, we choose the data set geduvdy the latest link discovery study by
Heet al.[47] at UC Riverside, which we call grapghCR, and add their newly-found links missing
in our topology data.

According to He’s study [47], graph UCR is generated basetherata set collected in May
2005. Despite the time difference, we believe most of thieslin the old data set still exist today.
Table 3.1 presents the basic statistics of graph UCR and & diifferent graphs we generate
based on different relationship algorithms, describeddati®n 3.2.3. Graph CAIDA is directly
downloaded from [48] due to the lack of access to the sourde obthe study [49], Graph SARK
and graph Gao are computed based on [45] and [50], respigcfieen our collected raw datasét
We discuss these graphs in details in Section 3.2.3. In cosgoa graph UCR, slightly smaller
than graph SARK and Gao due to its older raw dataset, neVesthbas a higher percentage of
peer-peer links most of which were discovered by their psegdechniques. A further comparison
of graph UCR with graph Gao shows that 10876 of the 23913 #4blks in the former are
missing in the latter. 10847 (99.7%) of these missing linkes @ssociated with existing nodes
in the latter, indicating that they might be captured if atgeaph construction techniques (e.g.,
traceroute in [47]) are used. In Section 3.4, we evaluate thewaddition of these missing links

affects the overall resilience of the Internet.

IHeuristics adopted by the different algorithms do not hasfinitive relationship inference for certain links in the

graph, which results in the little discrepancy between SARId Gao in Table 3.1.
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3.2.3 AS Routing Policy Inference

It is well-known that there are three basic AS relationsliid: customer-to-provider, peer-
to-peer, and sibling relationships. We need to label eadk i the topology graph with re-
lationship information required to infer valid, policy4tpliant AS paths [52]. Thus, accurate
AS relationships are critical to our analysis. Most pregi@iudies on inferring AS relation-
ships [45, 49, 50, 51, 53] are based on heuristics which nmghélways hold on the real Internet,
and therefore, may produce incorrect relationships thratty affect our analysis. For example, a
simple test on graphs annotated with AS relationships géegfrom CAIDAs work [49] reveals
the presence of AS routing policy loops.

Although constructing a topology graph matching exactly turrent Internet is impossible
due to proprietary relationship information, we attemptteate one with maximum accuracy
and understand the effect of network topology on routingieese. A recent study [54] shows
that the latest Gao’s algorithm [50, 51] and CAIDA algorithi®] present better accuracy in
satisfying “valley-free” [51] policy rule for more AS pathsAs such, we first generate a graph
using Gao’s algorithm with a set of 9 well-known Tier-1 AS&65(174, 209, 701, 1239, 2914,
3356, 3549, 3561, 7018) as its initial input. Then we complaeecomputed graph with graph
CAIDA downloaded from [48]. We take the set of AS relatioqshagreed on by both graphs,
which we believe are most likely correct, as the new initrglut to re-run Gao’s algorithm to
produce the graph for our analysis. To ensure valid anabfgise constructed graph, we perform
several consistency checks as described below.

e Connectivity check The original topology graph needs to ensure that all AS nuales
have a valid policy path.

e Tier-1 ISP validity check: A Tier-1 ISP by definition does not have any providers, nor
should their siblings. A Tier-1 ISP’s sibling cannot be siglof another Tier-1 ISP.

e Path policy consistency check There should not be any valid AS path containing policy
loops, e.g.,a path going from a customer to its provider and eventuallyrnéng to the

customer serving as the previous hgp'evider.
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| Property | Value |

# of AS nodes 4427
# of Tier-1 AS nodes 22 (0.5%)
# of Tier-2 AS nodes 2307 (52.1%)
# of Tier-3 AS nodes 1839 (41.5%)
# of Tier-4 AS nodes 254 (5.7%)
# of Tier-5 AS nodes 5(0.1%)
# of AS links 26070
# of customer-provider links 14343 (55.0%)
# of peer-peer links 11446 (43.9%),
# of sibling links 281 (1.1%)

Table 3.2: Basic statistics of constructed topology

Table 3.2 describes the basic statistics of our construofgmlogy. We classify the nodes into
5 tiers as follows. We start with the 9 well-known ISPs andsify them and their siblings as
Tier-1. Tier-1's immediate customers are then classifiefii@s2. We also ensure all non-Tier-1
providers of these nodes are included in Tier-2. We repeaséme process with the subsequent
tiers until all of the nodes are categorized. As we can sesf ofdhe nodes, after the removal of
stub AS nodes, are in Tier-2 or Tier-3. Figure 3.1 also itatsts the node degree distribution of the
graph. As expected, most networks have only a few providdyeut 20% of the networks have at
least one peer, which are typically equal-sized networks.

In reality, AS relationships can be much more complicatetuiting per-prefix-based arrange-
ments or combined relationships of transit or provider wiistomer services [55]. We argue that
our simplified approach to constructing the AS-level togglwith policy annotations is sufficient
for failure analysis, as majority of the prefixes between ABgpfollow one type of policy arrange-
ment. However, we do take care of special exceptions. Fanpbka both Cogent (AS174) and
Sprint (AS1239) are well recognized as Tier-1 ISPs, but theyot peer directly as evidenced by
lack of AS paths containing links connecting them direclityreality, Verio (AS2914) provides a
transit between their customers. We deal with this casaa@ttpwhen computing AS paths.
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Figure 3.1: CDF of AS node degree based on relationships

| Previous link | Currentlink | Nextlink |
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Table 3.3: Relationship combinations of 3 consecutivedif)K: customer-to-provider links—:
peer-to-peer link)\,: provider-to-customer link)

3.2.4 AS Relationship Perturbation

As described earlier, no relationship inference algorithable to produce a set of AS relation-
ships that exactly matches the actual ones. As a matter pidifferent algorithms could produce
vastly different relationship inferences. As shown in &Bl1, graph SARK has much fewer peer-
peer links than graph Gao even though both graphs are cothfsate the same raw BGP dataset.
To justify our evaluation of the Internet resilience, whiglies on an accurate AS relationship,
we propose a technique to perturb the relationship of celitaks to understand the effect of AS
relationship distributions on routing resilience.

L T

Each link can be a “peer-peer”, “customer-provider” or ‘gder-customer” link. Here we

do not consider perturbation on a sibling link because ofatgy. As such, we have for each
link 9 possible combinations of relationship tweaks, baseds relationship before and after the
change. First, we discuss how each tweak affects the ms#lieTable 3.3 presents all possible

combinations of any three consecutive links in a policy-ptaimt AS path from the perspective
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| | p-pin SARK | p-cin SARK | c-pin SARK |

p-p in Gao 2061 4847 3742
p-c in Gao 1011 9061 359
c-p in Gao 582 296 2723

Table 3.4: Relationship comparis@Bao, SARK)

of the second link (i.e., the link in the middle). Obvioustypeer-peer link is most restricted in
finding paths as its previous link has to be a customer-pss\idk and its next link has to be a
provider-customer link. In contrast, a customer-providleprovider-customer link has more op-
tions. Changing a peer-peer relationship to a customersiggoor provider-customer relationship
thus provides the corresponding link more flexibility in osog paths, and the overall network
resilience is enhanced.

In each of our relationship perturbation, we change theiogighip of a number of links. To
prevent the tweak of one link from offsetting the tweak of tu@o link, we have to ensure that the
tweaks of all of the links are consistent. That is, all of timk$ involved changing relationships
from peer-peer to customer-provider/provider-customefice versa. In our current analysis, we
only focus on relationship changes between peer-peer astdroer-provider/provider-customer.
The perturbation between a customer-provider link and siges-customer link is less realistic
and we thus leave it as future work.

Table 3.4 illustrates the comparison between graph Gao ephdARK. The discrepancies
provide candidates for perturbation. Each field indicalesrtumber of links that satisfy the re-
lationship combination. For example, there are 2061 lideniified as peer-peer in both graphs
and 4847 links identified as peer-peer in graph Gao but asgaeeustomer in SARK. As shown,
there are altogether 8589 peer-peer links in Gao which a®@mer-provider or provider-customer
links in SARK. This set of links is our main focus for the retetship perturbation analysis in
Section 3.4. Note that each relationship tweak can only Ipdexpwhen it does not violate any
valley-free rule — the change will not invalidate any AS gatbntaining the link.
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3.2.5 What-if Failure Analysis

Given the inferred AS relationships, we developed an efftaégorithm to construct valid AS-
level policy paths between arbitrary AS node pairs. We nyoitiié state-of-the-art algorithm [52]
to ensure that the common practice of preference orderimgfisrced by preferring customer
routes to peer routes and peer routes to provider routes IF@lire 3.2 presents the pseudo-code
of the algorithm with running time complexity @(|V|?). Links in the AS graph are classified
as one of the following categories: customer-to-providee (UP link), provider-to-customer link
(DOWN link), and peer link (FLAT link). Accordingly, a pathich only follows UP links is
called anuphill path. Any AS path conforming to BGP policy is of the form of gstional uphill
path, followed by zero or one FLAT link, and an optional dowirath. The algorithm starts with
the computation of the shortest uphill/downhill paths fbmade pairs. Then, it selects from all
possible path combinations the shortest path with the peée ordering applied.

Our algorithm is efficient, as we impose an ordering to compugiven AS’s provider’s routes
first both for eliminating unnecessary computation and Bnglconsistent routes. Our simula-
tor [57] supports a variety of what-if analyses by deletimd$, partitioning an AS node to sim-
ulate the various types of failures described in Section Bt simulation tool is designed to be
efficientin computing AS paths: all AS-node pairs’ policytacan be computed within 7 minutes

with 100 MB memory requirement on a desktop PC with an Intetien 3GHz processor.

3.3 Failure Model

Although the Internet has built-in failure recovery medlars through rerouting, there are
several real incidents of serious connectivity problenréndunatural disasters, power outage, mis-
configurations, and even intentional attacks [58] agahesirtfrastructure. In Table 3.5, we intro-
duce a failure model capturing tleéfectof network disruption at the global Internet level based on
empirical evidence.

As shown in Table 3.5, we categorize the failure scenariesdban thempact scalewhich we
measure by the number lolgical links affected by the failure. Here lagical link is defined as the
peering connection between an AS pair. A logical link migivolve several physical linke.g.,
two large ISPs peer at multiple geographical locations. Weat explicitly model physical links
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If Dsrc,dst < o0

Pyycast = (sre,p) + Reverse(Uphillgst p);
else# choose provider’s path
foreach src’s providerm
shortestpath(m, dst,D,, 4st, P dst);
Dsrc,dst = minm{Dm,dst + ]-}a
Pyreast = (sre,m) + P, ast;

1. Compute shortesiphill paths for all(src, dst) pairs.
Distg,. 45 1S the distance of the shortest uphill pat
Uphills,. 45 1S the shortest uphill path
2. Compute the shortest policy path frem: to dst
functionshortestpath(src, dst,Dg, dst, Psre,dst)
# returnsD,. 45, the length of the shortest path,
# and P, 45, the shortest path
if Distys sre < 00 #Choose customer’s path
Dsrc,dst = DiStdst,src;
Pyye.ast = Reverse(Uphillgst src);
else# choose peer’s path
Dsrc,dst = minp{DiStdst,p + ]-}a
wherep is a peer ofrc

=

Figure 3.2: Algorithm to compute shortest policy paths fibsec-dest pairs

| Category:(# of logical links)|

Sub-Category

Description |

5

0 Partial peering teardown A few but not all of the physical links between two ASes fq
AS partition Internal failure breaks an AS into a few isolated parts
1 Depeering Discontinuation of a peer-to-peer relationship
Teardown of access links Failure disconnects the customer from its provider
-1 AS failure An AS disrupts connection with all of its neighboring ASe
Regional failure Failure causes reachability problem for many ASes in a re
| Category:(# of logical links) Sub-Category | Empirical Evidence | Analysis |
0 Partial peering teardow eBGP session resets
AS partition Problem in Sprint backbone Section 3.4.6
1 Depeering Cogent and Level3 depeeringSection 3.4.2
Teardown of access links NANOG reports Section 3.4.3
-1 AS failure UUNet backbone problem
Regional failure Taiwan earthquake, etc | Section 3.4.5

Table 3.5: Failure model capturing different types of l@diink failures.

due to a lack of physical topology information. Based on thehber of impacted logical links,

we classify failures into three types: no logical link fa@usingle logical link failure, and multiple

logical link failures.
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No logical link failure : For reliability and performance reasons, ASes might hageerthan one
single physical link to connect to each other. In particufdhe peering is present at geographically
diversified locations, it is be very difficult to completelyelak the connection between these two

ASes. We usually observe the following two types of failures

e Partial peering teardown: As reported in [59], sessiontrekee to hardware/software mal-
function or maintenance operations, is one of the most &etjwouting events in the network.
Unless all peering sessions between an AS pair have resdtythASes can still maintain

their reachability even though traffic performance mightibgraded.

e AS partition: Certain physical link failures, occurringside a single AS, do not cause any
damage to its connection to its neighboring ASes. The magreecondition is that the
failure breaks the AS into two or more isolated regions, &wedietworks in different regions
can no longer reach each other. We call this type of fail&® partitiori, as evidenced by a

recent event in Sprint backbone [60].

Single logical link failure: A logical link failure indicates the loss of direct conniect between
the pair of ASes associated with the link. Based on the typedailed link, we further categorize

it into the following two sub-classes.

e Depeering: Depeering occurs when the failure disableséke-peer link between a pair of
ASes. In today’s Internet, the largest ISPe.( Tier-1 ASes) establish peer-peer relation-
ships to distribute traffic for their respective custometvmeks. To gain extra connectivity
without increasing financial burden, low-tier ASes alsorpeih each other. Depeering
over a Tier-1 peer-to-peer link can cause significant impadhe Internet as it disrupts the
communication between their respective customers and slynotentional as evidenced
by recent contractual disputes between Cogent and Lev&]3 [6 contrast, in the case of
lower tier depeering, which is possibly caused by physieahadge, misconfiguration, or
even intentional link termination, reachability can gb#l maintained through other provider

links with possible performance degradation.

e Teardown of access links: Most networks connect to theivigess through the access

(i.e.customer-provider) links to reach the rest of the InterAdailure on such access links
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can severely disrupt the customer’s reachability. Thigtgpfailure might be one of the

most common link failures, as evidenced by the frequentrtepo NANOG [62].

Multiple logical link failures : This type breaks multiple logical links, thus causing muotre

severe impact.

e AS failures: one particular scenario, we denote as “AS fafluoccurs when all the logical
links between an AS and its neighbors fail, indicating tima ¢orresponding AS is unable
to originate or forward any traffic. This can be caused by Wwaréd malfunction or miscon-
figuration inside the failed AS. For instance, UUNet backb@noblems [63], despite its
undisclosed causes, resulted in significant network ogtage

e Regional failures: are often caused by natural disastelirgedtional attacks, resulting in
multiple logical link or AS failures in the affected regiom addition to local networks in
the region, other parts of the Internet whose traffic traa®the region are also impacted.
Well-known examples include 911 attack [19], Hurricanerieat [64], as well as the recent

Taiwan earthquake [21].

As evidenced by various real events, the Internet is sukdepd certain types of failures, espe-
cially when critical nodes (UUNet problem) or links (Cogamtd Level3 depeering) are involved.
In Section 3.4, we use our simulation tool to conduct a mostesyatic evaluation of the impact

of different types of failure on the Internet.

3.3.1 Case Study: Taiwan Earthquake

Given the known disruption to the Internet due to the recamivdn earthquake [21], we per-
form a more detailed study of its impacts in the region on ktiltday after the earthquake hap-
pened. The earthquake occurred in December 2006 near Talaaraging several undersea cable
systems in Asia. Many networks in Asia were affected, capdiegraded performance, and net-
work connectivity problems in Asia were globally felt for ekes.

We first collected BGP data for that period of time from Roués¥s and RIPE which captures
the earthquake effects based on the number of ASes or préfixesxperience path changes (or
even complete withdrawals). In addition, given that the@fbf the earthquake was relatively long-

lasting due to the long repair time, we augment our analyglstnaceroute probes. In particular,
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ASﬁgSB (US)—> AS1239 (US)
AS2907 (JP) AS4837 (CN)
AS2501 (JP) AS9929 (CN)
RTT min/avg/max/mdev = 583/590/596/5.4 ms
AS7660 (JP)
AS2516 (JP)

AS2501 (JP) AS9270 (KR) AS9687 (KR) AS9929 (CN)
RTT min/avg/max/mdev = 33/34/36/0.76 mBTT min/avg/max/mdev = 63/64/65/0.4 ms

AS4766 (KR)—> AS4837 (CN)

Figure 3.3: Top route is inefficient but can be improved by posing two bottom routes.

we probe from PlanetLab hosts [65] located in several Astamtries and other areas of interest:
China, Singapore, Taiwan, Japan, South Korea, US, and #astrThe goal is to understand
possibly abnormal paths with long delays and to locate thigdn@ck causing the slowdown.

We summarize our findings. Most affected prefixes belong tavorks in Asian countries
around the earthquake region. For example, 78-83% of thep&Jkes announced from a large
China backbone network were affected across 35 vantagéspdiost of the withdrawn prefixes
were re-announced about 2 to 3 hours later. We found that ratiegted networks announced
their prefixes through their backup providers. For exantpdéore the event all the vantage points
went through AS1239 to reach China 169 backbone (AS4837¢r &fe earthquake, backup paths
through networks such as AS3320, AS7018, and AS1239 are uAkedidentified several AS-
level links experiencing problems. For example, beforeetent, all the vantage points traversed
AS1239 to reach a Singapore network, AS4657. After the gqagke, they instead choose other
ASes such as AS209 and AS2914.

By actively performing traceroute probing from 8 Planetiballes in 8 distinct Asian countries,
we found that interestingly, traffic between some networfiges in Asia are routed via other
remote continents during the period after the earthquake. ekample, The Taiwan Academic
Network to China Netcom were routed from Taiwan to NYC bef@&ching China Netcom. The
roundtrip delays can exceed 550ms due to the long distarmtemryestion. During normal period
though the AS level path is the same, packets are routednitieieast pacific area. As shown in

Figure 3.3, we found that from the PlanetLab node in JapanGbiaa commercial network, the
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\ | AU2 | CN2 | HK2 | JP2| KR2 | SG2| TW2 | US2 |

AU 11 | 657 | 433 | 271 | 335 | 392 | 304 | 229
CN || 570 | 150 | 41 | 446| 318 | 83 | 286 | 475
HK || 288 | 219 2 127 | 137 | 40 | 446 | 337
JP 152 | 450 | 117 | 21 | 44 94 | 137 | 169
KR || 287 | 203 | 655 | 40 5 468 | 378 | 172
SG || 391 | 412 | 37 | 208| 355 | 90 | 360 | 267
TW || 270 | 559 | 456 | 32 | 280 | 471 1 182
US || 242 | 205 | 251 | 190 | 194 | 296 | 188 8

Table 3.6: Latency matrix among Asian countries in m@&een educational to commercial networks)

path goes through the US, taking a long time to travel oveegsige physical distances. However,
two networks in South Korea have direct connections to bapfad and China networks. Hence, if
the networks in Korea can provide temporary transit sesvioeboth China and Japan, we obtain
an overlay path through Korea with a much shorter physicdhdice.

To generalize our analysis, we obtained a latency matrixrgn#sian countries and the US
from educational to commercial networks shown in Tables Based on this, we identify that at
least 40% of paths with long delays can be significantly impdoby traversing a third network.
The best improvement reduces latencies from 655ms to oolynar 157ms (from KR to HK2

when asking JP to provide the transit service). More detdilee study are presented in [57].

3.4 Impact Analysis of Failures

We now analyze each failure type to understand the impabedinternet scale. Note that we
focus onlogical link failures only, which corresponds to failures of one oore physical links.
Such failures are not unlikely as evidenced in the past. latidilows, unless otherwise specified,

a link implicitly means a logical link, and a node refers toAfh.

3.4.1 Evaluation Metrics

A failure disrupts the traffic that traverses the failed ratocomponent and the traffic has to
be rerouted via a different path to reach its destinationqantify failure impact, we define the

following two metrics:
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e Reachability impactIn the worst-case failure scenario, no alternative pathlmalocated
between the source and the destination. We define two typeschability impact: thab-
solutereachability impactz®** and therelative reachability impacfz™. R is the number
of AS pairs that lose reachability to each other during thieirfa. In addition, We define
R as the percentage of disconnected AS pairs over the maximumber of AS pairs that

could possibly lose reachability.

o Traffic impact After the failure, the traffic that used to traverse the @lded link is shifted
onto the new paths. The shifted traffic could lead to seri@iwork congestion. Due to the
lack of accurate information on actual traffic distributimmong ASes, we instead estimate
the amount of traffic over a certain link as the number of thatglst policy-compliant paths
that traverse the link, denoted itk degreeD. We compute the link degre® of all links
before and after the failure, and estimate the effects dfidrahift by calculating these 3
metrics: (1) themaximumincrease ofD among all linksT?#, (2) therelativeincrease ofD
of this link 77, and (3) the maximum relative increaselinof the failed link7?!. Suppose
the link A is failed, and most of its traffic is shifted to link. The three metrics are computed

as follows.

Tabs Tabs
Tabs — prew _ Dold Trlt — TPpet —
B B> old”’ old

DB DA

(3.1)

The first two quantify the impact of traffic shift on individdanks while 77 captures the
evenness of re-distributed traffic for the failed link. Adtigh the link degree cannot exactly
guantify the traffic impact in each failure because of thevendraffic distribution in the In-
ternet, it, which computes the increased number of AS patitdraverse each link, provides

a good estimate on the amount of shifted traffic.

3.4.2 Depeering

Today'’s Internet core consists of a group of large ISPs knasvhier-1 ASes which are the top
service providers. Their customers can reach each othéneipeer-peer links among the Tier-1

ASes, so these peering links are critical to maintainingrikernet connectivity. In this section, we
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Tier-1 AS | 174 209 | 701 | 1239 2914 | 3356 | 3549 | 3561 | 7018 |

# of single-homed customers without stupsl6 | 13 9 13 11 30 15 10 9

# of single-homed customers with stubs 193 | 229 | 45 | 47 43 162 | 53 55 49

Table 3.7: Number of single-homed customers for Tier-1 ASes

[AS [ 174] 209 701 [ 1239 2914 3356 | 3549 | 3561 |

174 / / / / /

209 || 100 | / / / /

701 || 87 | 91 / / /
1239 79 | 91 | 85 / /
2914 | 100 | 93 | 100| 85 /
3356 || 100 | 95 | 100| 85 | 100
3549| 82 | 99 | 82 | 85 | 100 | 87 /
3561| 87 | 92 | 100| 89 | 100 | 100 | 100
7018| 92 | 100 | 92 | 100 | 92 92 92 | 100

~| ~| ~| ~| ~| —~
~| ~| ~| ~| ~| —~

~ ~ ~| ~| ~| ~| |~

Table 3.8:R""* (%) for each Tier-1 depeering

analyze the effects of peering (particularly the Tier-1rpep link failures on network reachability
and traffic shift.

Table 3.7 presents the number of single-homed customensand without the stub ASes for
each Tier-1 AS, whersingle-homedefers to customers that can only reach only one Tier-1 AS
through uphill paths. If all the physical peering links betm two Tier-1 ASes stop workinge.,

a logical link failure, their respective single-homed ausers can only reach each other using the
lower-tier peering links.

We first analyze how each Tier-1 depeering affects loss eforétreachability due to unreach-
able AS pairs of single-homed ASes of the Tier-1 ASes invib\Because of the rich connectivitity
in the Internet, some pairs of the single-homed ASes of tipeeled Tier-1 can still reach each

- - - . - - - ,r,lt . -
other via low-tier peering links. We use the relative redlitg impact 12;; to quantify the impact,

# of disconnected pairs
1/2 x S; x S; ’

rl
R = (32)

whereS; and.S; indicate the number of single-homed ASes for the two depe€ier-1 ASes:
andj. Table 3.8 presents the results for our graph without stubsASier-1 depeering disrupts
connections among most single-homed customers. Ove8al%8of pairs of Tier-1 ISP’s single-
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homed customers suffer from reachability loss, while theai@ing pairs manage to detour using
lower-tier peers or siblings. If we consider the stub AS&8483 (93.7%) out of 318562 single-
homed AS pairs lose reachability.

We examine pairs of single-homed customers that remainemed after depeering. Among
all 744 connected pairs, 86% of them traverse peer-pees,lankd the remaining 14% have com-
mon low-tier providers.

Second, we investigate the effects of Tier-1 depeering affidrshift. We observed, on aver-
age, the maximum traffic increase of a linlg., 7% is 3040 (with maximum of 11454), which
corresponds to 22% (with maximum of 62%) of the traffic of tlepeered linki(e., 77°") being
shifted. Our results also show the relative traffic increagé could reach up to 237% with an
average increase of 61%, indicating that the traffic shifihhimpose a serious burden on certain
links.

We also analyze depeering of lower-tier peering links. Ehengh they do not impact network
reachability due to the ability to use Tier-1s to reach eabkemwe examine the traffic impact. We
pick 20 most utilized non-Tier-1 peer-to-peer links, anddiate the path changes after the failure
of each link. Our results show that the average maximum d¢rafireasel®* is 14810, and the
corresponding™** and 7" are 35% and 379%, respectively, indicating that lowerieering

links can also introduce significant traffic disruption.

A. Effects of Missing Links

As we discussed in Section 3.2.2, our topology graph, cocigtd solely from BGP measure-
ment data, cannot capture all the links in the Internet. \Wethd newly-discovered links in graph
UCR to examine how it affects the simulation results.

A total of 10847 links are added, containing 8059 (74.3%)rqpeer links, 2753 (25.4%)
customer-provider links, and 35 (0.3%) sibling links. Fongarison purposes, we use the same
set of single-hnomed ASes in our analysis. 5892 (85.5%) jpdifsSes experiencing loss of reach-
ability in the new graph, compared to 6143 (89.2%) pairs oé&\B the old graph. As expected,
adding new links slightly improves the resilience undenr-Tialepeering as the new links can be

used to locate alternative paths.
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| #ofperturbedlinks | 0 | 2k | 4k | 6k | 8k |
| % of disconnected ASels89.2 | 88.6| 87.9] 87.2] 86.3]

Table 3.9: Effects of perturbing relationship.

B. Effects of Relationship Perturbation

Next, we evaluate how perturbing the relationship desdnb&ection 3.2.4 affects the analysis
results. We have a candidate set of 8589 peer-peer linkshwdan be changed to customer-
provider links. In our evaluation, we test 4 different sagogin which 2000, 4000, 6000, and
8000 peer-peer links in the candidate set are randomlyteel@nd changed to customer-provider
or provider-customer links. For each test scenario, weaartg generate 5 different graphs.

For comparison purposes, we consider the same set of dioghed ASes and evaluate how
the perturbation affects the connectivity between any pathese ASes. Table 3.9 presents the
percentage of single-homed AS pairs that lose reachabitider different scenarios. As shown
in the table, perturbing the relationship slightly imprs\xke resilience of the network as the per-
turbed provider-customer links either make single-hom&g#become multi-homed or provide
better lower-tier connectivityl he quite limited improvement also indicate that theselsthgmed
customers have very limited access links to reach Tier-5A8@ uninformed, random relationship
perturbation does not improve their routing resilience tmuc

To summarize, Tier-1 depeering disrupts the reachabifitynty a small number of ASes that
are single-homed to the affected Tier-1 ASes, neverthglesse affected ASes experience severe
damage as they can no longer reach 89% of the rest of the ASes.

3.4.3 Teardown of Access Links

After the analysis of failures of peer-peer links, we nowdgtlhow the failure of customer-
provider links (also known aaccess link), which counts for 77% of all AS links in the Internet,
affects the network reachability. The robustness of cotivigcof an AS can be captured by the
similarity of its paths reaching thBer-1 ASes, given that Tier-1 ISPs are so richly connected; thus,
reaching them is very important. For example, in the Tieefekring analysis, ASes with uphill
paths to multiple Tier-1 ASes can survive the depeeringugison without losing reachability to
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other ASes.

Path similaritycan be defined as the number of commonly-shared links amaénigegbaths
under consideration. In particular, nonzero path sintijfameans that failinga single linkcan
disrupt reachability. For instance, similarity of 2 im@ithat there exists two commonly shared
links among all possible paths; therefore breaking any etwo links will create disruption.

We now describe how to calculate the path similarity of eaéhté\the set of all Tier-1 ASes
to evaluate the robustness of the connectivity and to ifjeatitical links. We first transform this
problem into a max-flow-min-cut problem [66]. We solve thenimium-cut problem by using an
approach based on the “push-relabel” method [66] and thesept our analysis for scenarios with
the BGP policy imposed and also those without policy retstms. Moreover, we study the impact
of failures of commonly-shared links which tend to be catifor the network.

Since our focus is on finding cases of nonzero path similamgtransform the problem into a
max-flow-min-cut problem by assigning a capacity of 1 forrgdenk in the graph. The solution
identifies the maximum flow that can be transferred betwe@ugces and a sink. Because each
link has a capacity of 1, once we have a solution with a maxirflamvalue of 1, there has to be
at least one link shared by all paths betweemdt.

In our analysis, we have one source and multiple sinks. Theceacan be any non-Tier-1
AS while the multiple sinks are the Tier-1 ASes. We createerinks and add a directed link
from each Tier-1 AS te with a capacity value ofo. We perform the analysis for both conditions
of BGP policy constrained path selection and no policy retsbns. For the latter, we transform
our topology into an undirected graph. For the former, simeeconsider the uphill paths of each
non-Tier-1 AS to Tier-1 ASes, which do not contain any pesgplinks, we remove all peer-
to-peer links from the topology, while keeping each custetagrovider link as a directed link
pointing from the customer to the provider, and making ealng link undirected. All links in
the converted graph have capacity value of 1 except for ths lio the supersink.

Under no policy restrictions, 703 (15.9%) out of 4418 noe#1l ASes have a min-cut value of
one and can thus be disconnected from the network by remowilygone of the commonly-shared
links. This implies thatlespite apparent physical redundancy, a fairly large nundienetworks
on the Internet are vulnerable to significant reachabilitgrdption caused by a single access link

failure even without policy restrictions.
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functionfind_path(src, dst, last, link_set)
# if returns TRUE, paths exist betweern: anddst;
# link_set is the set of links shared by these paths

if (src=dst)
ret = TRUE;link_set = {(last, dst)}
else

S ={all links}; ret = FALSE; # initialize S and re
foreachx € {src’'s providers or siblings
if (find_path(zx, dst, src, S;) = TRUE)
S=5nNnS5,; ret=TRUE;
link_set = S U{(last, src)};
return ret;

Figure 3.4: Algorithm to locate shared links among all pdtbm src to dst.

| #ofsharedlinks| 0 | 1 | 2 [ 3] 4 |
| percentage |78.3]18.3]/3.1]/0.3][0.02]

Table 3.10: Number of commonly-shared links.

|#ofnodes| 1 | 2 [ 3] 4[5 [>5]
| percentagg 92.7| 45[1.6]0.1]/0.3] 0.7 |

Table 3.11: Number of ASes sharing the same critical link.

Under BGP policy restrictions, 958 (21.7%) of 4418 ASes havain-cut value of 1, and
about 255 (6%) of the ASes are susceptible to single linkifed even though they have physical

connectivity. This indicateBGP policies severely limit network reachability undeddegs, and

relaxing policies can help alleviate the failure impact.

Recall that stub ASes excluded from our topology graph terfthive even more limited con-
nectivity due to being single-homed. In our graph, we exelRti226 stub ASes, 7363 (34.7%) of
which have only one provider and are thus subject to a singless link failure. Considering the
stub ASes, at least 8321 (32.4%) of the ASes are vulneralsiagte access link failure.

The default s-t max-flow-min-cut solution only generates passible cut. We develop a recur-
sive algorithm for finding the set of all commonly-sharek$ramong all possible paths between
a given non-Tier-1 AS and the set of Tier-1 ASes, shown in lEd@i4. By remembering partial

results, the running time complexity of this algorithm¢|V'| + | E|).
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Table 3.10 shows the percentage of the number of sharedffimksany non-Tier-1 AS to all
Tier-1 ASes. Most of the ASes that share link(s) have onlyrhroon link while few nodes share
as many as 4 links to reach Tier-1 ASes. This implies titttack of a randomly selected link is
unlikely to significantly disable the targeted AS’s conivéigtfrom other networksWe also collect
the statistics on the links that are commonly shared by atlyesfe ASes.

Table 3.11 presents statistics on the number of AS nodessttzat the same critical link.
Removing each of these links disrupts the connectivity ladfahe ASes that share the link. More
than 90% of the links are shared by only one AS while few linksshared by more than 10 ASes
to reach the set of Tier-1 ASes. This indicaéesingle logical failure has a limited scale of impact
as ASes rarely share a common critical access link.

To capture the impact of removing shared links, we studyfailscenarios in which any of
the 20 most shared links is disabled. We estimate the impagsing previously defined metrics.
Upon failure, the affected AS(es) can no longer reach theIT&Ses and their reachability to other
networks solely relies on their alternate lower-tier cartivities. We use the relative reachability
impact R} for failed link [ as our metric,

w7 of disconnected pairs

Hy 1/2x S x(S=8)

(3.3)

in which S; and S indicate the number of ASes that share the failed liakd the total number of
ASes in the graph, respectively. For the 20 scenarios aed/yaur results show that the average
value of R"* is 73.0% with standard deviation of 17.1%ailures of shared access links disrupt
most of the reachability for ASes that share the removed limkthe few cases when reachability
is not impacted, the corresponding pairs of ASes use lowlitiks similar to depeering to route
around the failed link.

For the traffic impact, the maximum incredas#* among the 20 failures is 53179, accounting
for 50.3% of the total traffic shifi,e., 7.

A. Effects of Missing Links

Similar to the depeering analysis, we evaluate how the maddf new links learned from
graph UCR affects our conclusions. With added links, ounlteshow that 678 (15.3%) of the
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| #ofperturbedlinks | 0 | 2k | 4k | 6k | 8k |
[# of ASes with min-cut 1 958 | 928.6] 901.3] 873.5] 848.9]

Table 3.12: Perturbing relationships: improved resileenc

ASes have min-cut value of 1 under no policy restriction sihgvan increase of 25 (0.6%) ASes
no longer sharing common links. Under policy restrictiongywever, 956 (21.6%) of the ASes
have min-cut value of 1,e., only 2 (0.05%) additional ASes becomes insusceptiblertglsilink
failures with additional links. For the failures of the sa@@shared links, the average Bf' is
68.7% with standard deviation of 14.3%.

We can conclude thatithough the addition of new links increases the physicaheativity of
networks, it only slightly improves the resilience for aaxénk failures as the added links, most of

which are peer-peer links, have a limited access to reaclatfested ASes.

B. Effects of Relationship Perturbation

We next discuss how relationship perturbation affects threaut analysis results. Similarly,
we simulate failures on 4 different graphs in which we cha2@@0, 4000, 6000, and 8000 peer-
peer links in the candidate set to customer-provider/pl@vcustomer links. We randomly gener-
ate 5 tests for each scenario. We focus on min-cut analysisrdBGP policy restrictions.

Table 3.12 presents the min-cut analysis results for diogiship perturbation scenariocShang-
ing peer-peer links to customer-provider/provider-cusés links improves the overall network re-
silience as the perturbed links provides ASes extra fléwilil choosing paths to other networks.

To summarize, despite the apparent physical redundanaypasngly large number of ASes
are vulnerable to a single access link failure, which wedveliis the most common failure in
today’s Internet. Even worse, BGP policies severely furthmeit the network resilience under
failure: about 35% of the ASes can be disconnected from miodteorest of the network by a

single link failure.

3.4.4 Failure of Heavily-used Links

Shared links to reach Tier-1 ASes can be considered as oreofygitical links. We also

analyze the impact of failures of another type — links usednayy networks or heavily-utilized
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Figure 3.5: Link degree vs. link tier.

links based on their topological location.

Figure 3.5 is a scatter plot of the link degree vs. link tlenk tier is calculated as the average
of tier values of the two ASes of the link. For example, if tivklis between a Tier-1 AS and a
Tier-2 AS, the link tier is 1.5Link degreeD, as defined in Section 3.4.1, is the number of AS pairs
traversing the link. As shown in the figure, the most heaugd links are within Tier-2. This is
expected as core links carrying significant amount of Irgetraffic have high link degrees.

In our simulation, we select 20 most heavily utilized linlssfailure targets, excluding Tier-1
peer-to-peer links which have been studied in Section 3'h2se 20 links either reside in Tier 2
or connect between Tier-1 and Tier-2 ASes and are travess@®bo up to 5.2% of paths between
all AS pairs. In each simulation run, we remove one of theséirk3 and estimate the failure
impact. In particular, we examine how those AS pairs thadl iséraverse the broken link fail over
to new paths. Our analysis shows that 18 out of 20 failuresoddisrupt reachability between any
AS pairs. In fact, the two cases that impact reachabilitplve two shared links as evaluated in
Section 3.4.3.

For the 20 failures studied, the maximuffi®® is 113,277 with an the average bf* 64,234
while the maximuni» is 77.3% with the average @f*“* 38.0%. These values indicate signifi-
cant, uneven traffic re-distribution that may require tcadfingineering to reduce potential conges-

tion.
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3.4.5 Regional Failures

We now present simulation-based analysis of a particulgional failure scenario. We first
describe the method to determine the set of affected ASebristbefore presenting the analysis
on the failure impact.

Motivated by several real incidents such as the 9/11 attadktse 2003 Northeast blackout, our
regional failure simulates the scenario when all ASes amdliraversing New York City (NYC)
are broken. Unlike the previous scenarios that focus oneslimdk failures, regional failures usually
affect multiple links and tend to have larger impact.

We first use NetGeo [67] to approximately identify the set 84 and links that can be affected
by eventsin NYC. NetGeo provides a set of geographic lonatior each AS. Because our analysis
is based on the AS-level granularity, we select ASes locat®tly C only and thus ignore partial
AS failure for simplicity. To identify relevant links, we §t choose links whose both end points
share a single common location in NYC. In addition, NYC miglsto be critical to links with a
single end point in NYC. For example, we observe that Souticamh ISPs connect to New York
as their main exchange point to the rest of the Internet eveungh NetGeo indicates they only
reside in South Africa.

To capture such long-haul links connecting NYC to a remoggore we perform traceroute
from PlanetLab hosts located different foreign countree83 PlanetLab ASes located near NYC.
If traceroute results exhibit any stops in NYC, we include torresponding AS links. Due to
limited probing, our analysis may miss some links impactedhe failure. A total of 268 ASes
and 106 links (56 of them are customer-to-provider linke;tmaining are peer-to-peer links) are
selected to fail concurrently in our simulation.

Our simulation shows that this example regional failurerupss the reachability between
38,103 AS pairs, which mainly involve only 12 ASes, which veparate into 2 sets according
to their failure patterns.

Case 1 One AS (located in South Africa) used to have 2 providers 2mmkers. The failure
disabled its links to both of its providers, leaving it withlp 2 peers to connect to the rest of the
Internet.

Case 2 This setincludes 11 ASes located in one of the EuropeantdgesnSimilar to the previous

case, the failure caused breakage of their provider link{sjvever, these ASes do not have peers,
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«~——— peer-peer
—— customer-provider

Figure 3.6: An example of AS partition

leaving them isolated from the rest of the Internet due tddhere.

In both cases, the affected ASes experience the failurs shidred access link(s) as discussed
in Section 3.4.3 as their paths to Tier-1 ASes are disrugRsgjional failures cannot cause Tier-
1 depeering due to their rich geographic diverse peeriMgst damage caused by the regional
failures is due to the failure of critical access links.

We also evaluate the potential impact of the failure on taffiused by traffic shift from paths
that used to traverse the affected region. This imposea &xific load on links in other regions.
we foundT® to be as high as 31,781.

3.4.6 AS Patrtitions

In this section, we examine scenarios when failures bre#&&ainto two or more isolated parts
and disrupt connectivity among these AS partitions. We €iesicribe our analysis method before
presenting the results.

First, we use an example in Figure 3.6 to illustrate how an &8ton disrupts reachability. AS
A is partitioned into two partsd. £ and A.WW. A direct effect is that the communication between
its separate parts is disrupted AsF’ and A.IW cannot reach each other unless their neighbors
can provide extra connectivity to bypass the failure. (8deonfigurationge.g.,tunneling, needs
to be set as the neighbors cannot use the AS number to disimthe partitions.) As described
previously, the reachability resilience of an AS is indezhby the diversity of its uphill paths to
the Tier-1 ASes. No reachability will be disrupted unlesg of its partitions, ASA.E as well

as its single-homed customér, loses connection to its only provider AB. As such,the AS
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partition becomes equivalent to the failure of an acceds dis discussed in Section 3.48ote
that even though A&’ in the example can no longer readhiV/, it can still reachA.1W through its
provider(s).

In our analysis, we simulate a special case of AS partitiowhich a Tier-1 AS is separated
into two parts. Due to the lack of detailed AS specific geoliead information such as peering
location, it is very challenging to model a network partitiaccurately. Since a Tier-1 AS spans
over most of the country, we simulate the partition by bregkhe AS into 2 parts: east region and
west region. Based on its geographical presence from Ned@to we classify each neighboring
AS of the target Tier-1 AS into 3 types: “east neighbor”, "wasighbor” and “other neighbor”
which resides in both regions. The failure only affects eastest neighbors. The Tier-1 AS in
our simulation contains 617 AS neighbors, 62 of which in thet@nd 234 in the west.

In the simulation, we transform the old Tier-1 AS into two pde ASes. The east/west neigh-
bors connects to only one of these new ASes while the resteohéighbors have links to both
ASes. Because Tier-1 ASes peer at many locations, theipardibes not break any of the peering
links. Failure only affects the communication between thgls-homed ASes in the east and those
in the west. To estimate the reachability impact, we chd®deas the metric and; and S; are
the number of single-homed customers in east and west,atéggdg. Our results show that the
partition disrupts 118 pairs of ASes wifti'* 87.4%.

3.5 Related Work

Several previous work [68, 69] on understanding the rewikeof the Internet to faults are
based on a simplified topology graph without policy resimics and thus may draw incomplete
conclusions. They also do not provide suggestions on imipgofailure resilience. We build on
previous work [70] on analyzing how location of link failgr@ffect the Internet and extend it
to realistic topologies with routing policies as well as e@eneral failure models. Our work
also makes contribution in developing more accurate leterouting models by focusing on the
structure of the network. We take a different approach freaent work [71] by modeling routing
decisions based on policies while accommodating multipkag chosen by a single AS. Unlike

previous studies focusing on obtaining complete AS tope®ft7, 46], our focus is understanding
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how the topological structural properties affect routiagilience to failures.

In the area of understanding network resilience, a commahadefor analyzing network re-
silience is to compute the number of node or link disjointhgabetween any pair of ASeke.,
path diversity of the Internet. Teixeiet al.[72] studied the path diversity problem both inside an
AS (Sprint network) and across multiple ASes based on theDBAbpology. In comparison, we
present a more systematic evaluation of the resilienceg@mbased on more complete and accu-
rate topology data. Previous study by Erlebathl.[73] also proposed using the min-cut analysis
to compute the maximum disjoint paths between a pair of A&es;h is shown to be NP-hard.
Instead of developing approximation algorithm, our analgsmplifies the path diversity problem
by precisely locating critical links between an AS and theddeTier-1 ASes. Our technique is
shown to be efficient and capable of identifying weakneskennternet.

3.6 Concluding Remarks

In this chapter, we have presented a comprehensive frarkewanalyze the resilience of In-
ternet routing to common types of failures captured by olufamodel which is developed based
on empirical analysis. Our efficient simulation tool enahles to study how network topologies
and routing policies influence network failure resilienceasured using basic metrics of network
reachability and traffic impact.

We summarize our main results of analyzing routing resiketo failures. (i) Tier-1 depeering,
despite its infrequent occurrence, disrupts most of thehaaility, i.e., 94%, between the single-
homed customer ASes of the affected Tier-1 ASes. (ii) Mosthefreachability damage in today’s
Internet is caused by failures of tldtical access linkswhich are traversed by all possible paths
from the affected AS(es) to the rest of the Internet. We foootthat 32% of the ASes are
vulnerable to this type of the failure, most of which we bedies due to the nature of single-
homing. Today’s Internet might not be as resilient as we ginou (iii) BGP policy limits the
ASes’ option in selecting paths to reach other ASes, aniaddit255 (6%) non-stub ASes can
be disrupted by a single link failure even though the physioanectivity might be available to
bypass the failure. (iv) Traffic is not evenly re-distribditduring the failure and results indicate

that more than 80% of the traffic over the failed link can bdtstito another link. (v) Adding extra
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links into the graph and perturbing relationship on certiks slightly improves the resilience of
the network. The fundamental conclusion drawn above, tieskerss, stays the same.

Given our simulation-based failure analysis, we make tlieviang observations to help en-
hance routing resilience: (i) We need extra resources, ([@ugjti-homing) to be deployed around
the weak points of the network. Approaches like sharingueses among neighboring ASes [74]
can also be used. (ii) Based on the observation that politiidu restricts path selection, other
techniques to better utilize physical resources can alpodue the resilience during failures.g.,
selectively relaxing BGP policy restrictions. (iii) Fromicearthquake study, we learn that for some
cases, even though reachability might not be affected, enf@fnance will be severely degraded.
(iv) Regional failures such as 911 has more global impacttdueng-haul links connecting to
remote regions.

To our best knowledge, this is the first detailed study of thpact of significant but realistic
failures on the Internet, using both reachability and iaseein traffic paths along links which
reflect the impact on application performance. Our studgas/the vulnerability of the Internet
routing through detailed data analysis of existing welbkn failure events to provide insights into
the derivation of solutions. The critical links identifieg bur simulation analysis tool can benefit

the design of both short-term mitigation responses as \saitlaer long-term improvements.

68



CHAPTER 4

Improving Internet Routing Resilience Using Dynamic
Negotiation

In the previous chapter, we propose a framework that sysiestig analyzes how the cur-
rent Internet routing system reacts to various types okelascple failures. We demonstrate how
restrictions imposed by routing policies can prevent neétweachability under various failures,
thus disallowing routing to fully take advantage of the uhgag network physical redundancy.
In this chapter, we improve the robustness of the Interntetdilomain routing by allowing ASes
to relax the policy restrictions when needed so that thenosunding physical redundancy can be

exploited.

4.1 Introduction

On average, routing on today’s Internet works reasonably, weintaining reachability for
most networks and achieving good performance across mogoriepaths. However, from our
study on the Internet’s resilience to failures in Chaptezre3tain network components are vulner-
able to two types of failures which can be caused by realestents, such as the 911 terrorists
attack [19], the Northeast blackout [20], the recent Taiwarthquake [21], and the Middle East
undersea cable cut [75]. The core of today’s Internet ctssisa group of large ISPs known as
Tier-1 ASes. Tier-1 depeeringin which the mutual transit service between a pair of Tié&kSes
is terminated, handicaps the Internet [61] as the large eumibsingle-homed customer ASes of
the affected Tier-1s can no longer communicate with eaceroile also found that certain ASes

have to traverse a common set of links to reach the rest ofteenet. The failure of thessitical
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links disconnects the corresponding AS(es) completeiynftioe Internet. Surprisingly, however,
we found sufficient redundancy of physical connectivityhia proximity of the failed components,
which can be utilized for service restoration if the intardon policy is not enforced.

Recently, various techniques have been proposed to impheviternet’s resilience to fail-
ures by either enhancing the availability of routing infation or expediting routing convergence.
Route deflection [76] and BGP splicing [77] allow packetséddrwarded over other than just the
shortest paths. MIRO [78] proposes ASes to negotiate onethef soutes to be exchanged so that
each AS may acquire information on extra routes to circurhfaled ASes. In R-BGP [79], each
AS precomputes a backup path for each destination and thiagaonvergence after a failure will
not affect the delivery of packets. Unfortunately, mosthade techniques assume whatever path
taken satisfies the current interdomain policy, making tluable to handle the above-described
situation in which no policy-compliant path can be foundtHis chapter, we propose a new mech-
anism calledDynamic Routing Negotiatio(DRN) that can overcome currently prevalent policy
restrictions to significantly enhance the Internet routiegjlience and better utilize the redundant
connectivity in network topology. In DRN, when an AS can noder reach certain destinations af-
ter a failure, it negotiates with its neighbor ASes to tenapiy relax the normal policy restrictions
so that more paths may be identified and utilized to circurntrenfailure. Our in-depth simula-
tion on realistic Internet topologies has shown that, bgodelg interdomain polices between peers
alone, DRN recovers 100% of service disruptions caused by I'depeering and 63% of those
caused by critical link failures.

The chapter is organized as follows. Section 4.2 providesed background of BGP and
a summary of our early related study and presents an emipstiedy that motivates this work.
Section 4.3 details the DRN mechanism, and discusses sa@igngmrameters that are important
to the DRN’s performance. Section 4.4 evaluates the pedoomof DRN via extensive simulation
on realistic Internet topologies. Section 4.5 discussesdlated work, and the chapter concludes
with Section 4.6.
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4.2 Background and Motivation

This section first provides a brief background of interdamraiuting and a summary of pre-
vious work on the structural weaknesses of the Interneterfdbe of failures of network routers
and links. Next, it presents an empirical study of the Taiwarthquake and the motivation for
our proposed DRN. To put DRN in perspective, we provide artarey of the recently-proposed
techniques for improving the Internet’s resilience toufegls.

4.2.1 BGP and Achilles Heel of the Internet

The Internet consists of thousands of ASes operated by nifiayetit administrative entities,
such as Internet Service Providers (ISPs), companies audrsities. Interdomain routing in the
Internet is coordinated by the Border Gateway Protocol (B[8B]. ASes use BGP to exchange
reachability information—e., the list of ASes along the path to the destination—with eatlero
to provide global connectivity. One distinct feature of theerdomain routing protocol is that,
when multiple paths to a destination are available, ASesausembination of local policy, AS-
path length, as well as other local constraints to selecb#s¢ path. The commercial contractual
relationship with an adjacent AS is one of the most imporfaators for a local policy. Typical
inter-AS relationships includeustomer-providerpeer-peey andsibling. In the first type of rela-
tionship, a customer pays its provider for connectivity nal &rom the rest of the Internet. In the
peer-peer relationship, ASes benefit from direct accesadb ef their respective customers free
of charge, while sibling allows friendly or related ASes toyde connectivity to the rest of the
Internet for each other.

Under the interdomain routing policy, physical connetyivdoes not imply reachability be-
cause the policy imposes restrictions on the selectionudfirg paths. For example, the customer
does not transit traffic between two of its providers. Peerssit traffic only for their respective
customers, but not their providers or other peers. In sumnaar AS selectivelyprovides tran-
sit service for its neighboring ASes and AS paths in the treepften exhibit the Valley-freé
property [51].

In Chapter 3, we developed a methodology to identify therddmain structural weaknesses

of the Internet. Our major findings are summarized as follows
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ASﬁgSB (US)—> AS1239 (US)
AS2907 (JP) AS4837 (CN)
AS2501 (JP) AS9929 (CN)
RTT min/avg/max/mdev = 583/590/596/5.4 ms
AS7660 (JP)
AS2516 (JP)

AS2501 (JP) AS9270 (KR) AS9687 (KR) AS9929 (CN)
RTT min/avg/max/mdev = 33/34/36/0.76 mBTT min/avg/max/mdev = 63/64/65/0.4 ms

AS4766 (KR)—> AS4837 (CN)

Figure 4.1: Top route is inefficient but can be improved by posing two bottom routes.

e Tier-1 depeering, often due to administrative reasonsupis 94% of connections between
single-homed customer ASes of the affected Tier-1 ASes.

e Certain customer-provider links acgitical to ASes that must traverse to reach the rest of
the Internet. 32% of the ASes are found to have at least otieattink. Failures of these
links, more prevalent than Tier-1 depeering, disrupt edidcieed AS’s connections to more
than 70% of the rest of ASes.

e The interdomain policy restricts the connectivity. 6% (breds) of ASes that are vulnerable
to a critical link failure, in fact, have sufficient physic&dundancy nearby to circumvent

the failure if the imposed policy can be relaxed.

4.2.2 Case Study: Taiwan Earthquake

In today’s Internet, failures occur quite frequently ananstimes with catastrophic conse-
guencese.g.,outages lasting for days. Typical events that causes ésilunclude accidental cable
cuts [75, 17, 18], hardware malfunction, power outage [2@kural disaster [21], humare.@.,
misconfiguration [41], maintenance or policy changes [6df)even terrorist attacks [19]. Unfor-
tunately, forecasting and statistically characterizimgdccurrence of failures is too challenging to
be accounted for in network design.

In Section 3.3.1, we did a case study on the Taiwan EarthquaR@06. One of the key

discoveries from the study is shown in Figure 4.1. We fourad ftom the PlanetLab node in Japan
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Figure 4.2: Taxonomy of techniques to improve resilience

to a Chinese commercial network, the path goes through thedkfg a long time to travel over

an excessive physical distance. However, two networks uttSdorea have direct connections to
both Japan and Chinese networks. Hence, if the networks lieakean provide temporary transit
services for both China and Japan, we obtain an overlay patingh Korea with a much shorter
physical distance.

Bridging regional ISPs, despite possible violation of idtemain policies, can not only enhance
the performance but also provide more resilience to fasluF®r example, regional ISP and B
establish a peer-peer relationship to benefit traffic betvileeir customers. Meanwhilg, and B
subscribe to different upstream providers. Suppose aréadisables the link betwee# and its
only provider,A suffers outage until the link is repaired. Alternativelycould askB to provide a
temporary transit service fot’s traffic not only toB’s customers buB’s peers and providers¢.,
all of the ASesB can access). Although emergency transit service mightteawerheadd.g.,

B asksA for financial compensation), it would be a better choice fiatims of recent oceanic

undersea cable incidents [21, 75, 17, 18] than suffering footages for days or even weeks.

4.2.3 Taxonomy of Techniques to Improve Routing Resilience

Traditional Internet routing protocol®.g., OSPF, BGP [80], dynamically react to network
component failures by exchanging routing update messagesdte new viable paths. Until the
routing convergence is completed, however, the networkhtrugdergo delays or even packet
losses. Various techniques have been proposed to enhanoetthork resilience, each of which
more or less tackles the problem from one of the following amgles.
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e Availability : In today’s Internet routing, packets are sent in only omeddion,i.e., to the
next hop computed based on the shortest-path routing #igariAny fault along the path
disrupts the flow of the packets. Techniques in this categorpose ways to allow packets
to be sent in multiple directions so that traffic flows canneilsily broken up by a single

fault. That is, each forwarding unit has high path avaiigbil

e Re-routing: A disrupted traffic flow has to be re-routed via a new path townvent the
failure. Techniques in this category aim to address how pedie the computation of the

new route or how to re-route without disrupting originafficaflows.

Figure 4.2 illustrates the taxonomy of the techniques ti@rove resilience in the traditional
IP layer. Based on the applicable context, we first clas$iént into three categoriesntrado-
main, interdomain andoverlay We further distinguish intradomain and interdomain teghas
by examining whether they provide high path availabilityast and undisruptive re-routing.

e Intradomain: In route deflection [76], routers forward packets to nemisbbeyond the
only next hop on the shortest path. BGP splicing [77] propdseinstall multiple routes
into the forwarding table at the ingress and egress routeexploit the diversity of in-
tradomain paths as well as interdomain peerings. On the btrel, FCP (Failure-Carrying
Packets) [81] allows packets to automatically discover gimg path without invoking the
routing convergence. In FIR (Failure Insensitive Routif&$)], routers prepare for failures
using interface-specific forwarding and trigger fast logaiouting using a data structure

called “backwarding” table in the face of failures.

e Interdomain: BGP splicing described earlier also provides interdonpeith diversity by
allowing egress to choose multiple peering neighbors. IRM[78], each AS is allowed to
negotiate with other ASes on the set of routes exchangedaim ahore flexibility in path
selection. MIRO can potentially provide ASes with high pathkailability to improve the
network resilience. To achieve fast re-routing, R-BGP [@@computes a backup path for
each prefix that is most disjoint from the primary path to @hiate the routing convergence.
REIN [83] is proposed to allow neighbor ASes to arrange spé@tierdomain paths to handle

partitions inside one of the ASes.
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Figure 4.3: Example of BGP policy

e Overlay: RON [84] constructs a separate network among the set ofayvapdes on top
of the underlying Internet infrastructure. By constantlgimaining the up-to-date overlay
structure, the overlay routing is shown to provide abungatih diversity and resilience to

failures in the underlying network.

In all of the techniques described above except MIRO and ¥eday routing, routes that by-
pass the failed network components are subject to the dcuntendomain policy. Thus, they fail to
tackle situations in which the policy restricts the sel@tf re-routing paths despite the existence
of abundant physical redundancy. In this work, we would liédill this void by developing a
technique which can specifically address situations tHaraiechniques cannot deal with. Our

proposed approach can coexist with, and be complementaoyhter existing approaches.

4.3 Dynamic Routing Negotiation

The dominant interdomain routing policy on today’s Intérimaposes “valley-free” restric-
tions: valid AS paths start with a sequence of consecutigtoooer-provider links, followed by
zero or one peer-peer link, ending with a sequence of cotigequovider-customer links. Any
subsequence of this path is also valid. Figure 4.3 illustrain example of the effect of this re-
striction. A, B, andC' have peer-peer links amongst them, whileand £ connect through a
customer-provider link to reach and B, respectively. Nodé uses patliD A B E] to reach node
I, traversing a customer-provider link, followed by a peeeiplink, and reaching the destination
through a provider-customer link. If the link betwedrand B breaks,D is disconnected fronk,

asD cannot use the paf A C B E] due to policy restrictions.
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Figure 4.4: Achieving reachability by relaxing BGP polie

Policies are usually in place to enforce commercial refeiips and also reflect the allocation
of network resources to satisfy common traffic demands. \§eeathat Internet routing should be
moreadaptivewith built-in mechanisms to dynamically relax routing madis for handling short-
lived transit requests, particularly to neutralize the awipof severe failures, such as the recent
Taiwan earthquake [21] or the 911 terrorist attacks evedit [1

In what follows, we present a mechanism, callzhamic Routing NegotiatiofDRN), under
which ASes are allowed to negotiate whether or not the aaigirierdomain policy can be violated
to provide more flexibility in selecting paths and utilizeetredundant physical connectivity in
the vicinity of a failed component. In Figure 4.3, (f relaxes its policy and provided with
a temporary transit service.€., the link betweend and C' becomes equivalent to a customer-
provider link), thenD can reach¥ via path[D A C B E]. Next we detail the proposed mechanism
and highlight key design features of DRN. We show that a ngupiolicy can be easily relaxed by

adjusting routing configurations on-the-fly without indugimuch overhead.

4.3.1 The Proposed Approach, DRN

We use a simple example to illustrate the failure-recoveogg@dure by which policy-relaxed
paths are identified through negotiations between neighdpakSes. In Figure 4.4, suppose a
failure on the path betwee#d and C disrupts theonly path from X to D. To verify whether
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or not the failure causes arpersistentreachability problem X first waits for a few minutes,
the amount of time a typical interdomain routing convergerequires [59]. In this examplel
eventually finds out that no viable path is available to bgghe failure, and therefore must seek
alternative solutions. In DRNY initiates contact with its neighboring ASes to see if anyhafm
would and could provide reachability to. Based on the relationshigy has three options: it
can seek help from one of its providers, peers or customdrgioOsly, all of X's providers €.g.,

Z) cannot reachD; otherwise,X could still reachD. Between the remaining two options, we
argue thatX prefers peers to customers because (1) peer-peer linkyusaze more bandwidth
than provider-customer links; (2) peers are equipped withenmternal resources than customers
to accommodate the new traffic flow. In Section 4.4, we comfiseerformance enhancement
between the negotiation with only peers and that with bottrp@nd customers. For ease of
exposition, we assume negotiation with peers in the resisoctidsion.

S0, X checks neighbore(g.,Y) that it has a peering relationship with. first sends a request
to neighborY’, asking if it can forwardX's traffic to D. Suppos&” has a valid path to reach,
then it has to go through eith&r's peer vigpath (1)in the figure, oiY”’s provider viapath (2) If Y
has sufficient resource to relay’s traffic to D, then it will reply to X with the possible financial
cost incurred by this special service arrangementX lagrees to the terms ir’s reply, Y will
sendX its best route td) upon completion of the negotiatiotX’ can propagate this information
further on the newly-learned route to its customerg,,A and 3. In this case, X andY no longer
follow the restrictions imposed by their normal peeringesgnents, and the new pdyY W D]
(supposeath (1)is taken byY” as its best path t®) is not “valley-free.” In such a cas®, instead
acts as a partial transit provider &f for it to reach destinatio®.

In DRN, each AS has its own process of speaking to its neighhbuahnich is independent of
other ASes’ actions. If the AS is unsuccessful in locatingea path after negotiations with its
neighbors, it still could learn viable paths from its prastis. In Figure 4.4B re-connects td via

X's negotiated path.

4.3.2 Extending Negotiation beyond Immediate Neighbors

In the above example, an AS simply initiates a route negotiawith its immediate peering

ASes or customer ASes. The negotiation can be extendedthefaaway ASes than just imme-
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diate neighbors, if they are reachable even after the @irig.,AS U in Figure 4.4). When the
negotiation is extended beyond immediate neighbors, apeare needs to be taken for proper
data forwarding. Suppos¥ choosed/’s path after a negotiation to readh. When X's packet
destined forD arrives atY’, it gets dropped because neither pa¢hy W D] nor[X Y V D] is valid

(Y still enforces the “valley-free” rule). The packet neveacbesU. To avoid the intermediate
ASes’ tampering of the flow of packets, the two negotiatinggé&e.g..X andU) establish a tun-
nel to deliver the packets along the negotiated path. Thiator X assigns a local unique tunnel
identifier during the negotiation aridd maintains a tunnel id table in which each entry is associated
with a tuple<AS, tunnel id> to uniquely identify the tunnelX then directs all packets destined
for D into the tunnel which are then extracted By After removing the header associated with
the tunnellU forwards the packets in a usual way until they reéth

The AS initiating a negotiation often may have other requigats than just reachability. For
example, the negotiated path must have sufficient bandwadtihe cost must be within some
acceptable limit. Extending the negotiation beyond imragdneighbors provides the AS more
valid paths, one of which can then be selected to meet the &Bé& requirements.

In summary, DRN slightly changes the policy imposed on thepag, allowing the routing
system to better utilize the inherent physical redundan@nhance network resilience to failures.
Most of policy restrictions are still retained in the setstAS path: the path between the requesting
AS and the responding AS and that between the responding d$ardestination are both valid

policy-restricted paths.

4.3.3 Advertising Negotiated BGP Routes

Next we discuss the advertisement of the negotiated BGRsoln Figure 4.4, onc& com-
pletes the negotiation with for destinationD, Y sendsX its best route td). X then propagates
the route further to its customers.§., B) as if the route were learned froii’s provider. Note
that the basic route advertisement is uni-directiofaldoes not advertis&’ to its non-customer
neighboring ASes. Sa; only relaysX'’s traffic to D. In this example, ifY” propagates the route to
X as if X were one of its customer¥, might attract traffic taX that used to traverse other paths
(e.g.,via Z) and the amount of increased incoming trafficovia Y is difficult to predict. In our

basic mechanism, to reach, D has to initiate its own negotiation process to locate anradté/e
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path.

Techniques that attempt to control the flow of incoming teaifficlude AS-path prepending,
selective prefix announcement, advertisement of more fipecefixes, and use of BGP commu-
nities. The control in the first three schemes are often eegrained. We discuss how to use BGP
communities to set up a special arrangement so that onlyimbtraffic fromD pass through”
in case bi-directional traffic control is necessary. To eashat onlyX’s inbound traffic fromD
traversed’, Y advertisesX’s route in a way that only) learns of it. To achieve that; associated
X'’s route with a BGP community BGREGOTIATE with D as the community valueY” only
exchanges this route information with the next-hop AS tan@r sayW. OncelV recognizes
that the route carries BGREGOTIATE community withD, W decides that this route can be
exchanged with only the next-hop AS that it uses to reacffhe process continues until the route
advertisement reachds. This way, only the bi-directional traffic flows betweéh and D are
permitted viaY". The drawback of using a BGP community is that it requirestiegeration of all
ASes along the path.

We briefly discuss the address granularity at which the dyoaeygotiation is performed. In
Figure 4.4, each negotiation is done on a per-destinatiefixpasis. Considering the large number
of prefixes in the Internet, the negotiation process coutdrigignificant overhead. To address this
issue, each negotiation instead deals with multiple dastin prefixes. For example, prefixes with
the same AS origin certainly can be treated together. BGR®{85], which is defined as a set
of prefixes that share the same AS path seen by BGP neighlborbecused to further reduce the

number of negotiation instances.

4.3.4 Route Convergence

Due to the expressiveness of the routing policy and the Afsestdom in specifying their own
policies, interdomain routing does not always convergertupately, previous work by Gaet
al. [86] has shown that the routing converges if ASes select apdreroutes based on conven-
tional business relationships. Because DRN relaxes oepialicy restrictions and the selected
AS path no longer follows a business relationship, it coeltlto routing divergence. Although
route oscillations always can be dynamically detected asdlved by utilizing techniques pro-

posed by [87], we discuss below how DRN imposes certain tolésherently ensures the route
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convergence.

In DRN, a failure triggers a number of independent routingatiations initiated by ASes that
lost reachability to a given destination. For any given ASould have the following three types of
routes: traditional policy-restricted route, its own negted policy-relaxed route, and negotiated

routes learned from its provider ASes. We impose severasrial route selection.

e Rule 1: A conventional policy-restricted route is always prefdrr@the policy-relaxed route

obtained via dynamic route negotiation.

e Rule 2: A policy-relaxed route is propagateshly to customer ASes, as described in Sec-
tion 4.3.3.

¢ Rule 3: Among policy-relaxed routes, different types of prefengles can been adopted.
For example, the AS can choose as the best route the one witmom AS hops, or the
AS can choose the best route based on where each negotiatedsrtearned from. In case
the AS always prefers routes from a specific provider AS,ntcaoose the negotiated route
learned from that provider AS. As we will show later, the demh among policy-relaxed
routes does not affect the routing convergence.

Next, we prove that under DRN, the routing still convergesffi@ et al.[4] showed that any
route divergence or oscillation can be characterized tispute wheein the network. In DRN,
Rule 1 dictates that dynamically negotiated routes do retfere with the traditional interdomain
route propagation. Thus, we prove below that the propagatidhe policy-relaxed routes does
not lead to route divergence. By using proof-by-contradictwe begin with an assumption that
a dispute wheel exists. For a given destinatipmodespy, p1,...,p,_1 are pivot nodes on the
wheel. According to the definition of a dispute wheel in [4]r €ach pivol;, there exists a rim
path to the next pivopb(; 11) ma »- AS dictated by Rule 2, the negotiated route is only propedjat
from the provider AS to the customer AS. Sg, has to bep;.;’s customer. Now, the wheel
can be translated into an AS relationship loop. Such a osishiip loop does not exist in the
Internet; otherwise, coupled with the common practice efgring customers’ routes over peers’
and providers’ routes, the relationship loop essentiadlgdmes a routing loop. Therefore, by
contradiction, no dispute wheel exists and the routingiitverges under DRN. Note that, Rule 2
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Figure 4.5: CDF of AS degree based on relationships

essentially ensures the route convergence and the preéerele among negotiated paths in Rule
3 does not interfere with the convergence problem.

4.3.5 Negotiation with Multiple Neighbors

In DRN, the AS initiating the negotiation prioritizes itsigeboring ASes based on how far
away they are from it. Requests are first sent to its immedigghbors, then to neighbors two AS
hops away, ..., until all of the neighbors are contacted amigular, among immediate neighbors,
peers are preferred over customers. Not every negotiaigndaranteed to succeed because (1) the
neighboring AS might have been affected by the same failudéast reachability to the destination
as well; (2) the neighbor AS might not have sufficient reseano accommodate the request. In
practice, when an AS decides to initiate the search for apmdicy-compliant path to a destination,
it often sends out negotiation requests to more than onesafaighbors simultaneously. Each
negotiation, however, induces computation and commupitatverheads. Messages have to be
exchanged and necessary computation needs to be done de edwther non-policy-compliant
paths can be established. Thus, each AS has to determiné@@lopumber of concurrent requests
that trades off computation and communication overheadséoeased likelihood of a successful
negotiation.

Figure 4.5 presents the CDF of the AS degriee.,(the number of immediate neighbors) in

a realistic Internet topology constructed based on BGP daitacted from at RouteViews [38]
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and RIPE [43]. In our analysis, we choose 20 as the maximumbeumof neighbors that are
negotiated simultaneously in a negotiation round. As shimmthe figure, over 95% of the ASes
have degree no more than 20. Thus, most of the ASes need amlyegotiation round to contact
all of their immediate neighbors. If the previous round doesresult in the location of a non-
policy-compliant path, a new round is invoked as the AS seadsests to the next 20 preferred
neighbors. The process continues until one neighbor agoesscommodate the request or all of

the neighbors are contacted.

4.3.6 Neighbor Selection for Negotiation

As described earlier, the AS sends requests to its neigidpdi$es for negotiation in the order
that is based on its distance to them. Among neighbors withletjstance away, the AS randomly
chooses the order of requests. Such selection based onadistad randomness is simple and
easy to implement, however, it has drawbacks. For examgjacent neighbors are likely to be
impacted by the same failure. Sending requests to them taldsyo solution.

We propose a scheme to selectively choose neighbors thanékely to be affected by the
same failure so as to perform a more efficient negotiatioicgs®. To achieve this, the AS first
needs to obtain the approximate knowledge of the failuration so that it can determine more
accurately if a neighbor still retains its reachability he same destination. In our scheme, the AS
constructs an AS-level topology graph based on BGP data awih routing table or collected from
public data repositories, such as RouteViews and RIPE.rfsedry analyzing path changes for a
set of destination prefixes, the AS can roughly identify @i&ife location (or where the routing
change took place), which is similar to a BGP root-causeyaisa]11].

Figure 4.6 presents a simple version of the root-cause sisdly estimate the possible faulty
links or ASes. For each path change, the failed link has ta b old path but not in the new path.
If there is no path change, the failed link must not be in thi pBlext, the AS uses the updated
topology map with the set of links suspected to have failedoneed in order to compute which
of its neighbors still has paths to the destination. Figureikustrates the complete procedure to

select neighbors for negotiation based on the likelihoodretimventing the failure.
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functionlocate failure ( f)
# f is a failure, it returnss, the suspect set of failed link
S={}
foreach prefix p
if p’s route changes from, to R,,
# we consider failures, sB, is better tharmR,,;
candidatesetRR. = R, — R,;
S=SUR,
elseifp’s route does not change
S=5SNR,;
return S,

\*2J

Figure 4.6: Pseudo-code to locate failures

functionselectneighbor (G, f, D)
# (G is the topology graphf is a failure; D is the destination
# it returnsiN, the set of neighbors for negotiation
N ={}; S = locatefailure ( f);
"=G — S; #remove failed link froni;
foreach neighborn
computen’s shortest path td;
if n is reachable td
N = NU{n};
return N;

Figure 4.7: Pseudo-code to select prospective neighbors

4.3.7 Reactive vs. Proactive

So far, we have considered the case in which each negotiatimiggered by failures. The
disadvantage of this reactive approach is a long servicamtisn before a new path is found. To
expedite the failure recovery, the AS can choose to perf@gotiations prior to the occurrence of
a failure. In case a failure occurs, it simply sends a mestailpe specific neighbor which already
agrees on relaxing the conventional policy during the pineaaegotiation and quickly activates
the link for recovery.

The proactive scheme, however, has its limitations. Hing&,proactive scheme is performed
prior to the occurrence of failures. For a given AS, to protecreachability to a certain desti-

nation under any circumstance, the proactive negotiataantd find a non-policy-compliant path
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<+—» Peer-to-Peer

—— Customer-to-Provider

Figure 4.8: An example when R-BGP fails to recover.

that is completely disjoint from the current path. In costrdhe path obtained from the reactive
scheme only needs to be free of the failed link(s) or AS(eg)iQusly, the path selection is more
restrictive in the proactive scheme. In Section 4.4.6, weresively evaluate the limitation of the
proactive scheme in selecting feasible paths. Secondparcpve scheme, resource might have to
set aside in the neighbor to ensure that the path to be aadigéitl can accommodate the negotiated

requirement. In practice, reservation of resources inckvaften incurs high financial cost.

4.3.8 Comparison with R-BGP

Recently, Kushmaat al.[79] proposed R-BGP to improve network resilience by pregotimg
a backup AS path that is most disjoint from the primary patmoh-policy-compliant paths are
allowed as backup paths, R-BGP is shown to reduce the nunfibiésamnnections resulting from
a link failure down to zero. In Figure 4.8 we demonstrate thatproposed DRN can deal with
certain failures that R-BGP cannot. In R-BGP, the backup gabnly advertised from an AS to
its neighbor it uses as the next-hop AS to reach the desimalin the exampleA reachesD via
B, andC reachesD through one of its providers. C does not advertise any backup path4o
becaus&’ currently does not usé as the next hop t®. So, A cannot learrC’s path as a potential
backup even if R-BGP is allowed to compute a policy-non-clemp path. If the link betweemt
and B fails, A will experience loss of reachability to. DRN, however, can deal with this failure
onceA detects loss of reachability 0. This simple example illustrates the key benefit of DRN.
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4.3.9 Practical Considerations

DRN assumes that ISPs are willing to provide temporary ttaesvices to each other to over-
come non-transient failures. Clearly, this requires coafpen and incentives for wide-spread de-
ployment. We leave DRN’s pricing design as future work. Eliemted deployment can signif-
icantly enhance the resilience of Internet routing, and Dd&&N be incrementally deployed. We
argue that some form of cooperation to provide partial itamsler emergencies already exist as
described by the REIN protocol [83] addressing a specia o&$ailures, network partitions, but
mostly it is coordinated manually. Our proposed designraates this, improving the efficiency
and effectiveness of the coordination.

Note that negotiated BGP routes will not introduce any prgkd routing convergence as they
are negotiated between pairs of ASes. The newly-negotratgiegs are only propagated down-
stream to one’s customers. To provide bidirectional ttansite advertisement is restricted along
an existing path without causing any increase of delay ireiigting routing convergence process.
Our design is also scalable with a manageable increase terrsiate through aggregation at the
BGP atom level.

As discussed in Section 4.3.1, DRN is triggered when the ASadiers that it no longer has a
valid route to the destination for a period of time each mgitonvergence typically lasts. Some-
times routing convergence takes longer and final stablenmight arrive after DRN is activated.
As discussed in Section 4.3.4, the conventional policyq@ant route is always preferred over the
non-policy-compliant route, thus the AS immediately taraies the DRN and discards any of the
routes learned from DRN.

4.4 Evaluation

In this section, we evaluate DRN via extensive simulationeatistic Internet topologies. First,
we present the simulation setup and describe the typeslofdacenarios as well as the metrics
we use in evaluation. Then, we discuss the simulation igaittwo major types of failures that
lead to unreachability. We also briefly discuss simultasdaiure of multiple links. Finally, we
evaluate the limitation of performing DRN proactively.
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4.4.1 Simulation Setup

We evaluate the performance of DRN on an AS-level networkltayy. To construct realistic
Internet topologies, we use two months of BGP data in the fafrrouting table snapshots as well
as routing updates from RouteViews [38], RIPE [43], pubtiate servers [44] as well as a large
content distribution network from March to April 2007. Theasurement data were collected from
vantage points located in a total of 483 different ASes. Thuce the size of the network graph
and speed up our analysis, we prune the graph by eliminatiignodesj.e., customer ASes that
do not provide transit service to any other AS. These can biéyadentified from routing data as
ASes that appear only as the last-hop ASes but never as edéta ASes in the AS paths. As
a result, we could eliminate 63% of the links and 83% of theasoduring the analysis on the
enhancement achieved by DRN, we restore such informatidraeloiking at each AS node in the
remaining graph the number of stub customer nodes it cost@dhcluding information regarding
whether they are single-homed or multi-homed to other ISPs.

Next, we label each link in the topology graph with one of éhtmsic AS relationships—
customer-provider, peer-peer, and sibling—to infer vygbidlicy-conforming AS paths [52]. De-
spite the recent efforts on inferring AS relationships [83, 49, 50, 53], constructing a topology
graph that matches exactly the current Internet is imptessibe to the lack of knowledge of the
proprietary relationship information. We attempt to cesattopology with best accuracy for our
analysis. A recent study [54] shows that the latest Gao’srdlgn [51, 50] and CAIDA algo-
rithm [49] present better accuracy in satisfying the tiadil “valley-free” [51] policy rule for
most AS paths. So, we first generate a graph using Gao’s tdgowith a set of 9 well-known
Tier-1 ASes (AS 174, 209, 701, 1239, 2914, 3356, 3549, 35@18)/as its initial input. Then, we
compare the computed graph with graph CAIDA from [48]. Weetthe set of AS relationships
agreed on by both graphs, which we believe are most likelgectras the new initial input to re-
run Gao’s algorithm to produce the graph for our analysibldd.1 presents the basic statistics of
the constructed topology graph. We admit that the congdutcipology does not exactly match the
real Internet. The BGP data collected from a limited numberatage points cannot locate all of
the links [46]. Besides, the AS relationship, inferred loase heuristics, is not perfect. We address
these issues by adding the low-tier peering links discal’bseHeet al. [47] and perturbing the

relationship on a set of ASes to examine the effects on thalation results. It is found that the
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| Property | Value |

# of AS nodes 4427
# of AS links 26070
# of customer-provider links 14343 (55.0%)
# of peer-peer links 11446 (43.9%),
# of sibling links 281 (1.1%)

Table 4.1: Basic statistics of constructed topology

topology inaccuracy does not alter the fundamental cormtu®ue to the limited space, we only
present the simulation results on the basic topology.

As described in Section 4.3, DRN is intended to improve therfret routing resilience when
the interdomain policy restricts the selection of paths ¢loald bypass the failures. Thus, our eval-
uation focuses on the failure scenarios in which unreadihaisi caused by policy restrictions, not
by insufficient physical redundancy. According to our poesd study, the interdomain reachability
disruption in today'’s Internet is caused by two types ofuiak: Tier-1 depeeringandfailures of
critical customer-provider linksWe present the simulation results for these two types birtzs
in Sections 4.4.2 and 4.4.3, respectively.

In each simulation test, we compare the current BGP withamdsiof DRN based on trszope
of search. Here scope is theaximumAS path length allowed between the pair of ASes in ne-
gotiation. In particular, when scope is one (i.e., affect&ks negotiate with their immediate

neighbors), we consider the following two schemes.

e DRN with peers: When selecting neighbors to bypass a failure, peers aim@yalprioritized
because peering links usually have more bandwidth. Besjuess usually have similar
network size and comparable internal resources to carrglitteeted traffic. In this scheme,
negotiations are only performed between peers.

e DRN with peers and customers The links to customers are less preferable because of
their limited bandwidth. In practice, however, these asdaks might be just rate-limited
and physically they can accommodate high-bandwidth regubsthis scheme, negotiation
requests are sent to the peers as well as the customers diette@d AS(es).

In each instance of DRN, an AS, which loses reachability testidation AS, sends requests
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to a set of ASes, attempting to locate policy-relaxed paithre4gain the reachability. In the basic
setup, the AS always prefers its immediate neighbors, te@hbors two AS-hops away, ..., until
the search scope is reached. As described in Section 4aBbnegotiation process is divided into
rounds each of which can have a maximum of a predefined thresholdbeuwnf ASes. In our
simulation, we set this threshold to 20. Also, note that weeenily do not consider the bandwidth
requirement during the negotiation due to the lack of lisiege information.

To quantify the performance of DRN, we develop the followmegtrics:

e The percentage of connected AS pairs, denoted bi: In each test, a failure, depending
on its type, disrupts communication between a vastly difienumber of pairs of ASes. In
order to simplify the comparison between different routsehemes, we use the percentage
of the connected AS pairs over the maximum number of AS pla@tsdould potentially fail
to quantify the relative damages under different recovehemes. For example, depeering
between two Tier-1 ASesd and B, disconnectsd’s single-homed customers frod’s
single-homed customers. The maximum number of AS pairsthdd fail can be calculated
by multiplying the number ofd’s single-homed customers by the numberisi$ single-

homed customers.

e The number N of neighbors negotiated This metric represents the number of neighbors
negotiated to restore the reachability between a pair ofsAS€é can be regarded as an
indicator of the overhead induced by DRN. The largérthe more computation and com-

munication overheads it incurs.

e The percentagel” of successful negotiationsNot every AS negotiated has a valid path
to the destination as it too might be affected by the samartill can be viewed as an
indicator of the difficulty in locating a valid path via DRNn Ipractice, the largeV’, the
more choices there are for selecting an AS that might algsfgaither requirements like
bandwidth and financial costs.

e The number T' of rounds taken before locating a viable path 7" can be viewed as an

indicator of the time spent in each negotiation before oggh new path in practice.
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Figure 4.9: Connected AS pairs in Tier-1 depeering

| Scheme | Navg | Vag(%) | Tuvg | Savg |
peers (scope=1)| 27.3(7.7) | 100.0(0.0)|] 1.0 | 1.22
peers & customers 224.5(33.5) | 92.3(1.7) | 1.0 | 1.19
(scope=1)
scope=2 1537.6 (165.1) 97.4(1.1) | 1.0 | 1.19
scope=3 3178.2(207.2) 99.0(0.6) | 1.0 | 1.18
scope=4 3951.3(243.6) 99.3(0.3)| 1.0 | 1.18

Table 4.2: Performance of DRN in Tier-1 depeering

e The stretch S: can be calculated by dividing the length of the AS-levehgdatated by DRN
by the length of the old path, indicating the “path inflatidsy’' DRN.

4.4.2 Tier-1 Depeering

Our first analysis evaluates how DRN improves the networikease under Tier-1 depeering.
Today'’s Internet core consists of a group of large ISPs knag/fier-1 ASesvhich are the top
service providers. Their customers reach each other vipgbgng links among the Tier-1 ASes,
so these peering links are of utmost importance to maimtgitie Internet connectivity. So, Tier-1

depeering could cause severe damage to the Internet. loydartsingle-homed customers of the

two affected Tier-1 ASes usually cannot reach each other.

We ran a total of 36 Tier-1 depeering tests in each of whicheaipg relationship among the 9
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Tier-1 ASes is broken. Figure 4.9 shows the percenfagéconnected AS pairs under traditional
BGP, DRN with peers, DRN with both peers and customers, and @#h scope 2. Supposg;
andC; are the number of single-homed ASes for Tier-1A&hd ASj that are depeered? can

be calculated as

R # of connected AS pairs
Ea 1/2 x C; x C

Note that for simplicity our network topology used in the lgisés does not contain any stub ASes.
By tracking the types of links connecting these stub ASesalse calculate the results when the
stub ASes are restored. Under the traditional BGP, singiaed customer ASes of the depeered
Tier-1 ASes have to rely on the low-tier peering to reconné@stshown in the figure, only about
20% of these AS pairs are able to maintain their communicdiiplow-tier connectivity. DRN
with only peers, however, can restore all of the remaining &0 the disconnected AS pairs by
allowing certain peer-to-peer link to provide tempora@nsit service. During the depeering, in
addition to the single-homed customer ASes, the two TieSe®themselves can no longer reach
each other. Either Tier-1 AS starts the negotiation by sepoequests to its peers, which includes
other Tier-1 ASes. Because of the abundant connectivityceest®ed with these Tier-1 ASes, it can
quickly identify a peer AS which can reach the disconnect&# The newly-negotiated route
is then further propagated to its customers, thus re-gaithieair reachability. In Tier-1 depeering,
negotiation with only peers is sufficient to restore commation between all of the disconnected
AS pairs and negotiation with customers or a larger searmpesdoes not make any improvement.
Table 4.2 presents the results of the other metrics for ntriaf DRN. The value in a parenthe-
sis is the standard deviation for the corresponding meascshown in the table, with the increase
of the scope, each AS is able to request a rapidly-increasingper of ASes to establish policy-
relaxed paths. A high value 6f,,, indicates that, under depeering, the affected ASes cateloca
many feasible recovery paths with DRN. The recovery pathbsidentified within 1 round and

does not exhibit any significant path inflation.
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functionfind_path(src, dst, last, link_set)
# if returns TRUE, paths exist betweern: anddst;
# link_set is the set of links shared by these paths

if (src=dst)
ret = TRUE;link_set = {(last, dst)}
else

S ={all links}; ret = FALSE; # initialize S and ret
foreachx € {src’'s providers or siblings
if (find_path(zx, dst, src, S;) = TRUE)
S=5nNnS5,; ret=TRUE;
link_set = S U{(last, src)};
return ret;

Figure 4.10: Algorithm to locate shared links among all pdtbhm src to dst.

4.4.3 Failures of Customer-Provider Links

Most AS links are either peer-peer or customer-provideésliFor peer-peer links, only Tier-1
depeering, which is evaluated in Section 4.4.2, causesthability. Here we evaluate how DRN
performs in the face of customer-provider link failuresrsEiwe describe the methodology for
identifying the set of failures that are of most interestsoThen, we present the simulation results
for these failures.

DRN aims to improve Internet routing resilience by relaxpujicy restriction and better uti-
lizing the existing physical redundancy. Therefore, wesskebnly the failure which results in
unreachability without physically partitioning the topgly. Given that Tier-1 ISPs are richly con-
nected, the robustness of connectivity of an AS can be oagbthly the similarity of its paths
reaching the Tier-1 ASe#®ath similaritycan be defined as the number of commonly-shared links
among all the paths under consideration. In particular,reem path similarity means that failing
a singlelink can disrupt reachability. We develop a recursive athan for finding the set of all
commonly-shared links among all possible paths betweewengion-Tier-1 AS and the set of
Tier-1 ASes, shown in Figure 4.10. By applying the algoritfanthe topology, we found that 958
of 4418 non-Tier-1 ASes share common customer-providi(djrto reach Tier-1 ASes.

Not all of the 958 instances, however, satisfy our requirgnibecause breaking some of the
commonly-shared links might physically partition the dgrapo identify the set of ASes that can be
physically disconnected from the network by a link failunes remove all the relationship labels
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Figure 4.11: Connected AS pairs under failures of criticestomer-provider links

on the links and convert the topology graph into an undiceggi@ph. The problem of locating
physically critical link reduces to a max-flow-min-cut ptetn [66]. 703 out of 4418 non-Tier-1
ASes are found to have a min-cut value of 1 and breaking oneec$hared links disconnects the
corresponding AS from the rest of the network. No physicdureglancy has been provided for
these ASes. By eliminating 703 ASes from our initial set 08 ¥5es, we have 255 ASes that
are susceptible to a single customer-provider link faiblespite the presence of adjacent physical
connectivity.

We identify a total of 255 customer-provider links and inkeagnulation test, we remove one
of these links and evaluate how different routing schemastr the failures. Note that each
critical link failure might disconnect a set of ASes from tlest of the Internet. The metrig; of

critical link [ is calculated as follows.

R # of connected AS pairs
T 2% O x (C =)

where(] is the number of ASes that must travetde reach Tier-1 ASes and the total number

of ASes in the graph. we calculate the results for the casg®uti stub ASes as well as with stub
ASes. Figure 4.11 illustrates the percentage of connectgalrs under five different schemes.
Under the traditional BGP, when an AS loses its connectiohidn 1l ASes, it loses reachability to

an average of 75% of ASes. It maintains connection to othexsAfly via low-tier peering links
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Figure 4.12: Connected AS pairs in two directions

or via low-tier common providers. DRN with peers reconnetisut 38% of AS pairs, reducing
the percentage of unreachability down to 37%. In contrastsalts in Section 4.4.2, negotiation
with only peers does not guarantee the full recovery frorsetgpes of failures. It is due mainly
to the limited connectivity of the affected ASes, for exag)ome ASes simply do not have peers
at all. If customers are allowed to negotiation, DRN canHertreduce the unreachability down to
1.9%, i.e., almost reconnecting all of the disrupted ASgalhe remaining unreachability can be
restored by increasing the search scope to 3.

As described in Section 4.3, when a pair of ASes lose realityalni each other, either AS
can start its own negotiation process to locate a new pagperdently. Unlike Tier-1 depeering
in which the failed link is located in the middle of the pathween the disconnected AS pairs,
the failed link in case of customer-provider link failuressaften“unbalanced”, meaning that the
failed link is much closer to one of the ASes than the otherinVestigate the difference in the
performance with regard to the distance to the location effdlilures, we examine DRN in both
directions. Here, we refer to the AS which is closer to thkufaj i.e.,the AS all of whose paths
to reach Tier-1 ASes share the failed link, 8@rce and refer to the other AS as tdestination
Figure 4.12 presents the percentage of connected AS palyettodirections under five variants of
DRN. As shown in the figure, the source recovery shows si@miflg better performance than the
destination recovery. Even increasing the search scopedorbt recover all of the unreachability
from the destination. This can be explained by the types tifothat can be potentially located
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[ Scheme T Ngig [ Vavg C8) | Tovg | Savg | Nawy | Varg (%) | Ty | Sav
peers (scope =1) 2.8(0.7) | 97.3(2.1)| 1.0 | 1.17 4.5 (2.8) 6.8(4.7)| 1.0 | 1.21
peers & customers 6.3 (3.3) | 94.7 (2.4)| 1.0 | 1.14| 11.1(6.2) | 54(3.4)| 1.0 | 1.18
(scope =1)
scope =2 13.0(6.2)| 96.3(1.9)| 1.0 | 1.13| 57.4(11.3)| 8.7(5.7) | 1.9 | 1.16
scope =3 185 (7.7)| 98.1 (1.7)| 1.0 | 1.13|| 235.7(31.5)| 11.5(6.3)| 2.4 | 1.14

scope =4 | 25.1(9.6)] 98.9 (1.6)] 1.0 | 1.13 || 518.4 (73.1)] 6.3(2.5) | 2.7 | 1.13

Table 4.3: Performance of dynamic negotiation in custopmedder link failures

during the process. For recovery from the destination sidkéchever peer or customer it selects
has limited connectivity to the source because the soumely reach about 25% of the rest of
the ASes after the failure in Figure 4.11. In contrast, recp¥rom the source allows the source to
locate a neighbor which is not affected by the failure andinstthe reachability to the rest of the
Internet.

Table 4.3 shows the performance of the different schemesrinst of other metrics. We also
separate the analysis into two directions. The results gshewollowing characteristics. DRN
from the source only sends requests to a small number of AggS) (while achieving a higher
successful ratel(;; <) within a short period of imel(;;?). In contrast, DRN from the destination
needs to contact a rapidly-increasing number of ASes witbxaremely low successful rate, in-
curring 2 to 3 rounds of negotiations. In both schemes, hew®RN does not cause significant
path inflation.

In summary, our simulation results in Section 4.4.2 and i8ect.4.3 show that DRN can
quickly bypass the failure by seeking temporary transivises from the adjacent ASes without
inducing too much overhead. The success of DRN in locativg men-policy-compliant paths
demonstrates that the Internet has abundant physical ctvitie and DRN makes a significant
improvement of the Internet resilience with only a smalgrstived digression from the traditional
interdomain routing paradigm. Meanwhile, in case of caiticustomer-provider link failures, the
performance of the negotiation scheme exhibits a signifidéierence as the recovery originated

from a distant site to the failure achieves a worse succéssvith more overhead.
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| Scheme [ Tamdom | Tloe

avg avg

peers (scope=1) 1.0 1.0
peers & customers (scope=[L) 1.0 1.0
scope=2 1.9 1.0
scope=3 24 1.0
scope=4 2.7 1.0

Table 4.4: Enhancement of local decision in recoveringarust-provider link failures from the
destinations

4.4.4 Selection of Neighbors

In Section 4.3.6, we propose that, when selecting neightoosend requests, each AS can
make a more intelligent decision based on the availablé ioicamation and prioritize the selected
neighbors according to the likelihood of having a viablenpaiter a failure. Here we evaluate the
improvement by making a local decision rather than selgetaimdomly.

We have shown that random selection works well under modtekituations considered in
Section 4.4.2 and Section 4.4.3 because neighboring Agay fail simultaneously and can thus
be used during emergency. However, in case a distant cusfmosder link failure disconnects
an AS from the rest of the network, it becomes extremely dilfiio locate a neighbor to reconnect
to that AS from the destination side because most of the A®easdiso lost their connectivity to it.
An intelligent local decision to prioritize the neighboeostegotiate now becomes desirable despite
the extra computation overhead.

Table 4.4 shows the improvement of decision based on lof@hiration in recovering customer-
provider link failures from the destinations. Using deais based on the local information can
estimate for each negotiated AS the likelihood of havingaboha path to bypass the failure upon
which the negotiation requests are prioritized. As showthatable, DRN with local decision
always can locate a valid path within one round. In practic®yever, the benefits of adopting
an intelligent decision might not be as significant as theuation results suggest because of the

inaccuracy in inferring the root-cause of each routing gean
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(1) link AB fail  (2) link AB, BC fail
Figure 4.13: Multiple link failures

4.4.5 Multiple Link Failures

In our simulation, we also test how DRN performs in case oftipl@ simultaneous critical
link failures. Especially, we consider the scenario exefiepl by Figure 4.13. In the figure, link
[B C] is a critical link of C' and link[A B] is a critical link of bothB andC. In each test, we
compare how the routing reacts to the failure of I[jAkB] and to the failure of both links. Far,
losing link [B C] disconnects it from more destinations which would otheewis reachable via
[B C]. For B, losing[B C] preventsB from contacting” for a route negotiation, thus diminishing
the improvement of DRN.

We have a total of 18 test cases in each of which we examinethandC' react to the failure,
and evaluate the effects of multiple link failures by conipgi before negotiation ant/ « V" (i.e.,
the number of successful negotiations) relative to theasponding single critical link failures.g.,

RAB taits — RAB, BC fail

Rrelative - R
AB fails

R before negotiation is used to capture the reachability chphthe failure andV x VV measures
how well DRN locates the policy-relaxed paths. Our simolaghows that the averagesmf. ;..
and N * V,.qi0e are 27.3% and 37.6%, respectively. Multiple simultaneaiigal link failures
are shown to have a larger impact on the network reachabifitiisconnecting more pairs of ASes

and reducing the number of alternative paths for recovem flailures under DRN.
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Figure 4.14: Limitation in proactive negotiation

4.4.6 Proactive Negotiation

Section 4.3.7 discusses the benefits of proactive negwtialin AS no longer experiences a
long delay before locating a new path. Instead, it quickiyvates the link it already negotiated
before a failure takes place. Since the proactive negotias performed prior to the occurrence
of any failure in the current valid path, a successfully-ateged path has to be disjoint from the
current path to guarantee the restoration of reachabilitsnfany type of failure. In contrast, a
reactive negotiation takes place only after a failure and th negotiated path only needs to avoid
the failed link(s). Because the links on the current pathless likely to fail simultaneously, the
reactive approach tends to have more valid negotiated .paitsre 4.14 illustrates the limitation
of proactive negotiation. Suppoggeattempts to locate a negotiated path prior to any failurésin i
path toD. B proactively initiates negotiation witd. Upon receipt of the negotiation request,
examines all its possible paths&y which are pathfA B C D] and[A E C D] (supposé~ currently
choosedE C D]). Both paths overlap witl3’s current patiB C D] and thus do not guarantee
protection from failures on the path betweBnand D. In contrast, if the reactive approach is
adopted A has viable negotiated paths for any failure associated BitSuppose linfkC D] falils,

E switches its path t¢E F D] and then propagates it té, which can be used byl to recover
from the unreachability betwedn andD. A has no knowledge of pafk F D] prior to the failure
becausel only advertises the best pafla C D]. In practice, ASes could relax its requirement
during a proactive negotiation in order to locate a backup;dar example B might seek backup
paths which avoid only one of its critical lirfiC D] instead of all links in the path. Still, as revealed

in the examplej3 fails to locate any backup because some of viable paths rafggar only after
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Figure 4.15: Proactive negotiation vs. reactive negatmati

a failure actually occurs.

In our simulation, we randomly generate 100,000 pairs ofAiBehe topology and compare
the number of possible successful negotiations in the pix@ascheme with that in the reactive
scheme. Since we are interested in those failures that causachability, at least one of a pair
of ASes is vulnerable to critical link failure discussed ec8on 4.4.3. In the reactive scheme, we
consider the worse case in which the corresponding criliclalfails. Our analysis does not set
a limit to the scope of negotiation and any AS in the topologyg be used to bypass the failure.
Figure 4.15 shows the cumulative distribution functionleé humber of successful negotiations
for proactive and reactive schemes, respectively. To aooashate the logarithmic x-axis, we in-
tentionally add 1 to the value of each data point. As shown in the figure, more than 508aics
of ASes cannot locate a backup path with the proactive schémie the corresponding AS pairs
are able to locate at least one path to bypass the critidafditure. Overall, the average number
of successful negotiations under the proactive and reastifiemes is 19.3 and 70.1, respectively.
Despite the benefit of its quick reaction to failures, theagotive scheme is shown to have diffi-
culty in locating feasible solutions, especially duringese failures when the degree of physical

redundancy is low.
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4.5 Related Work

Ensuring network survivability in the presence of failutess been studied in a variety of
contexts, such as protection and restoration in WDM optietilvorks [88], virtual path routing in
ATM networks [89], as well as the recent label-switchingteique in MPLS networks [90].

In traditional IP-layer, various approaches have beenqmep to improve the Internet re-
silience to failures in intradomain routing as well as idtanain routing, either providing high
path availability [76, 77, 78] during packet forwarding cgrforming fast re-routing by reduc-
ing [91, 92, 93] or completely eliminating the routing coryence [79, 81, 82, 83]. In interdomain
routing, Xuet al.[78] proposes a mechanism, called MIRO, that allows neighgdSes to nego-
tiate multiple BGP routes. MIRO can potentially enhancertbivork resilience as ASes acquire
more paths to the destination. Despite the commonality tefHAS route negotiation, our work
differs from MIRO in that we provide a more thorough analysishow to sacrifice a small degree
of policy compliance for the sake of improved resilience bijzing the inherent Internet physical
redundancy under extreme failure conditions. To achieser&routing, some prior work has fo-
cused on how to expedite the routing convergence and retlecauinber of messages exchanged
in the process. R-BGP [79] precomputes a backup AS path fdr peefix that is most disjoint
from the primary path. Under R-BGP, routing convergenceamgér causes packet losses. DRN
differs markedly from R-BGP and other prior work as DRN sfieally addresses problems when
no policy-compliant paths are available.

Inter-AS negotiation has also been utilized in a few studiits different objectives. Mahajan
et al. [94, 95] proposed that ISPs be allowed to negotiate andlyotantrol the routing so as to
achieve better end-to-end performance.

4.6 Concluding Remarks

In this chapter, we presented a new mechanism célgthmic Routing Negotiatio(DRN)
that allows an AS to dynamically negotiate with its neighB&es for routes with relaxed routing
policies to better utilize the physical redundancy in themoek. DRN gives the interdomain rout-
ing more flexibility and adaptability in selecting the paths., temporary non-policy-compliant
paths, especially when it experiences severe reachapildiglems caused by failures. Our in-

99



depth simulation analysis on realistic Internet topoleglemonstrates that, when there is enough
physical redundancy in the proximity of the failed locati@RN can reduce reachability loss
during Tier-1 depeering and critical customer-providek [failures down to 0% and 37% by ne-
gotiating only with peers from 81% and 75%, respectivelytiirer resilience enhancement can be

achieved if customers or neighbors farther away are negdtia

100



CHAPTER 5

Uncovering Resource Sharing in MPLS Networks

The knowledge of network topology plays an important roldiegnosing network anomalies
and devising measures to alleviate their effects. In thegptdr, we go back to the reactive approach
as in Chapter 2 and make important contributions in enhgneatwork reliability by improving
the transparency of today’s increasingly opague networks.

5.1 Introduction

In today’s Internet, each customer network pays to estahlisansit service with its provider
ISP to reach the rest of the Internet. Networks of comparsizles and traffic demands estab-
lish peering links without cost to facilitate traffic exclygd between their respective customer
networks. Typically, a SLA (Service Level Agreement) sfiesithe quality of the service each
network expects in the treatment of its traffic traversirsggneighboring networks. Once traffic
enters its neighbor, the current network has no control bwer its traffic traverses its neighbor’s
network. Performance requirements are usually met as tighlv& network strives to provide
the promised quality of service. Unfortunately, when aaarhetwork anomaly occurs, simply
relying on its neighbor to respond might not be the best gniws it might take a long time before
the anomaly is detected and then resolved.

Let us look at the ISP topology with five border routers in Fegb.1. ForR,, its internal
paths toRs, R, and R5 share a common segment between the black nodelfandSuppose
there is a failure on the commonly shared segment. Trafficehtgers atR; and is destined for

d experiences degraded performance. The customer netwaoldt clhoose to wait for the ISP to
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Figure 5.1: An example network topology to illustrate raseusharing.

resolve the failure and sustain a period of poor servicgeats by knowing thaR,’s internal path
is not affected by the failure, it could also take a more ptisa@pproach by diverting its traffic
internally to enter the ISP dt,. Having knowledge of the neighboring network’s topologyhiss
essential to the adoption of such proactive measure taatéennpacts of network anomalies. This
is also applicable for other ISPs who peer with each otheeaally given potentially numerous
peering locations.

Traditional measurement tools, such as traceroute, casdmbto acquire the individual hops
between the probing source and a specific destination. Taetigeness of these active probing
tools, however, is dictated by the responsiveness of theekein the network. Such cooperation
does not always exist in practice and might be less commorrigacp concerns increase. In
addition, the fear of the emerging malicious activitiestsas denial-of-service (DOS) attacks
and Internet worms may further force network administiatorblock response to these diagnostic
tools (ping and traceroute). Lastly, the popularity of thieefnet and the advance of technology has
driven ISPs to integrate together a variety of differentasfructures. For example, the unification
of Layer-2 €.g9.,MPLS) with Layer-3 IP service might make it more impossildeise traceroute
as the path information could now be hidden in the lower layehas been confirmed by [96]
that some ISP using a circuit technology such as MPLS is foeare “highly connected” and the
actual path taken, which tunnel through PoPs, is not visibtee traceroute data.

It is thus important to be able to infer the network topologthaut requiring the cooperation
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of internal devices in the network. In this study, we onlyusss the availability of end-to-end
measurements across each network, that is, the measusefrenteach ingress to each egress.
The identification of topological information from end-émd measurements has been studied ex-
tensively in network tomography [97, 98, 99, 100, 101, 1@R]1These studies, however, mostly
focus on inferring a tree structure connecting a single eetal multiple receivers. The iden-
tification of a more complete topology across multiple sesd@ad receivers has not been fully
addressed. In our study, we divide the inference of the méttapology into two tasks. We first
construct for each ingress a tree based on the end-to-englinee@ents from the ingress to other
egresses. In the second task, we propose techniques toeraetgl the tree construction proce-
dure and merge different trees together to identify a moreptete topology. With the limited
knowledge extracted from the end-to-end measurementafitreed network topology does not
exactly match the network internal structure. However,itifierred topology captures to a certain
degree how resources are shared across the ingress arglremfes and can effectively assist us in
pinpointing the origin of network anomalies and then sugeter proactive measures to alleviate
the impact of performance problems.

Through extensive simulations, we demonstrate the fdagibf the proposed techniques. In
particular, the tree merge algorithm correctly clustexsenreers in more than 90% of the cases
considered. Using both the loss rate and the delay metaaltistering accuracy of the tree merge
algorithm reaches 99%.

The rest of this chapter is organized as follows. SectioridrBulates the problem and empha-
sizes the focus of our study on merging trees that corresjpodiferent ingresses. Section 5.3 first
briefly discuss the tree construction algorithm borrowednfiprevious studies and then detail the
design of the tree merge techniques. Section 5.4 evaluaeetformance of tree construction and
the merge algorithm via extensive simulation on a varietgetfvork conditions, and Section 5.5
presents the evaluation of the proposed techniques undeinternet experiments. Section 5.6
discusses the related work, and this chapter concludesSsittion 5.7.
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5.2 Problem Statement

The knowledge of the network topology is critical for netkw@nomaly detection and trou-
bleshooting. Ideally, with the complete knowledge of thpdlogy, the origin of each anomaly
can be easily pinpointed by correlating the conditions aigpaetween each pair of ingress and
egress across the network. Traditional measurement t®ad$, as traceroute, which require co-
operation from the network devices, can be used to obtaitighef routers between the source
and the destination in consideration. The effectivenessagkroute, however, greatly hinges on
the responsiveness of the network devices. Unfortunatajh condition becomes less common
as the concerns with the increase of malicious activigeg.,, denial-of-service attacks, Internet
worms. In particular, the unification of Layer-8.¢.,MPLS) and Layer-3 IP technologies could
render the path information hidden in lower layer. It is timportant to be able to infer topological
information without cooperation from the individual degg In our study, we only assume that
availability of end-to-end performance measurementssaceach network, as such measurement
data can obtained from end-host based probing alone [10djvaNays, each ISP specifies in its
SLA (Service Level Agreement) how traffic is treated whilaversing its network. It should also
provide ways to allow its customer network to obtain the geniance of the cross traffic to ensure
the quality of service advertised in the SLA is achieved. ®@ark provides a way to obtain such
information without depending ISP’s help.

The identification of network topology based on end-to-eadggmance measurements has
been studied extensively in the area of network tomograptyaanumber of techniques [97, 98, 99,
100, 101, 102, 103] have been proposed to infer the treetstauconnecting a single sender (the
ingress in our discussion) to multiple receivers (the exggps These studies solely rely on end-to-
end measurements and do not require the knowledge of thadndl devices in the network, and
therefore, it is impossible to identify the complete phgsiiopology. Rather, égical topology
defined by the branching points between paths to differergivers is obtained. As shown in
Figure 5.2(a), the physical topology is represented asaidid graph, where each vertex represents
a physical deviced.g.,a router or a switch) and the edges correspond to the coonsedietween
these devices. In contrast, Figure 5.2(b) is the correspgridgical topology. In the logical tree,

each vertex represents a physical network device wheiffectbminching occurs,e., where two
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Figure 5.2: A Physical topology in (a) and the correspondiggcal topology in (b).

or more paths from the sender to the receivers diverge. Téempdes in Figure 5.2(a) cannot
be identified because the traffic through each of these dedices not diverge to reach receivers
underneath and end-to-end measurements cannot be usetirigulsh it from other devices along

its branch.

Unfortunately, previous studies have mostly concentratediscovering the tree topology con-
necting a single source to multiple receivers and the proloiecorrelating trees rooted at different
sources have not been addressed. Our study aims to fill tidsbyoproposing techniques that
merge together trees corresponding to different sourcebtion a more complete network topol-
ogy. In what follows, we describe in details how to identi§source sharing across ingress and
egress of a single ISP by only using the end-to-end perfocmareasurements across the network.

5.3 The Proposed Approach

As described earlier, the goal of our study is to identifyorese sharing across different ingress
and egress points in an ISP. To achieve this goal, we divieleask into the following two intuitive
steps. First, we construct tree structures for each indressthe end-to-end measurement data
collected from the ingress to all of the egress nodes. Seswadnerge trees rooted at different
ingress nodes to compute a more complete topology for theomketvhich can be used to identify

the resource sharing across different ingress nodes.
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Our proposed techniques are based on the following reaassumptions.

Al. The underlying topology isixedduring each measurement. The internal topology of large
ISPs are shown to be stable within tens of minutes to hours.€hld-to-end measurements

are thus collected accordingly to ensure the validity ofasgumption.

A2. The underlying topology connecting a single sender to pleltieceivers is &ree. Networks
that use shortest-path-based routing satisfy the assompdleanwhile, we notice that net-
work devices apply load balancing [105] to forward packeétsseparate routes based on the
source address, the destination address, and even otlderifighe packet header. We seek

to fix these fields as much as possible to minimize their effentthe topology.

5.3.1 The Tree Construction

A variety of techniques have been proposed in network toaypgy to infer the tree-structured
network topology. Here we discuss a method called “hiefaaticlustering” [99], which performs
well with little computation overhead. The general hierdeal clustering algorithm works as

follows.
1. Choose the pair of nodes with the highest similarity;
2. Merge the pair into a new node,;
3. Update the similarities between the new node and thequshyi existing nodes; and
4. Repeat the procedure until only one node is left.

Apparently, by continuously applying the clustering algon to the set of receivers as the
initial set of nodes, we eventually reach a tree structurerevthe last remaining node is the root
node. To illustrate the principle of this process, let’s sider the logical tree in Figure 5.2(b).
Suppose with each internal nodé€ in the tree we associate a metri¢, which is measured
between root 0 and nod€. For example, the packet delay from Ok Here we only consider
metrics that have the followingnonotonicproperty: An internal node has a smaller metric than
any of its descendants,g., M5 > M, > M, in the figure. Metrics that satisfy such a property
include loss rate, delay, and delay-variance. Since thelagy is unknown, the metric for the
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Figure 5.3: Binary tree loss model.

internal nodes has to be estimated from the leaf nodesthe end-to-end measurements. Let
a(7, j) denote the nearest common ancestor of a given pair of nodes.g.,a(4,7) = 2. Define

M(i, j) = M, ;. The value ofM (4, j) can be regarded as a characterization of the shared portion
of the paths from the root 0 toandy, i.e.,the path from the root O to nod#:, j).

In the context of the hierarchical clustering algorithiv(i, ) can be interpreted as the simi-
larity measures of andj. Note that the metric exhibits a symmetric featuvé(i, j) = M(j,1);
that is, the ordering of receivers does not affect the coetputetric. The monotonicity property of
the metric ensures the identification of the tree topologythie hierarchical clustering algorithm.
For example, in the figurel/ (6, 7) is greater than any othérd (i, j), revealing that nodes 6 and 7
are the deepest level of the tree and must first be mergedergetthe clustering process. The
tree topology can thus be recursively constructed by apglthe clustering algorithm each step of
which finds two nodes with the highest similaritye(, M (i, j)) to merge.

Since tree construction is not the focus of our study, wedveed the hierarchical clustering
idea in [103] to infer each tree structure based on end-tbre@asurements of the loss rate. The
technique assumes that the measurements are collectedticastuicommunications. Figure 5.3
illustrates a binary tree loss model wittf , as the probability of packet loss between the source
S and the internal nod&’, and P,, P, as the probability of packet loss betwe&nand A, B,
respectively. Assume that the packet loss probabilitieditierent links in the tree are independent.
In the scheme, each receivgr(e.g.,A, B) records a loss sequente which is an ordered list of
the sequence numbers of packets lost¥hyLet’'s consider the loss sequencesfdand B. Any

packet lost along their shared path betw&eand7” will appear in both., and L 3, which we call
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“true” shared losses. In addition to these true shared $p$sis possible that two copies of the
same packet are lost independently along their distindigpdtetweer?” and A, and betweer”
and B. These are called “false” shared losses. Pgtbe the probability of seeing a shared loss

(whether true or false) betweehand B. Then

Pw =P+ (1—P,) x P, x B,

Let the probability of seeing a loss dtbut not atB be

Py=(1—-P,)x P, x(1-D).

Similarly,

P@b:(l—Péb)X(l—Pa)XPb.

Solving the three equations above yields, P,, andP,:

PabXPELb+P&bXPaE+PaBXPab+P112b_Pab

Pl =
ab Pab+Pab+Pal_)_1
P
Pa: ab
1 — (Pa+ FPap)
P
P, b

T 1—(Py+ Py

Note thatP,, can be measured by..,| /N, whereL,, = L, N L, and N is the total number
of probing packets. Similar measures can be applied taPgeand P,,. The binary tree can
be constructed as follows: (1) compute the probability ofiét shared losses between all pairs
of receivers; (2) choose the pair of receivers with the maxmprobability and combine them
together into an internal node, updating the loss sequenég,a= L, N Ly; (3) repeat the two
steps until only one node is left, which is the root of the t&kgorithm 1 presents the pseudo-code
for the binary tree construction algorithm.

The tree constructed so far is a binary tree and the algordéhmbe extended to build an

arbitrary tree with small modifications. Figure 5.4 preset example in which a binary tree can
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functionconstruct tree(R, L)
# R: set of receiversk = {R;|i = 1,2,..., N}
# L: set of loss sequencéds for R;. L = {L;}

1: # initial set of unconstructed nodes
3: while not empty(S) do

4:

10:
11:

5
6
7
8
9

forall S;, S; (i # j) € Sdo
ComputeP/; from L;, L;;
end for
# find the two nodes to combine
Py, =MAXIMUM(F} ), for any S;, S;(i # j)
# combineS,, S, and replace them by.;
S = (S\ {Su Sp}) U{S:};
L. = L, N Ly; # update loss sequence

12: end while

€S,

Algorithm 1: Tree construction

‘ ((AB)C)

(ABC)

(b)

Figure 5.4: A binary tree in (a) vs. a ternary tree in (b)

be coalesced into a ternary tree. Here we are building a treeecting three receiver$, B, and

C. When the binary tree can be converted into the ternary theefollowing condition must be

satisfied:P,;,. = Iy, Therefore, when we merge no@lé3) with C', we compare the valug/,, .

with P!,. If they are identical or within a small difference range @fied by a threshold, we can

coalesce the binary tree into the ternary tree. From theead®cussion, we can see the binary

tree is the most fundamental tree structure, and other tiyffeedree can be easily converted to a

binary tree.
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(a) (b)

Figure 5.5: The merge procedure in a two-sender-two-receigtwork. (a) is the network before
merge; (b) presents the merge for one receiver; (c) is th@entar both receivers; (d) is the
scenario when the merge of both receivers converges.

(a)

Figure 5.6: A tree merge example. (a) topology before metgdppology after merge.

5.3.2 The Tree Merge

After constructing trees for each ingress node, we next enaaes together to produce the
more complete topology of the network and identify the resewsharing across different ingress
and egress nodes.

Before we discuss the merge across trees, we first look at @lesinvo-sender-two-receiver
network and investigate the fundamental features thatvalto determine the underlying topol-
ogy. Figure 5.5 presents the entire merge procedure. Witoor topological knowledge of
Figure 5.5(a), we consider two receivers separately. Ei§us(b) shows the scenario in which the

path fromSp to Ry, Ps, r,, cOnverges somewhere along the path fionto Ry, Ps, g,. Unfortu-
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nately, the merge point’, which is located betweesi, and R, cannot be precisely pinpointed by
relying solely on the end-to-end performance measuresilaliynit applies to the second receiver
R5 as shown in Figure 5.5(c). However, in case the merge lawaifior R, and R, coincidentally
converge,.e., X = Y, we can further scale down the possible merge locations. hag/s in
Figure 5.5(d), the merge converges at a common locationV/, previously {.e., X or Y") arbi-
trarily located onPs, », andPs, r,, NOW has to be located on teaaredpath betweerPs, », and
Ps, r,. Figure 5.6 presents the merge$’s tree intoS,’s tree. Here we assume the merge of
two receivers converges atf. As discussed earlier, the dark cirdlé in Figure 5.6(b) must be
located at the commonly shared segment of pathi® tandR,, i.e., the path betweef, andT'.

The key question now is to decide whether the merge across/egs should converge based
on the end-to-end performance measures, denotéd buppose the metrit/ has theadditive
property,i.e.,the measure of a path is the sum of individual measures ofrike &long the path.

Accordingly, the measure froii, to R,

Mg, r, = Mg, x + Mx g, ,

and the measure frofi; to R,

Mg, r, = Mg, x + Mx R,

Obviously, the measures from two senders have a commonilmatimiy factor M x g,. The

discrepancy of the measures from two send@g%j,’sB, can thus be calculated as follows:

Sa,Sp __ _
Dyi™? = Mg, p, — Msg r, = Ms, x — Mgp x.

Similarly, for the other receiveR,, we have

Sa,SB __ _
Dyi”? = Mg, r, — Msg r, = Ms,y — Msy y.

When X andY coincide atM/, we know that the differences of performance measures from

sendersS, and Sz across receiverg, and R, are equali.e.,

Sa, S _ 1Sa,Sp __
DR1 - DR2 - MSA,M - MSB,M'
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We also noticedX # Y from in Figure 5.5(c), so we cannot rule out the possibilitgtta
certain network setup would make the end-to-end performdiscrepancies identical. Therefore,
the discrepancies of end-to-end measures being equakisessarput not sufficientondition for
the convergence of the merge locations across differeatvers.

Despite the fact the identical end-to-end performanceref@ncies do not always guarantee
the coincidence of the merge locations for the correspandiceivers, it is still a good indi-
cator. Given usually fluctuating network conditions, it igremely unlikely that topologically-
uncorrelated pathse(g., paths from the senders t8§ andY in Figure 5.5(c)) exhibit identical
behaviors over a long-term period. In Section 5.3.2.B, ve® @lropose to use multiple metrics
together to enhance the “sufficiency” of identical perfonoea discrepancies for the coincidence

of merge locations.

A. The Algorithm

We now formally present the merge algorithm which geneeslithe merge in a two-receiver-
two-sender network to that in avi-receiver two-sender network, wheke> 2. In Section 5.3.2.D,
we briefly discuss the algorithm for multiple-sender scersar

Suppose the sendéip’s tree is to be merged into the sendgy’s tree. The merge algorithm
can be divided into two steps. In the first step, the algoritinst calculates for each receiver the
performance discrepancies from the two senders, and thetec$ together the receivers based on
the similarity of their performance discrepancies. Algorithm 2 preseméspseudo-code of the
process. Lines 1-5 compute for each receiver the perforendifference across the two senders.
Lines 6-8 calculates the absolute difference between atwoofeceivers in their performance dis-
crepancies. We are interested in those receivers thatvebgmntical performance discrepancies
across two senders. Therefore, we focudhn with a value close to zero. Lines 9-25 essentially
describe the procedure in which the set of receivers ardéipagd into separate clusters each of
which contains receivers with very similar end-to-end perfance discrepancies. In Line 13, a
threshold value, which is close to zero, is set to distingueceivers across clusters. In general,
setting the threshold too small would separate intra-etustceivers into different clusters while
setting the threshold too large would group uncorrelatedivers into a cluster. In Section 5.4.4,

we elaborate on the selection of the threshold via our sitiadased analysis.
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functioncluster_receiverqR, S4, Sp)
# partition the set of receivers into sub-clusters;
# R: set of receiversk = {R;|i = 1,2,..., N}
# 5S4, Sg: two senders.
1: forall R; € Rdo
2:  C; ={R;}; #initial clusters

3 #M:A, MP: performance measure froffy,Ss to R;

4. D; = M# — MP; # compute performance difference

5: end for

6: forall R;,R; € R,i # jdo

7. D, ; =|D;, — D,|; # compare difference across receivers
8: end for

9 L={D;;li#3,i,j=1,2,...,N};
10: SortL in an increasing order;

11: while not empty(.) do

12:  Remove the first itend); ; from L;
13: if D;; > THRESHOLDthen

14: break;
15:  end if
16: C = C; UCj; # merge two clusters

17:  forall R, € C;, R, € C; do

18: RemoveD;,; from L; # updateL
19: end for

20: forall R, € C'do

21: C) = C; # update clusters

22: end for

23: end while

24: C ={Cili=1,2,...,N};

25: C' = uniq(C); # eliminate identical items
26: return

Algorithm 2: Cluster receivers based on their performance discrepancie
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Figure 5.7: A tree merge example. (a) topology before mdlgad) three possible topologies after
merge.

The first step of the merge algorithm produces several chistereceivers. So far, the algo-
rithm has not dealt with any of the tree structures rooted abr Sz. In the second step, we
pinpoint for each receiver its possible merge locationS ifs tree by applying the two following
heuristics.

Heuristic I: For receivers within a common cluster, their merge locatiivom Sz into S4’s tree
must converge. As illustrated in Figure 5.6(b), the firstristic determines the set of potential
merge locations in the tree rooted%t by intersectingthe paths fron 4 to the receivers in the
same cluster.

Let us look at a more complicated example in Figure 5.7. Ss@be set of receivers are
partitioned into two clusters{ R, R,} and{R3, R,}. According to Heuristic I, forR; and R,,
the merge location frons'z into S4’s tree is in the pathSy, T3, 71| while the merge locations of

Rs; and R, are in the pathSy, T3, T3]. Unfortunately, we cannot further reduce the set of merge
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(a)

Figure 5.8: A tree merge example demonstrating merge rul@ptopology before merge; (b)
topology after merge.

locations for these receivers as Figure 5.7(b—d) presbrgg {possible merge combinations for
four receivers. In the figuréy/; is the merge location foR; and R,, and ), is the merge location
for R3 and R4. The only merge combination we can rule out is that and M, cannot both be
betweens, andT3; otherwise, the four receivers would have equivalent perémce discrepancies
acrossS, and Sg, and hence would be grouped in a single cluster. That/isbeing in path
[Sa, T precludesV/, from being in[S 4, T3], and vice versa. This observation inspires our second
heuristic.
Heuristic Il : The set of merge locations for a cluster of receivatst notbe a subset of the set of
merge locations for another cluster of receivers.

We illustrate this heuristic by the example in Figure 5.8pSse we have two separate clusters
after the first step{ R, R, R3} and{ Rs, R4}. Applying Heuristic |,M;, the merge point forz;,
Ry, and R3, is in path[S4, T3], and M-, the merge point foiR, and Rs, is in path[S,, T3, T3].
M, and M, cannot be at the same location; otherwise, the five receiveusd have been in one
cluster. Therefore, the merge poilk cannot be in patfS 4, 73], and it has to be in patfs, T3].
Heuristic Il can then be translated as follows: if one set efge locations is a subset of merge
locations for a different cluster of receivers, subtraetshbset from the superset.

The pseudo-code of the complete tree merge algorithm igpted in Algorithm 3. Lines 3—-10

and 11-16 are implementations of two merge heuristicsectyely.
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functionmerge.tree(R, Sy4, Sg)

# mergeSp’s tree intoS 4's with respect taR
# R: set of receiversk = {R;|i = 1,2,..., N}

N

10:
11:

12:
13:
14:

15:
16:

# cluster receivers based on their end-to-end performance
C =cluster_receivery R,S4,55);
# Merge Heuristic |
forall C;, € C do
forall R; € ), do
Compute the pati®* from S, to R;;
P, = P, N P; # compute the common path segment
end for
Py is the set of possible merge locations fore Cy;
end for
# Merge Heuristic Il

forall Py, P, # k do
if P, C P, then
P, =P\ B;
end if
end for

Algorithm 3: Merge trees across two senders

B. Selection of Metrics

while, the tree construction is also based on performandaasavith the monotonicity property.
The loss rate, delay, and delay-variance all satisfy thpgityg. The delay and delay-variance are
additive. The loss rate, however, has to be converted tdferelift form before satisfying the ad-
ditive property. Let us consider Figure 5.3, the probapiit packets being successfully delivered
from S to A is the multiplication of the probability of successful patKelivery on link[S, 7'] and

that on link[7", A]. By taking the logarithmic form, the metric measuring thd-¢o-end successful

The merge algorithm requires that the end-to-end perfocaanetric be “additive”. Mean-

packet delivery becomes an additive performance metric.
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C. Validating the Constructed Tree

As described earlier, the first step of the merge algorithesdwmt rely on the structure of the
constructed tree. Conversely, the tree merge process isoasstould help verify the correctness
of the constructed tree. Here we assume that the set of ezseive correctly partitioned into
clusters. According to the rationale behind the clustepraress, receivers in different clusters
cannot merge at the same location. This property can thersdxd to validate the tree structure.
Let us consider the topology in Figure 5.8. Suppose thealungt process decides on the following
two clusters{ Ry, Ry, Rs} and{ R,, R3}. It contradicts withS 4’s tree as the set of merge locations
for Ry, which is in path.Sy, 73], cannot be isolated from the set of merge locationg#oand R,
which is also in pathS., T3).

D. Selection of Senders

In Section 5.3.2.A, we do not distinguish betweenand Sg. In general, merging',’s tree
into Sg’s tree should not differ from mergingz’s tree intoS4’s tree. However, considering the
two heuristics in pinpointing the potential merge locaipwe prefer to select a reference tree.
Sa’s tree in Algorithm 3, which is used for the computation ofrgelocations) which has more
sharing, or higher branching factors for non-leaf nodet@ittee.

The merge algorithm described so far deals with the mergedset two senders’ trees. It can
also be generalized to be applicable for merging trees scgrase than two senders. First, we
select a tree as a reference tree. Then, we sequentially tiqgoimerge algorithm in Algorithm 3

and merge each of the remaining senders’ trees into theerefertree.

5.3.3 Identifying Resource Sharing

Relying on the limited data from the end-to-end performameasures, the tree construction
and merge algorithm is impossible to identify the complegotogy for the network. However,
we still acquire some knowledge about the sharing of theuress in the network which can
thus be used in network diagnosis and to suggest measurésviate impacts caused by failures,
congestion, etc.

As shown in Figure 5.955 and S¢’s trees are merged into the tree rooted>at Sp’s tree
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Figure 5.9: Identification of resource sharing

merges at\/; while S¢’s tree joinsS4’s tree atM,, M3, andM,. For each sender, by correlating

the conditions across the set of receivers with the constiutcee, we are able to scale down
the origin of the anomaly. Moreover, by having the knowledfthe merge locations across trees
associated with different senders, we can come up with a feaséble solution to divert the impact

of the problem. For example, suppose failure or congestaders the poor performance on the
link betweenS 4, and73. According to the inferred merge scenario, traffic whichduseenter the

network viaS 4 can then be diverted t§ rather thanSg to bypass the problem.

5.4 Simulation

In this section, we evaluate our proposed inference teclesiyia simulation. We use ns2
simulator [106] to test the performance of the algorithmdarra variety of network scenarios. In
the following, we first describe the simulation setup, thendiscuss the simulation results on the

tree construction algorithm. Lastly, we evaluate the amcyiof the tree merge algorithm.

5.4.1 Simulation Setup

In order to fully test the performance of the tree constnrctind merge algorithm, we vary
several parameters to generate various simulation sosndn each of ns2 simulation runs, the

topology is based on binary tree structures, that is, tleertreted at each sender is a binary tree. As
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Loss condition | On/off ratio | End-to-end loss rate
good 0.1 0.5% - 1.0%
fair 0.2 1.0% - 2.0%
bad 1.0 5.0% - 10.0%

Table 5.1: Loss configuration in simulations

discussed in Section 5.3.1, any non-binary tree can beyeasiVerted into a binary tree by splitting
each node with more than two branches with extra superfluodeswith metrics equivalent with
the original node. Using binary trees does not invalidagesthaluation of the proposed techniques.
Each link in the topology is equipped with a randomized cépaaf 1Mb/sec to 5Mb/sec and
latency of 10ms to 30ms to simulate the heterogeneity ptesenlarge ISP. Probing traffic was
generated from each sender independently with a constendi20 packets per second. We also
generate background traffic which is comprised of a mix of E@r TCP) and CBR (over UDP)
traffic. The source and the destination of these backgrowatfiictflows are randomly picked and
their durations are controlled by an exponential on-off glod@he following parameters are varied

in each test to investigate the performance of the algosthm

e # of Receivers:The number of receivers essentially determines the sizeecéntire binary
tree topology in each simulation run. Specifically, the nemtif receivers is set to 7, 15, or
30 and the total number of nodes in a corresponding two-se¢agdelogy is 17, 35, and 66,

respectively.

e Loss Rate: In our simulation, the generation of the loss rate is twalkéol. On one hand,
the packet loss can be due to buffer overflow at the queue iagsdavith each link. On
the other hand, we associate a randomly selected link withifaron packet-dropping loss
model. The selection of the random link is determined by glsion-off exponential model
and the uniform loss model also randomly selects a loss aatgimg from 50% to 80%. By
choosing the high loss rate, we focus on simulating netwoekarios such as link failure
and network congestion. For each individual receiver, titete-end loss rate is controlled
by adjusting the parameters in the on-off model. Table Se$¢mts the three loss conditions:
“good”, “fair”, and “bad” with corresponding ratio betweéme on-time and the off-time and
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Figure 5.10: Tree inference accuracy
the end-to-end loss rate.

e Communication Scheme: The tree construction algorithm in Section 5.3.1 assumes th
probing traffic utilizes the underlying multicast schemeakzing that the IP multicast has
not been widely deployed, our simulation also tests howthe inference works when the
probing packets are sent to individual receivers via unicas

5.4.2 Tree Construction

The first set of simulation runs evaluate the performanckefree construction algorithm. The
probing traffic is multicast to the set of receivers. We té¥d luns for each of the nine possible
combinations of the topology size and the loss conditione parformance of the algorithm is
measured by the percentage of correctly inferred trees muid5.10 presents the results. As we
can see, the inference accuracy increases with the wogsehithe loss condition. For the case
with 7 receivers, it achieves 87% inference accuracy urftefgood” condition while reaching
100% under the “bad” condition. This can be explained by #t®nale behind the tree inference
process. When the loss condition worsens, the loss pratyabii each link increases and the
shared loss probability for deep nodes in the tree thus candse discernible from that for the
shallow ones. The clustering procedure matches bettertiathctual tree structure.

Meanwhile, with the increase of the topology size, the ieffiee accuracy decreases. Under
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Figure 5.12: Mismatches of the incorrectly inferred tre@ (&ceivers)

the “good” condition, the algorithm can only correctly idiéyn 63% of the topologies with 30
receivers. This can be attributed to two factors. Firsthwiore nodes to cluster, the possibility
of the misstep during the recursive clustering processea@alty when the loss probability on
each individual link becomes small. This is confirmed by thet that the inference accuracy
gap for different topology sizes becomes wider when the dosslition improves. Second, in our
simulation, the loss model, controlled by a single expoiaéonn-off process, is randomly applied
to the links. A large network has more links and each link thesomes less likely to be selected.
Therefore, the overall loss rate becomes smaller and teesin€ée accuracy further decreases.

To further evaluate the cases when the inferred topologynatishes with the actual tree, we
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Figure 5.13: An incorrectly inferred tree. (a) the actuaktr(b) the inferred tree

define a new metric to capture the notion of mismatch betweemvwo trees. In particular, for a
specific tree, we consider how each receiver fares with ctspéhe rest of the receivers. We define
Ai; as the number of shared links between recelveand receiver?;. Figure 5.11 illustrates an
example when the inferred tree does not match the actual Bg@ising); ;, the actual tree has
A2, A3, and), 3 being equal to 2, 1, and 1, respectively, while the corredpgimeasures in the
inferred tree are 1, 1, and 2, respectively. In Section 51B& decision-making in the proactive
network troubleshooting largely depend on the degree ofdkeurce sharing among paths,

to some degree reflects the resource shared amigagath andrR,’s path. Comparing the actual
tree in Figure 5.11(a), tree in Figure 5.11(lmderestimatethe sharing between node 1 and node
2 (a smaller\; ») while overestimatindghe sharing between node 2 and node 3 (a lakgg).

Figure 5.12 shows the mismatches of the incorrectly infetrees from the actual tree for the
case of 30 receivers. We count the number of underestimatkes\eerestimates and compute their
percentage relative to the total number\gf for the set of receivers (it i€”x22 = 435). First,
as the loss condition becomes worse, the mismatches betiveerferred tree and the actual tree
diminishes, which exhibits the same trend as in Figure 5elfabse higher loss rate improves the
accuracy of the tree inference. Second, we notice that theeptage of overestimates is more
significant than the percentage of the underestimates attheng. This can be explained by the
example shown in Figure 5.13. By computihg;, the inferred tree has 3 overestimates but only 1

underestimates. A careful comparison of the trees revieaistie inferred tree only underestimates
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Figure 5.15: Mismatches of the incorrectly inferred tree30 receivers (multicast vs. unicast)

the sharing between node 3 and 4. The number of overestimsatesicially exaggerated because
the inferred tree is one layer deeper than the actual treerefdre, it is more important to ensure
that the percentage of the underestimates is small, whiels@sin line with our ultimate goal

because the selected path in Figure 5.9 must never unaead¢stis sharing with other paths.

5.4.3 Multicast vs. Unicast

The tree inference algorithm assumes the probing packeteat to the receivers via multicast.
Notice that the IP multicast has not been widely deployedday’s Internet, we must consider the

scenario where only unicast is permitted. In this sectiomcantrast the performance of the tree
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inference algorithm under unicast and multicast. Figutd Hresents the inference accuracy under
both schemes and Figure 5.15 illustrates the mismatchég @itorrectly inferred tree. As we can
see, the inference accuracy suffers when applying theitigoto the unicast probing packets. The
situation becomes worse when the loss rate is small. Iniaddior large topology, the increase
of loss rate does not seem to improve the percentage of aelyuinaferred topology in the same
pace of the smaller topologies. The explanation is that) eitarge graph, each individual unicast
packet tends to be affected more as it traverse the netwaodatd the receiver and the correlation

among unicast packets decreases greatly compared withuitieast packets.

5.4.4 Tree Merge

As described in Section 5.3.2, the critical step of the treega algorithm is to correctly par-
tition the set of receivers into clusters based on theirterelrd performance discrepancies across
the senders. In this section, we first elaborate some pahctimicerns in manipulating the metrics
(e.g.,loss rate, delayetc) for the merge purposes. Then, we evaluate the accuracyedfek
merge techniques.

When using the measures of loss rate as the metric, in adddichoosing an appropriate
mathematical form as described in Section 5.3.2.B, we alsst select a proper time window to
calculate the loss rate. Choosing a small time window maggifs fluctuation inherent in the real
networks and thus enlarges the differergg in Algorithm 2 even for receivers that are supposed
to be in the same cluster, resulting in false negative datidy choosing a large time window, on
the other hand, the unique loss pattern for each receivdrtrh@glost andD; ; for receivers not in
the same cluster becomes smiadl,, false positives. In our simulation, the time window is s&dec
in such way that it is a small multiple of the on-time periodiethdefines the rate in which the
lossy condition moves around the links.

SecondD; ; in Algorithm 2, taking the absolute form, does not work welthuse it is affected

by the value ofD; andD;. In practice, it is better to compute a relative meiﬁ;’glame.

D;; D

D;e}ative _ MAX( 7 ,J )
! 1 Di| " [ Dy

Third, the selection of the threshold in Algorithm 2 Line {18 critical. In our analysis, we
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Figure 5.17: Clustering accuracy in tree merging (delay)

computeD; jfame for both the pair of intra-cluster receivers and the paimbéi-cluster receivers
and Figure 5.16 presents the cumulative distribution fionabf Dg",j.l“””e for intra-cluster and inter-
cluster receivers by using loss rate or delay. As shown irfithee, for both the delay and loss

rate, these is no perfect value for the threshold such teapirates the intra-cluster receivers from
the inter-cluster receivers. Instead, in our analysis, ise 2% and 5% as the threshold for the

metric in the loss rate and the delay, respectively.
We first evaluate the accuracy of clustering process whaydglthe metric. Because the loss
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condition in Table 5.1 have small effects on the packet delase plot the results in Figure 5.17
as the topology size varies. As we shown in the figure, theetaigpology tends to have higher
false positive and the smaller topology tends to have hifdise negative. This can be explained
as follows. When using delay); measures the end-to-end delay discrepancies across sender
The larger the topology is, the more links it has and the lafgeare, which makes the relative
measureD;";l““”e smaller, resulting in more false positive. The same reagplams why there is
more false negative for small topologies.

Figure 5.18 presents the clustering accuracy in tree merg®freceivers when using loss rate.
We test the accuracy in three loss conditions. As shown ifigjuee, when loss rate is high, the
clustering generates high false positive. When the lossisalow, the clustering generates high
false negative. As discussed in Section 5.3.2.B, we esdigntise the logarithmic form of the
success probability in the computation. When the loss sliew, the success probability is close
to one, and the performance differenbgis close to zero which makel§;”§l“””8 higher, causing
more false negative. Similar reason results in high falsitpe under high loss rate. Additionally,
we also plot in the figure the clustering accuracy when coimbiboth metric together. That is,
only WhenD;",j.l“ti”e for two metrics both smaller than the corresponding thrielsh&; andR; are
clustered together. As we can see, the combination of twoicsajreatly reduces the number of
the false positives. Reducing the number of false negatiae$e achieved by first increasing the
value of the threshold and then combining two metrics togreth
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5.5 Internet Experiments

We now describe validation of our techniques using Inteesperiments.

5.5.1 Measurement Methodology

The goal of our Internet experiments is to infer the netwagxology from the performance
measurements in terms of latency between any pairs of ®irntex given ISP. Ideally, we would
like to consider the loss rate as well. However, due to the Iratiting on the ICMP queries, we
could not obtain enough samples to measure the loss rateasegu To ensure the coverage, we
use a distributed set of PlanetLab nodes as probing sowaels,of which probe a pre-computed
set of destinations. The destination assignment is cdyafakigned to maximize the coverage of
the ISP in focus while minimizing the load on each probingteoshich is similar to the Netdiff
system [104].

In today’s Internet, a large ISP has hundreds of routerschviiakes the task of the analysis
of the experiment data and then the inference of the topolegy challenging. To reduce the
complexity, we consider each PoP (Point of Presence) r#tlaer each router as the unit of our
analysis. It is justified by the fact that the performancendfa-PoP hops is negligible compared
to that of inter-PoP hops. Table 5.2 presents the statistiesP-level topology for large ISPs. As
we can see, large ISPs has a large number of PoPs. The tréegppooted at each PoP (acting
as an ingress), however, is not very complex as the averageeofPoP hop counts (i.e., inter-PoP
path length) is around 3. That is, traffic across the ISPste®ms an average 3 PoP-level hops.
European ISPs tend to have a small topology size than ISPkati@ major presence in US.

In the experiment, we use traceroute to probe the correspgmagress/egress PoPs of one
ISP. The probe packets are constructed with pre-computéd/@llie which is expected to trigger
ICMP TTL expiration response from the corresponding rautéve then obtain the route-trip time
of probe packets for both ingress and egress PoPs of the I&# test. Each hop is probed 200
times. Then we use the minimum value of all the delays for daghto reduce the impact of
measurement noise. A half of their difference is thus thaydbetween the ingress and the egress.
We select the minimum latency as it best represents theniaa®n delay, which is most likely to

reveal the internal physical sharing. In total we use 4 weékkata.
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| ISP | AS number| # PoPs| Inter-PoP path length
Qwest 209 69 2.31
UUnet 701 147 2.67
Sprint 1239 76 4.02
AOL 1668 41 3.48
XO Comm. 2828 64 3.48
Verio 2914 58 3.46
Deutsche Telecom 3320 87 1.79
Level3 3356 84 3.58
Global Crossing 3549 73 1.96
Sawvis 3561 51 2.03
France Telecom 5511 42 2.87
AT&T 7018 135 3.41
Abilene 11537 30 1.05
Table 5.2: Statistics of ISP’s PoP-level topology
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Figure 5.19: Scatter plot of inter-PoP delays

5.5.2 Experimental Results

Obviously, the performance of the tree merge algorithnesadin the accuracy of the measured
delay between the ingress and the egress. Since our measurenbased on PoP level, it is

necessary to examine whether the PoP-level delay exhdge Ivariations. Figure 5.19 plots
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the average delay and the corresponding delay standardtided between any two PoPs in two
typical ISPs. There are two major factors that contributthtointer-PoP delay variations. First,

due to the practice of load balancing, there are many didtifitevel paths connecting two PoPs
and these IP-level paths exhibit delay variations. Secthrdvariation of the queuing delay, which

depends on the load of the cross traffic, also causes the det@nce. In Figure 5.19, ISP-1

has fewer PoPs and a relatively simpler network topologyileM$P-2 has a much larger and

more complicated network. Inter-PoP delays in ISP-1 is shimAbe much more stable than those
in ISP-2. In the meantime, for long-haul inter-PoP links,, those with delay of hundreds of

milliseconds, the standard deviation can be tens of mitiseds. Due to the relative stability of

ISP-1, we use it as the focus of our experiment.

Figure 5.20 presents the cumulative distribution functibiie relative differencé); ; for intra-
cluster and inter-cluster receivers in ISP-1. Comparet #igjure 5.16, it is a little more difficult
to find a clear cut to distinguish intra-cluster receivemsrfrinter-cluster receivers. Wheb, ; is
less than 1% or more than 10%, we are certain of the clusterfagence. However, wheb, ; is
between 1% and 10%, we cannot determine whether the reseakieuld be clustered. There are
a few aspects we can improve in real deployment of our prapteshnique. First of all, due to
the limited resources, our probing source is far away froenl8P, and we are not able to directly
measure the delay between the ingress and the egress oSBhdlir current measured delay as
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a half of the difference of the round-trip time from the prmadpisource to the ingress and egress,
is affected by the path performance before the probing paeleehing the ISP, which explains
the large variations in Figure 5.19. In practice, it is theghboring AS that conducts the analysis
as illustrated in Figure 5.1, so the delay variation will lbeadler. Second, neighboring networks
would also be able to obtain other performance measurengegisoss or delay jitter, which could
help determine the clustering, as described in Sectio2 5Third, in Section 5.3.2.C, we describe
that the clustering results can be validated with the sép#mee structures to improve the accuracy

of the clustering.

5.6 Related Work

There are several measurement tools related to our studgxBmple, the mtrace [107] tool,
viewed as a counterpart of traceroute in multicast, acquhe route from a multicast source to
a receiver, along with other informatior.g., per-hop loss statistics) about the path by using an
MTRACE tracing feature implemented in multicast routerattis accessed as an extension to the
IGMP protocol. The Tracer tool [108] uses mtrace to orgattieereceivers deterministically into
a logical tree structure to achieve effective error recpegrd congestion control. These tools rely
on the responsiveness of the routers to measurement qaadets effectiveness is thus limited.

In the context of network tomography, Ratnasamy and McC§th&] and Cacerest al.[109]
first demonstrated that the correlations of the end-to-essl ineasurements in a multicast session
could be used to identify the multicast tree topology. Salvstudies [99, 102] have followed
to rigorously establish the correctness of these techsiquel developed a general framework
in which other measurements, such as delay, delay varianodye used. This body of work has
been further extended to unicast scenarios as in [97, 98 1100. For example, the striped unicast
probing proposed in [100] uses a sequence of back-to-batkepmasent to different receivers as
an approximation of a multicast probe, thus enabling themst link loss and delay inference
techniques developed for multicast probes. Similarly,t€set al.[98] proposed a scheme called
“sandwich probing” in which two small probing packets to areeiver is sandwiched by another
much larger packet destined for the other receiver. Thectibgeis to ensure the second small

packet queued behind the large packet captures the delegctirastics of the shared path between
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the two receivers. Authors of [111, 112] provide a surveyheftelated work.

Our study uses a deterministic classification algorithnh theursively aggregate receivers to-
gether to generate a binary tree in a bottom-up fashion. dtde@n shown [98] that such greedy
nature of the deterministic algorithm based on local densi(the correlation between a pair of
nodes) can lead to suboptimal results. To avoid the pif8l proposed another method based on
the idea of sampling, called “Markov-chain Monte Carlo” (MIC) approach. The MCMC proce-
dure searches through the topology spaee, the set of all possible tree structures) and selects the
one with achieve maximum likelihood estimation from the-¢oetnd measurements. The advan-
tages of MCMC is that it identifies the topology globally ratithan incrementally decides a small
piece of the tree at a time. Because the tree constructioatithe focus of our study, we only
investigate the performance of the deterministic clustgalgorithm which has been demonstrated
to have comparable inference accuracy with other appredoidé

In [113], Coatest al. proposed a merging technique that is motivated by a simidaexvation
as ours. However, our study adopts different tree mergasimsrto identify the complete topology
more accurately. In addition, we also investigate how tachhique can be applied in the real

Internet environment, extensively evaluating the effextess of our algorithm.

5.7 Concluding Remarks

In this chapter, we proposed a framework to discover theuresosharing of a network with
the end-to-end measurements between the ingress and efjtt&s network. The tree merge
technique aggregates the tree topologies associated fithedt senders by comparing across
the set of receivers with their performance discrepancas the senders, and thus can be a good
complement to the previous tree construction algorithnidentify network topologies. Moreover,
the tree merge procedure can also be used to verify the toesecof the constructed tree and help
improve the accuracy of the tree inference. Our work presamimportant step towards ensuring
high network performance without network cooperationpdesncreasingly opaque IP networks.

Through extensive simulations and measured experimemsjemonstrated the utility and
accuracy of the proposed merge algorithm. By combining buthoss rate and the delay metrics,

it correctly clusters receivers in more than 99% of the teStgh insight is critical for improving
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network failure resilience given today’s increasingly gpa IP networks.
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CHAPTER 6

Conclusions and Future Work

This dissertation has focused on how to enhance the rolasstighe current Internet inter-
domain routing. In particular, our approach is taken into wrections. In one direction, we
have proposed techniques to assist in pinpointing theroagd cause of the routing instability
for a single networlafter to failures occurred. In the other direction, based on theradteri-
zation of today’s Internet interdomain routing resilienae have proposegroactivetechniques
that can equip the routing system with the capability torttike certain types of Internet failures.
This dissertation makes several contributions toward tfierstanding of the Internet interdomain
routing (e.g., the routing dynamics and the effect of peliciven routing), which have potential
for making a significant impact on the design of the next-gatien Internet routing infrastructure.

We summarize the primary contributions of this dissertatwhich is followed by a discussion

of future research directions.

6.1 Primary Contributions

This dissertation makes the following contributions tosvianproving the robustness of Internet

interdomain routing.

e Routing dynamics have always been a major concern of thengttengineering commu-
nity because it not only incurs bandwidth and processingleaa on routers, but may also
lead to poor end-to-end performance (e.g., packet loss&sy,dlelay jitter). Understanding
routing dynamics allow us to pinpoint network anomalies pathologies, identify potential
protocol or router design defects, and suggest better megifyfuture routing infrastruc-
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tures. There is a large body of literature analyzing BGP agss to identify the locations
and causes of routing changes. Our work, however, differs fthem in that it focuses on
organizing a large number of BGP updates seensimglenetwork and develop a network
troubleshooting system that can capture several typesuitihgbanomalies in real-time. Ap-

plying the system to a large ISP, we have several surprisinigs that can help network
operators improve the routing stability of their networlor Example, despite having route-
flap damping features enabled on all of the routers, our titified a number of persis-
tently flapping prefixes that are caused by other routingalmbty factors. We also found

that hot-potato routing changes and eBGP session rese¢srasgonsible for many of the
large routing disruptions.

e While the Internet becomes more and more ubiquitous in exgpgct of our lives, we have
been constantly witnessing network outages caused byeateidcable cuts, hardware mal-
functions, power outage, human errors, natural disastersyen terrorist attacks and DoS
attacks. It has been reported that since 1992 there havedeen 16 outages per month
in the United States alone that each affected 30,000 usdrs.rabustness of the Internet
routing is thus critical under these extreme conditiondufes such as 911 attacks, 2003
Northeast Blackout, and 2006 Taiwan Earthquake. We havyeogexl a framework to sys-
tematically analyze how the current Internet interdomaiating system reacts to various
types of failures by establishing a realistic failure mo@eld then pinpoints reliability bot-
tlenecks of the Internet. Our main results on the charatiesi of BGP routing resilience
in face of large-scale failures are summarized as followst,Flier-1 depeering, despite its
infrequent occurrence, disrupts 94% of the reachabilitywben the single-homed customer
ASes of the affected Tier-1 ASes. Second, most of the reddlalamage in today’s Inter-
net is caused by failures of the critical access links, whiehtraversed by all possible paths
from the affected AS to the rest of the Internet. 32% of the #&® vulnerable to this type
of failure. Third, the BGP policy limits the ASes’ option irlecting paths to reach other
ASes, an additional 6% non-stub ASes can be disrupted bygéesaccess link failure even

though the physical connectivity might be available to sgothe failure.

e The current Internet interdomain routing is policy-drivereaning that the physical connec-
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tivity does not imply reachability. As shown in our work onathcterization of BGP’s re-
silience to large-scale failures, the policy limits the AS#ption in selecting redundant phys-
ical connectivity to bypass failures. Thus, we have proga@seovel idea oDynamic Rout-
ing Negotiation(DRN) to allow ISPs to temporarily relax policy restrictowhen needed,
to enhance the Internet’s routing robustness by explottiegexisting physical redundancy
in the network topology. By simulating failure scenarioseorealistic Internet topology, we
evaluate DRN for two common types of failures that oftenufisreachability and demon-
strate that policy relaxation on peering links alone canucedthe percentage of AS pairs
disconnected by failures, down to 0% and 37%, respectivBeRRN can make further re-

silience enhancements with other types of policy relaxatio

e The knowledge of network topology can always be beneficididgnosis of network anoma-
lies, such as link failures and congestion, and devisingsomes to alleviate their effects.
Unfortunately, due to the increasing concerns on netwockrity, compounded by the re-
cent emergence of MPLS-like layer-2 technology, traddicimpology measurement tools
such as traceroute becomes less capable of identifyinghteenal structure of networks.
To reduce the opaque nature of today’s networks, we propasegel approach to discover-
ing the internal structure of each network based on the pednce measurement obtained
between each pair of ingress and egress points in the networjarticular, we develop
a “tree-merge” technique to consolidate together treesitferred across different ingress
points. We use extensive simulations and real Internetreérpats to demonstrate the utility
and accuracy of our algorithm. This makes an important daution in enhancing network
reliability by improving the transparency of today’s inasingly opaque networks from the

perspective of shared resources.

6.2 Future Work

Our work on enhancing the robustness of the Internet inteedlo routing can be extended
further in the following directions:

e Automation of the response to routing disruptions: In Chapter 2, our troubleshooting
tool generates a report that concisely identifies the senpbrtant events (e.g., large routing
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disruptions, persistently flapping prefixes) that warraettvork operators’ attention. More
work needs to be done to automate the process of respondihg teported routing events
and reduce the involvement of human intervention. We canglik effects of routing con-

figuration changes on different types of routing disrupsiorfror example, we can adjust
route-flap damping parameters to further penalize perglgtéapping prefixes or use static

route to prevent routes switch back and forth between skpesaible options.

Analysis on external routing instability: In Chapter 2, we focused on events that cause
the largest routing disruptions to the network, which hapfe be due to either internal
hot-potato changes or eBGP session resets. In future, wetavdelve into more detail of
category “multiple external disruptions” to obtain a bettederstanding of its routing symp-
tom, such as how to pinpoint the accountable AS that orityirc@luses the instability. We
also plan to explore routing architectures, operationatfices, and protocol enhancements
that reduce the likelihood and impact of the routing disiumg associated with hot-potato

changes and eBGP session resets.

Construction of a more accurate Internet topology map:In Chapters 3 and 4, the accu-
racy of our analysis results hinges on the completenes&dbgfology map and the accuracy
of the AS relationship. Certain links, especially peepeer links in the edge of the Internet,
only appear in the BGP paths between their associated ABdsharefore cannot be cap-
tured by a limited number of vantage points, such as Route/and RIPE. Moreover, the
AS relationship is inferred based on various types of sirhpl#ristics and cannot capture the
complicated relationship among ASes. Even worse, bechaseference of a relationship is
highly dependent on the inference of other relationships,roistake in the process can have
cascading effects on the accuracy of the whole topology naputure, we will consider

combining multiple inference heuristics to obtain a moreuaate view of the Internet.

Obtaining an AS-level traffic matrix: In Chapter 3, we simplify the evaluation of the
traffic impacts of each failure by using the number of patlas ttaverse each AS link as the
traffic flowing through that link. In future, we would like taedelop techniques to accurately
estimate the traffic distribution matrix across ASes andh timeorporate into our current

analysis to have a better understanding of routing impacts.
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o Applicability of the topology inference technique: In Chapter 5, we discuss the challenges
in applying the topology inference technique to the reagrnmét. For example, ISPs apply
a variety of load-balancing techniques to packets throtgir hetworks, and the topology
seen by a sequence of probing packets might change on tHeuyintroducing inaccuracies
into our analysis. In addition, the queuing delay might be@ardominating factor than
the propagation delay, which is the foundation of our tre=rge algorithm. Therefore, our
analysis needs to find ways to eliminate the effects of theiggedelay on the measurement.
All of this requires us to gain more experience from the dgplent of our tool at different

types of ISPs to see whether and how these factors affecttueaxies of our analysis.
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