
ABSTRACT

Toward a Robust Internet Interdomain Routing

by

Jian Wu

Chair: Kang G. Shin

Robustnesshas always been one of the most important requirements in thedesign of the Internet

infrastructure. This dissertation takes two directions toward enhancing the robustness of today’s

Internet interdomain routing. On one hand, we proposereactivetechniques to identify the cause

and origin of each routing instability after its occurrence. On the other hand, we develop aproactive

mechanism to enable the current interdomain routing protocol to tolerate certain types of failures.

We first focus on the analysis of BGP dynamics from a single network’s perspective and de-

velop a troubleshooting system that identifies in real-timefrom millions of daily BGP updates a

few routing events that network operators can take direct actions upon to alleviate their impacts.

There is serious lack of understanding of Internet routing resilience to significant and realistic

failures such as those caused by the 2003 Northeast Blackoutand the 2006 Taiwan earthquake. We

systematically analyze how the current Internet routing system reacts to various types of failures

by developing a realistic failure model, and then use it to pinpoint the reliability bottlenecks of

the Internet. By focusing on the impacts of structural and policy properties, our analysis provides

guidelines for future Internet design.

We find that the current policy-driven interdomain routing greatly limits the Internet’s ability

to maintain normal reachability under adverse conditions,and therefore, proposedynamic routing

negotiation(DRN) to allow ISPs to temporarily relax routing policy restrictions when needed, to

exploit the existing physical redundancy in the network topology.



The increasing security concerns and emerging MPLS-like layer-2 technology make the tradi-

tional tools such as traceroute less capable of identifyingthe internal structure of networks, which

is very important to diagnosis of network anomalies. To reduce the opaqueness of today’s net-

works, we propose a novel approach to discovering the resource sharing of each network based

on the performance measurement between each pair of ingressand egress points in the network.

Its performance and utility have been demonstrated via extensive simulations and Internet experi-

ments.
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CHAPTER 1

Introduction

Despite the widespread use of the Internet and its impact on practically every segment of our

society, its workings remain poorly understood by most users. Nevertheless, more and more users

take it for granted to be able to boot up their laptops anywhere (e.g., cafes, airports, hotels) and con-

nect to the Internet to use services such as email, web browsing, or even watching the trailers of the

latest movies. The few times the users get a glimpse of the complexities of the infrastructure that

supports such ubiquitous communication are when they experience various “networking” prob-

lems (e.g., the familiar “cannot connect” message, or unacceptably poor performance), because

diagnosing such problems typically exposes certain aspects of the underlying network architecture

(how the components of the network infrastructure interrelate) and network protocols (standards

that govern the exchange of data). The Internet’s success and popularity is to a large degree due to

its ability to hide most of its complexity and gives users theillusion of a single, seamlessly con-

nected network where the fragmented nature of the underlying infrastructure and the many layers

of protocols remain largely transparent to the users. However, the fact that the Internet is, in gen-

eral, very successful in hiding from the user most of the underlying details and intricacies does not

make them go away. In fact, even Internet experts admit having more and more troubles getting

(and keeping) their arms around the essential components ofthis large-scale, highly-engineered

network that has all the features typically associated withcomplex systems.

1



1.1 Design Principles of the Internet Architecture

When viewed in terms of its hardware, the Internet consists of hosts or end points (also called

end systems), routers or internal switching stations (alsoreferred to as gateways), and links that

connect the various hosts and/or routers and can differ widely in speed (from slow modem connec-

tion to high-speed backbone links) as well as in technology.When viewed from the perspective of

autonomous systems(ASes), where an AS is a collection of routers and links undera single ad-

ministrative domain (e.g., a company, an organization, or aschool), the network is an internetwork

consisting of a number of separate subnetworks or ASes, interlinked to give users the illusion of a

single, seamlessly connected network (network of networks, or “Internet”). A network architecture

is a framework that aims at specifying how the different components of the networks interrelate.

More precisely, a “network architecture is a set of high-level design principles that guides the

technical design of a network, especially the engineering of its protocols and algorithms. It sets a

sense of direction – providing coherent and consistency to the technical decisions that have to be

made and ensuring that certain requirement are met” [1].

Much of what we refer to as today’s Internet is the result of anarchitectural network design that

was developed in the 1970s under the auspices of the Defense Advanced Research Project Agency

(DARPA) of the US Department of Defense. The main objective of the original DARPA Internet

architecture was inter-networking – the development of an “effective techniques for multiplexed

utilization of already existing interconnected (but typically separately administered) networks.” A

set of objectives, originally published in [2], essentially elaborates on the meaning of the word

“effective” and defines a more detailed list of goals for the original Internet architecture. These

requirements are (in decreasing order of importance):

• Robustness: Internet communications must continue despite loss of networks or gateways/routers.

• Heterogeneity: The Internet must support multiple types of communicationservices and the

Internet architecture must accommodate a variety of networks.

• Distributed Management: The Internet architecture must permit distributed management of

its resources.

• Cost: The Internet architecture must be cost-effective.
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• Ease of Attachment: The Internet architecture must permit host attachment with a small

amount of effort

• Accountability: The resources used in the Internet architecture must be accountable.

This priority-ordered list of requirements, first and foremost among them, the robustness crite-

rion, has to a large degree been responsible for shaping the architectural model and the design of

the protocols (standards governing the exchange of data) that define today’s Internet. In particular,

“robustness” means to provide the Internet some underlyingcapability in the presence of uncer-

tainty. That is, the Internet must be (1) flexible to changes in technology, use of the network; (2)

able to maintain continuous service in the face of failures.

1.2 Robustness in Internet Routing

In the five-layer TCP/IP protocol stack used in the Internet,IP (Internet Protocol) layer manages

to ensure that any packet anywhere in the network is forwarded to the correct next hop until the

destination is reached. Addressing and routing are crucialaspects that enable IP to achieve this

task. Each device in the Internet has a unique address that ituses to label its network interface. Each

packet generated by any of these devices has source and destination addresses, where the former

references the local interface address and the latter givesthe corresponding interface address of

the intended recipient of the packet. When handing packets over from one router to another within

the network, each router is able to identify the intended receiver of each packet. Maintaining

sufficient and consistent information within the network for associating the identity of the intended

recipient with its location inside the network is achieved by means ofrouting protocols; that is, a

set of distributed algorithms that the routers run among themselves to make appropriate routing

decisions. The routing protocol is designed so that each router can not only identify a set of output

interfaces that can be used to move a packet closer to its destination, but also select an interface

which represents the best possible path to that destination. Robustness considerations that play

a role in this context include randomly occurring router or link failures and restoration of failed

network components or the addition of new components to the network.

The design of techniques that ensures routing resilience tofailures in the physical infrastructure

of the Internet can be divided into two manageable pieces, where the division is in accordance with
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Figure 1.1: Diagram of Internet routing

separation of the Internet into ASes for improved scalability: each AS runs a local internal routing

protocol (or Interior Gateway Protocol (IGP)), and betweenthe different ASes, an internetwork

routing protocol (or Exterior Gateway Protocol (EGP)) maintains connectivity and ties all of the

ASes together and ensures seamless communication across ASboundaries. For simplicity, we call

themintradomainrouting protocols andinterdomainrouting protocols, respectively. As shown in

Figure 1.1, inside ISPA, the intradomain routing protocol decides to choose whether to take path

P1 or pathP2, while the interdomain routing dictates choice between path P1 and pathP3. In this

thesis, we focus on the design and operation of the Border Gateway Protocol (BGP), the de-facto

standard interdomain routing protocol deployed in today’sInternet.

BGP [3] is a “path vector” routing protocol that constructs paths by successively propagating

updates between pairs of BGP-speaking routers that establish BGP peering sessions. Each BGP

update concerns a particular prefix and includes the list of ASes along the paths to reach the des-

tination from the BGP speaker. Each BGP-speaking router originates updates for one or more

prefixes, and can send the updates to its immediate neighborsvia BGP sessions. Upon receipt

of BGP updates, the routers perform a routing decision process to determine the best route for

each destination prefix among the routes learned from its neighboring routers. The simplest path-

vector protocol would employ the shortest AS path routing, where each AS selects a route with

the shortest AS path. However, BGP allows a much wider range of routing policies so as to honor
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contractual agreements between ASes that control the exchange of traffic. This feature enables

an administratively decentralized Internet: by using these policies, ASes can direct traffic to ASes

with whom they have business relationships, where traditional network routing protocols would

have selected the shortest path. BGP is an incremental routing protocol. As the network undergoes

changes (e.g., link failures, provisioning of a new link), BGP uses advertisement and withdrawal

messages to inform neighboring routers of the routing changes. An advertisement indicates that

a certain path to a given destination is used and a withdrawalnotifies that a previously advertised

path to a destination is no longer available.

In summary, BGP uses distributed computation and relies on the exchanges of updated routing

information to maintain consistent knowledge across different ASes to ensure the seamless com-

munications in the Internet. The distributed nature of BGP path selection inevitably raises concerns

and requires special attention to potential problems with routing instability (i.e., oscillations) and

slow convergence, which are common to many distributed routing protocols. For example, to

rate-limit advertisements, BGP uses timers associated with the Minimum Route Advertisement

Internet (MRAI) parameter. When a BGP-speaking router sends a route advertisement for a given

destination to a neighbor, it starts an instance of this timer. The router is not allowed to send an-

other advertisement concerning this destination to that neighbor until the corresponding timer has

expired. While waiting for the MRAI timer to expire, the router in question may receive many

updates for the same destination and can privately enumerate many alternative choices of its best

path without burdening its neighbor with the ephemeral intermediate updates. Using the MRAI

timer reduces the number of updates needed for convergence but adds some delay to the whole

convergence process. Overall, the BGP specifications explicitly mention five timers. In general,

determining default values for these timers has been mostlyguess work, and little is known about

their effects on the dynamics of BGP in today’s Internet.

1.3 Pitfalls in BGP

The current interdomain routing protocol, BGP, has evolvedover the past decade and now

constitutes a critical part of the Internet infrastructure. The substantial complexity of BGP mainly

comes from the need to support flexible policies while scaling to a large number of Autonomous
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Systems (ASes).

• Policy: ASes have business relationship with each other to satisfytheir respective financial

goals, and in the meantime, must cooperate to achieve globalreachability. Operators use

routing policies to control the flow of traffic and specify which routes are advertised to

neighboring networks under what conditions.

• Scalability: Routing protocols must scale with increasing network size. The main mecha-

nism to achieve scalability is aggressive aggregation of routing information. For example,

BGP abstracts an AS as a single node. Each BGP route contains the sequence of ASes rather

than routers that advertised the route.

To get a glimpse of the pitfalls inherent in BGP, we consider the following two problems. The

first problem is due to the policy that each AS independently enforces. Previous work found that

BGP is vulnerable to persistent oscillations, such as the “bad gadget” scenario [4]. In this situation,

three (or more) ASes continually oscillate between their available routing choices because each AS

prefers to route indirectly via another AS rather than directly to the destination. This type of BGP

oscillation is essentially resulted from BGP’s freedom in specifying policies and inability to satisfy

group preferences. The second problem comes from the side-effect of BGP’s information hiding

to achieve scalability. The abstraction of an AS as a single node makes BGP to scale, but they

also make it difficult to determine the cause and the origin ofa routing update because an AS

has essentially no information about the origin of a route change or withdrawal (often at router

level). The inability to pinpoint the source of a routing update slows convergence and complicates

problem diagnosis. More foundational problems are posed and extensively discussed in [5]. This

research attempts to tackle some of the pitfalls in BGP and improve the robustness of the Internet

interdomain routing.

1.4 Challenges and Contributions

Internet routing is dynamic in nature. Caused by the regularor irregular exchange of rout-

ing updates between routers, routing dynamics have always been a major concern of the Internet

engineering community. Irregular dynamics can not only cause high bandwidth and processing
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overhead on routers, but may also lead to poor end-to-end performance, caused by packet losses,

delays, delay jitters, reordering, etc. Understanding routing dynamics allows us to pinpoint net-

work anomalies and pathologies, identify potential protocol or router design defects, and suggest

better designs of next-generation Internet routing protocols. Despite the extensive studies of Inter-

net routing dynamics, especially BGP dynamics [6, 7, 8] in the last few years, they are still poorly

understood. In his work on developing a signal propagation model for BGP updates, Griffin [9]

said “In practice, BGP updates are perplexing and interpretation is very difficult”.

Traditional BGP root-cause analysis [10, 11, 12, 13, 14] aimto identify the origin and the cause

of each routing event that is responsible for the propagation of BGP updates. Unfortunately, due to

the complexity of the BGP dynamics and the insufficient information of the topology and routing

policies in each AS, the inference achieved from these studies is often inaccurate. In Chapter 2,

we focus on the BGP updates viewed from a single AS and developa tool which identifies from

millions of daily BGP updates the few routing events that network operators can take direct actions

upon to alleviate their impacts. Instead of attempting to account for each of the routing events, the

design principle in the tool is to capture what is the most interesting to the network operators and

the users of each network.

Typical events that cause network link or router failures include accidental cable/fiber cuts,

hardware malfunctions, power outage, software bugs, natural disasters (e.g., fire or earthquake),

human errors (e.g., misconfigurations, incorrect maintenance/upgrade), or even terrorist attacks,

Denial-of-Service (DOS) attacks. As evidence of just how frequently failures occur, Snow [15]

has reported that since 1992 there have been about 16 outagesper month in the United States alone

that each affected over 30,000 users. Interesting (even bizarre) reports [16, 17, 18] of cable cuts and

their impacts can also be found daily on the Internet. Certain failures, due to its large scale, tend to

have a more significant impact on the connectivity of the Internet. The robustness of the Internet

routing is thus critical under extreme conditions, failures such as the 911 terrorist attack [19], the

2003 Northeast Blackout [20], and the Taiwan Earthquake in 2006 [21]. In Chapter 3, we propose a

framework to systematically analyze how the current Internet routing system reacts to various types

of failures. In particular, our technique is shown to be ableto pinpoint the reliability bottlenecks

of the Internet.

As described in Section 1.2, interdomain (i.e., BGP) routing is policy-driven. Because of the
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Figure 1.2: Roadmap of the dissertation

policy restrictions imposed by each individual AS based on its business relationships with its neigh-

bors, physical connectivity does not directly translate into reachability. The impact of the restric-

tions on the robustness of the interdomain routing is magnified when certain failures significantly

cripple the Internet routing, as identified in Chapter 3. In Chapter 4, we propose a novel idea of

dynamic routing negotiations to allow ISPs to temporarily relax policy restrictions when needed,

to enhance Internet routing robustness by better utilizingthe existing physical redundancy in the

network topology.

The knowledge of network topology can always be beneficial todiagnosing network anomalies

and devising measures to alleviate their effects, as manifested by the fact that traditional measure-

ment tools like traceroute are indispensable for operatorsto do network troubleshooting. Unfortu-

nately, due to the increasing concerns on network security,compounded by the recent emergence of

MPLS-like layer-2 technology, these tools become less capable of identifying the internal structure

of the Internet. To reduce the opaque nature of today’s Internet, in Chapter 5, we propose a novel

approach to discover the internal structure of each networkbased on the performance measurement

obtained between each pair of ingress and egress points in the network.

Figure 1.2 illustrates the roadmap of this dissertation. Inthis research, we enhance the robust-

ness of interdomain routing bothreactivelyandproactively. On one hand, through the work in

Chapter 2 and Chapter 5, we develop techniques to provide more intelligent network troubleshoot-
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ing in the face of failures. On the other hand, the work in Chapter 3 and Chapter 4 equips the

interdomain routing protocol with more inherent features to evade from the effects of Internet fail-

ures. Lastly, Chapter 6 summarizes the main contributions of the dissertation and suggests possible

directions of future work.
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CHAPTER 2

Pinpointing Significant BGP Routing Changes in an IP Network

This dissertation begins with an effort to tackle Internet routing robustness in areactivefashion.

The intent is to provide a network troubleshooting tool to identify the origin and cause of large

routing disruptionsafter they occur so that mitigations can be applied accordingly toalleviate the

impacts of these disruptions and enhance the routing robustness.

2.1 Introduction

Ensuring good performance in an IP backbone network requires continuous monitoring to de-

tect and diagnose problems, as well as quick responses from management systems and human

operators to limit the effects on end users. Network operators need to know when destinations

become unreachable to notify affected customers and track down the cause of the problem. When

measurements indicate that links have become congested, operators may respond by modifying

the routing protocol configurations to direct some traffic toother lightly-loaded paths. These kinds

of measurements are also crucial for discovering weaknesses in existing network protocols, router

implementations, and operational practices to drive improvements for the future. All of these tasks

require effective ways to cull through large amounts of measurement data, often in real time, to

produce concise, meaningful reports about changes in network conditions.

To track events inside their own network, operators collectmeasurements of data traffic, per-

formance statistics, the internal topology, and equipmentfailures. The performance of a backbone

network is especially vulnerable tointerdomainrouting changes that affect how data traffic travels

to destinations in other Autonomous Systems (ASes). For example, a link failure in a remote AS
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could trigger a shift in how traffic travels through a network, perhaps causing congestion on one

or more links. Fortunately, operators can gain additional visibility into the interdomain routing

changes by monitoring the Border Gateway Protocol (BGP) decisions of routers at the periphery

of their AS. In this chapter, we address the challenge of analyzing a large volume of BGP update

messages from multiple routers in real time to produce a small number of meaningful alerts for the

operators.

In addition to the large volume of data, producing useful reports is challenging because: (i)

BGP update messages show the changes in AS-level paths without indicating why or where they

originated, (ii) a single network event (such as a failure) can lead to multiple update messages

during routing protocol convergence, (iii) a single network event may affect routing decisions at

multiple border routers, and (iv) a single event may affect multiple destination prefixes. Having

a small number of reports that highlight onlyimportantrouting changes is crucial to avoid over-

whelming the operators with too much information. The reports should focus on routing changes

that disrupt reachability, generate a large number of update messages, affect a large volume of

traffic, or are long-lived enough to warrant corrective action. These concerns drive the design of

our system. We have evaluated our system on two months of datafrom a tier-1 ISP and discovered

several important problems that were previously unknown. Our system analyzes millions of BGP

update messages per day to produce a few dozen actionable reports for the network operators.

Despite some high-level similarities, our approach differs markedly from recent work on root-

cause analysis of BGP routing changes [10, 11, 12, 13, 14]. These studies analyze streams of BGP

update messages from vantage points throughout the Internet, with the goal of inferring the location

and cause of routing changes. Instead, we consider BGP routing changes seeninsidea single AS to

identify—and quantify—theeffectson that network. Realizing that root-cause analysis of routing

changes is intrinsically difficult [22], we search only for explanations of events that occur close

to the AS—such as internal routing changes and the failure ofBGP sessions with neighboring

domains—and mainly focus on alerting operators to the performance problems they can address.

Hence, our approach is complementary to previous work on root-cause analysis, while producing

results of direct and immediate use to network operators.

In the next section, we present background material on BGP, followed by an overview of our

system in Section 2.3. In Section 2.4, we group BGP update messages into routingevents. We
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identify persistently flapping prefixes and pinpoint the causes. In Section 2.5, we introduce the

concept of aroute vectorthat captures the best BGP route for each prefix at each borderrouter. We

identify five types of routing changes that vary in their impact on the traffic flow. In Section 2.6

we group events by type to identify frequently flapping prefixes, BGP session resets, and internal

routing disruptions; we validate our results using RouteViews data, syslog reports, and intradomain

topology data. In Section 2.7, we use prefix-level traffic measurements to estimate the impact of

the routing changes. Section 2.8 shows that our system operates quickly enough to generate reports

in real time. Section 2.9 presents related work, and Section2.10 concludes the chapter.

2.2 BGP Overview

The Border Gateway Protocol (BGP) [3] is the routing protocol that ASes use to exchange

information about how to reach destination address blocks (or prefixes). Three key aspects of BGP

are important for our study:

Path-vector protocol: Each BGP advertisement includes the list of ASes along the path, along

with other attributes such as the next-hop IP address. By representing the path at the AS level, BGP

hides the details of the topology and routing inside each network.

Incremental protocol: A router sends an advertisement of a new route for a prefix or a with-

drawal when the route is no longer available. Every BGP update message is indicative of a routing

change, such as the old route disappearing or the new route becoming available.

Policy-oriented protocol: Routers can apply complex policies to influence the selection of the

best route for each prefix and to decide whether to propagate this route to neighbors. Knowing

why a routing change occurs requires understanding how policy affected the decision.

To select a single best route for each prefix, a router appliesthe decision process [3] in Table 2.1

to compare the routes learned from BGP neighbors. In backbone networks, the selection of BGP

routes depends on the interaction between three routing protocols:

External BGP (eBGP): The border routers at the periphery of the network learn how to reach

external destinations through eBGP sessions with routers in other ASes. A large network often has

multiple eBGP sessions with another AS at different routers. This is a common requirement for

two ASes to have a peering relationship, and even some customers connect in multiple locations
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1. Ignore if the next hop is unreachable;
2. Highest local preference;
3. Shortest AS path;
4. Lowest origin type;
5. Lowest Multiple-Exit-Discriminator (MED) value
among routes from same AS;
6. eBGP routes over iBGP routes;
7. Lowest IGP cost (“hot-potato”);
8. Lowest router ID;

Table 2.1: BGP decision process
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Figure 2.1: Interaction of routing protocols in ASC

for enhanced reliability. For example, Figure 2.1 shows ASC has two eBGP sessions with ASA

and two eBGP sessions with ASB. As a result, there are three egress points to destinations in AS

D.

Internal BGP (iBGP): After applying local policies to the eBGP-learned routes, aborder

router selects a single best route and uses iBGP to advertisethe route to the rest of the AS. In

the simplest case, each router has an iBGP session with everyother router (i.e.,a full-meshiBGP

configuration). In Figure 2.1, the routerc4 learns a two-hop AS path to destinations in ASD from

three routersc1, c2, andc3.

Interior Gateway Protocol (IGP): The routers inside the AS run IGP to learn how to reach

each other. The two most common IGPs are OSPF and IS-IS, whichcompute shortest paths based

on configurable link weights. The routers use the IGP path costs in the seventh step in Table 2.1 to
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Figure 2.2: System design

select theclosestegress point. In Figure 2.1, the number near each link insideAS C indicates the

IGP cost of the link. Based on the decision rules,c4 prefers the routes throughc1 andc3 over the

route throughc2 due to the smaller IGP path costs.1

The decision process in Table 2.1 allows us to compare two routes based on their attributes.

We exploit this observation to determine whether a router switched from a better route to a worse

route, or vice versa.

2.3 System Architecture

In this section, we describe how to track the BGP routing changes in an AS. Then, we present

an overview of our system and describe the data we collected from a Tier-1 ISP backbone to

demonstrate the utility of our tool.

2.3.1 Measurement Infrastructure

The routers at the edge of an AS learn BGP routes via eBGP sessions with neighboring do-

mains, and then send update messages to other routers insidethe AS via iBGP sessions. These

border routers have complete visibility into external and internal routing changes. Ideally, each

border router would provide a complete, up-to-date view ofall routes learned from eBGP and

iBGP neighbors. This data would allow our system to emulate the BGP decision process of each

router, to understand why a router switched from one BGP route to another. Unfortunately, acquir-

ing a timely feed of all eBGP updates received from neighboring ASes is difficult in practice.2
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In this study, we analyze routing changes using only the datareadily available in today’s

networks—a feed of thebestroute for each prefix from each border router. Our monitor hasan

iBGP session with each border router to track changes to the best route over time. A daily snapshot

of the routing table from each border router is also collected to learn the initial best route for each

prefix.

Since routing changes can have a significant effect on the distribution of the traffic over the

network, traffic measurements are very useful for quantifying theimpactof a routing change. In

our measurement infrastructure, the monitor receives a feed of prefix-level traffic statistics from

each border router. Because our analysis focuses on how routing changes affect the way traffic

leavesthe network, we collect the outgoing traffic on the edge linksemanating from the border

routers.

2.3.2 System Components

Our troubleshooting system analyzes BGP routing changes visible from inside a single AS and

quantifies the effects on the network. The system is designedto operateonlineso operators may

take corrective actions to improve network performance. For ease of presentation, we describe the

functionality of our system in four distinct stages, as illustrated in Figure 2.2:

RouteTracker (Section 2.4):The first module merges the streams of BGP updates from the

border routers and identifies routingevents—groups of update messages for the same prefix that

occur close in time. Along the way, the module identifies prefixes that flap continuously.

EventClassifier (Section 2.5):The second module classifies the routing events in terms of

the kind of routing change and the resulting impact on the flowof traffic through the network.

For example, we define a category calledinternal disruptionthat pinpoints the events caused by

internal topology changes.

EventCorrelator (Section 2.6): The third module identifies related events by clustering over

time and prefixes. In contrast to previous studies [10, 11, 12, 13, 14], we focus mainly on events

that occur very close to the network (e.g.,eBGP session resets or internal disruptions) and have

a significant impact on traffic. In addition, our correlationalgorithms consider whether the bor-

der routers switched from a better route to a worse route, or vice versa—information not readily

available in eBGP data feeds used in previous work on BGP root-cause analysis.
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Component Reduction Factor
RouteTracker updates→ events 15.2
EventCorrelator events→ clusters 31.7
TrafficMeter clusters→ “important” clusters 327.6
Total updates→ “important” clusters 158460

Table 2.2: Incremental information reduction

TrafficMeter (Section 2.7): The last module estimates the impact of routing changes on the

flow of traffic, to draw the operators’ attention to the most significant traffic shifts. Using prefix-

level measurements of the traffic leaving the network, TrafficMeter computes a traffic weight that

estimates the relative popularity of each prefix. The modulepredicts the severity of each event

cluster by adding the weights of the affected prefixes.

In moving from raw updates to concise reports, we apply time windows to combine related

updates and events, and thresholds to flag clusters with significant traffic volumes. We use our

measurement data and an understanding of BGP dynamics to identify appropriate time windows;

the threshold values reflect a trade-off between the number and significance of the disruptions we

report.

2.3.3 Applying the System in a Tier-1 ISP

We have applied our prototype to a Tier-1 ISP backbone with hundreds of border routers con-

necting to customer and peer networks. Although we would ideally have iBGP sessions with all

border routers, we could only collect data from the routers connecting to peer networks. Still,

the BGP routing changes at these routers give us a unique viewinto the effects of BGP routing

changes in the larger Internet on the ISP network. In addition, these border routers receive reach-

ability information about customer prefixes via iBGP sessions with other routers, allowing us to

analyze changes in how these border routers would direct traffic via customers. On a few occa-

sions, our monitor experienced a temporary disruption in its iBGP connectivity to a border router;

we preprocessed the BGP feeds as suggested in [23, 24] to remove the effects of these session

resets.

The traffic data is collected from every border router by enabling Cisco’s Sampled Netflow [25]

feature on all links. To reduce the processing overhead, flowrecords are sampled using techniques
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in [26]. Although sampling introduces inaccuracies in measuring small traffic volumes, this does

not affect our system since we only use the traffic data to identify large traffic disruptions.

As shown in Table 2.2, our system significantly reduces the volume of data and produces only

a few dozen large routing disruptions from millions of BGP updates per day from the periphery of

the network. “Important” clusters in the table are clustersthat affect more than 1% of total traffic

volume in the network. In the remainder of the chapter, we present detailed results from the routing

and traffic data collected continuously from August 16, 2004to October 10, 2004—an eight-week

period.

2.4 Tracking Routing Changes

In this section, we describe how we transform raw BGP update messages into routing events.

We merge streams of updates from many border routers and identify changes from one stable route

to another by grouping update messages that occur close in time. Along the way, we generate a

report of prefixes that flap continuously.

2.4.1 Grouping BGP Updates into Events

A single network disruption, such as a link failure or policychange, can trigger multiple BGP

messages as part of the convergence process [6, 7]. The intermediate routes are short-lived and

somewhat arbitrary, since they depend on subtle timing details that drive how the routers explore

alternate paths. To generate reports for the operators, we are interested in the change from one

stable route to another rather than the details of the transition. As such, we group BGP updates

for the same prefix that occur close together in time. Although previous studies, in particular BGP

root-cause analysis, have followed a similar approach [10,11, 12, 24, 27], we group the updates

acrossall of the border routers since a single network disruption may cause multiple border routers

to switch to new routes, and we wish to treat these as a single event.

We define aneventas a sequence of BGP updates for the same prefix from any borderrouter

where the inter-arrival time is less than a predefinedevent timeout. Careful selection of the event-

timeout value is important to avoid mistakenly combining unrelated routing changes or splitting

a single change into two events. An appropriate event-timeout value can be determined by char-
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Figure 2.3: CDF of the BGP update inter-arrival time

acterizing the inter-arrival time of BGP updates in the network. For a controlled experiment, we

analyze the inter-arrival times of BGP updates for publicbeaconprefixes that are advertised and

withdrawn every two hours [28]; we also study the dynamics ofthe entire set of prefixes.

Figure 2.3 presents the cumulative distribution of the inter-arrival time of BGP updates for four

beacons received from all of the border routers during a three-week period starting August 16,

2004, with thex-axis plotted on a logarithmic scale. More than 95% of the inter-arrival times are

within a few tens of seconds; then the curves flatten until theinter-arrival time is around 7,000

seconds reflecting the two-hour advertisement period. In addition, previous studies have shown

that the path-exploration process is often regulated by a 30-secondMinRouteAdvertisementInterval

(MRAI) timer [8]. As such, we choose an event timeout of70 seconds, allowing the difference

between the arrival times of updates at different vantage points to be as large as two MRAIs plus

a small amount of variance. Looking across all prefixes in ourdataset, about98% of the updates

arrive less than70 seconds after the previous update.

2.4.2 Detecting Persistent Flapping

Certain prefixes never converge to a stable path due to persistent routing instabilities. Persistent

flapping disrupts the reachability of the destination and imposes a significant BGP processing load

on the routers, making it important for operators to detect and fix these problems. However, if we

group updates for a flapping prefix using a70-second timeout, the grouping process would continue
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Figure 2.4: CCDF of event duration on a log/log scale

indefinitely. Instead, we generate a report once a sequence of updates exceeds amaximumduration,

defined as theconvergence timeout.

The convergence-timeout value should be large enough to account for reasonable convergence

delays and yet small enough to report persistent flapping to the operators in a timely fashion. To

identify an appropriate value, Figure 2.4 plots the complementary cumulative distribution function

(CCDF) of event duration for the BGP updates in our network, with both axes on a logarithmic

scale. More than 99% of events last less than a few hundred seconds, consistent with the find-

ings in [6] that BGP typically takes less than three minutes to converge. As such, we select a

convergence-timeout value of600 seconds (10 minutes) for reporting flapping prefixes.

By applying our RouteTracker module to eight weeks of measurement data, we generated

reports for about23 prefixes per day, on average, though the number was as low as7 on one day

and as high as46 on others. These persistently flapping prefixes were responsible for 15.2% of the

total number of BGP update messages over the two-month period, though the proportion varied

significantly from day to day (from 3.2% to 44.7%). These results were especially surprising given

that all of the border routers were running route-flap damping [29], which is meant to suppress

repeated updates of the same prefix. We identified three main causes of persistent flapping:

Unstable interface/session:Using syslog data [30] from the border routers, we determined

that 3% of these updates (0.456% of the total number of updates) were caused by repeated failures

of a flaky edge link or eBGP session. The prefixes were advertised each time the link/session
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Figure 2.5: Persistent flapping due to failure of linkB–C

came online, and withdrawn when the link/session failed. InFigure 2.5, the routers inAS1 prefer

the BGP route advertised by the customerAS2 over the BGP route advertised by the peerAS3.

However, a flaky link between routersB andC would lead the routers inAS1 to repeatedly switch

between the stable route viaAS3 and the unstable route viaAS2. Route-flap damping did not stop

AS1 from using the unstable route fromAS2 for two reasons: (i) today’s routers reinitialize the

damping statistics associated with an eBGP session after a session reset and (ii) routers do not

perform route-flap damping on iBGP sessions. In the short term, operators could respond to these

cases by disabling (and ultimately repairing) the flaky linkor session; in the longer term, router

vendors could change the implementation of route-flap damping to prevent the persistent flapping.

MED oscillation: Through closer inspection of the BGP update messages and discussions

with the operators, we determined that 18.3% of these updates (2.78% of the total) were caused

by protocol oscillation due to the Multiple Exit Discriminator attribute. Unlike the other steps in

the decision process in Table 2.1, the MED comparison is applied only to routes with the same

next-hop AS. As a result, the BGP decision process doesnot impose an ordering on the routes

in the system: a router may prefer routea over routeb, b over c, andc over a. In the absence

of an ordering of the routes, the routers may switch continuously between routes [31, 32]. Upon

detecting a MED oscillation problem, the operators can request that the neighboring AS use a

different mechanism to express its preferences for where itwants to receive the traffic destined for

these prefixes (e.g.,RFC 1998 [33]).

Conservative flap-damping parameters:The remaining 78.6% of these updates (11.9% of

the total) correspond to repeated advertisements and withdrawals by a neighboring AS. By inspect-

ing the configuration of the routers, we verified that the flap-damping parameters assigned for these

prefixes were not sufficient to dampen the instability. Usingdifferent parameters for different pre-

fixes is not uncommon and is, in fact, recommended [34]. For example, ASes are advised to more
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heavily penalize the (many) smaller address blocks and to disable damping on critical prefixes

(e.g.,the subnets that contain the Internet’s root DNS servers). Upon noticing persistent flapping

that is evading the damping algorithm, the operator could contact the neighboring AS to investigate

the root cause or tune the router configuration to apply more aggressive damping parameters.

2.5 Classifying Routing Changes

In this section, we describe how we classify events to generate useful reports for the operators

and to facilitate the clustering of related events in the next section. Since the current measurement

infrastructure collects the BGP data only from the border routers connecting to peer networks, the

following analysis is applied to the prefixes learned exclusively from peer ASes.

2.5.1 Merging Routes from Border Routers

To handle the large volume of BGP data arriving from the many border routers, EventClassifier

needs a succinct representation of the routing state as it evolves over time. Rather than considering

every BGP attribute, we focus our attention on how traffic entering at a border router would leave

the AS en route to the destination prefixp. A border routerBRj may select a routeRj
p learned di-

rectly from one of its eBGP neighbors; in this case, we say that BRj has routeRj
p with the next-hop

addressnhopj
p corresponding to the eBGP neighbor and aflagj

p of e for external. Alternatively, a

border routerBRj may select asRj
p a route learned via iBGP from another border router, resulting

in a next-hop addressnhopj
p of the remote border router and aflagj

p of i for internal. In a network

with n border routersBR1, BR2, . . . , BRn, we have a route vector (r-vector) for prefixp of

RVp = 〈R1
p, R

2
p, ..., R

n
p 〉

where thejth elementRj
p = (nhopj

p, f lagj
p) represents thebestroute for prefixp at routerBRj .

By analyzing the evolution ofRVp, we can identify and classify the routing changes that affect

how traffic leaves the AS, while ignoring changes in other BGPattributes (e.g.,downstream AS

path or BGP community) that are beyond the operators’ control.
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Figure 2.6: R-vector element changes

2.5.2 Classifying Routing Events

When the network changes from one set of stable routes to another, comparing the old and new

r-vectors (RV old
p andRV new

p , respectively) sheds light on the reason for the change and the effects

on the traffic. We first describe the types of changes that eachborder router might experience and

then present five event categories that consider the behavior across all of the routers.

A. Types of Events at One Border Router

To illustrate the types of routing events, Figure 2.6 shows examples for two destination prefixes.

For prefix p1, border routersBR1 and BR2 have eBGP-learned routes throughAS2 and AS3,

respectively; border routerBR3 selects an iBGP-learned route throughBR2. For prefixp2, border

routersBR2 andBR3 have eBGP-learned routes throughAS3 andAS4, respectively; border router

BR1 selects an iBGP-learned route throughBR2. The dashed lines represent different ways an

event can affectBR1’s routing decision, as summarized in Table 2.3:

No change:The border routerBRj may undergo a transient routing change only to return to

the same stable best route. More generally, the BGP route maychange in some attribute that is not

captured inRj
p. In Figure 2.6, a change in howAS2 reachesp1 does not necessarily changeBR1’s

decision to direct traffic viaAS2. For all of these scenarios, traffic entering the network at routerj

destined for the prefixp would continue to flow through the AS in the same way.

Internal path change: An internal event may cause a router to switch from one egresspoint
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Type of Change forRj
p Definition

No change
flagj,old

p = flagj,new
p

nhopj,old
p = nhopj,new

p

Internal path change
flagj,old

p = flagj,new
p =i,

nhopj,old
p 6= nhopj,new

p

Loss of egress point flagj,old
p =e, flagj,new

p =i

Gain of egress point flagj,old
p =i, flagj,new

p =e

External path change
flagj,old

p = flagj,new
p =e,

nhopj,old
p 6= nhopj,new

p

Table 2.3: The types of change forr-vector elementRj
p

to another. In this case, routerj uses an iBGP-learned route before and after the routing change

(i.e.,flagj,new
p = flagj,old

p =i) but with a different next-hop router (i.e.,nhopj,new
p 6= nhopj,old). In

Figure 2.6, a change in the IGP topology could makeBR1 seeBR3 as theclosestegress point for

reaching prefixp2, instead ofBR2.

Loss of egress point:An external event may cause a route to disappear, or be replaced with

a less attractive alternative, forcing a border router to select an iBGP route. In this case, a router

BRj hasflagj,old
p =e andflagj,new

p =i. In Figure 2.6, supposeAS2 withdraws its route forp1 and

thatBR1 has no other eBGP-learned routes; then,BR1 would select the iBGP-learned route from

BR2. This routing change would force the traffic that used to leave the network atBR1 to shift to

BR2.

Gain of egress point: An external event may cause an eBGP-learned route to appear,or be

replaced with an attractive alternative, leading a border router to switch from an iBGP-learned

route to an eBGP-learned one. In this case, a routerBRj hasflagi,old
p =i andflagj,new

p =e. In

Figure 2.6, supposeAS2 starts advertising a route top1 again; then,BR1 would start using the

eBGP-learned route, causing a shift back toBR1.

External path change:An external event may cause a router to switch between eBGP-learned

routes with different next-hop ASes. In this case, theflagj
p remains ate while the next hop changes

(i.e.,nhopj,new
p 6= nhopj,old

p ). In Figure 2.6, supposeAS2 withdraws the route forp1, causingBR1

to switch to an eBGP-learned route fromAS3. Then,BR1 would start directing traffic to a different

egress link at the same router.
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Event Category Events Updates Upd./Ev.
Distant/transient disruption 50.3% 48.6% 12.6
Internal disruption 15.6% 3.4% 2.9
Single external disruption 20.7% 7.9% 5.0
Multiple external disruption 7.4% 18.2% 32.0
Loss/gain of reachability 6.0% 21.9% 47.9

Table 2.4: Event distribution in updates

B. Classes of Route-Vector Changes

Since each of then elements in the r-vector can have five different types of changes, routing

events could fall into5n different categories, which would be extremely unwieldy for generating

reports for network operators. Instead, we classify the events based on theseverityof the impact

on the traffic, leading to five disjoint categories:

Distant/transient disruption: Some events do not have any influence on the flow of traffic

through the AS. We define an event asdistant or transient disruption if each element of the r-

vector has “no change.”A distant routing change that occurs more than one AS hop awaydoes

not affect theRj
p values. A transient disruption may cause temporary routingchanges before the

border routers converge back to the original BGP routes. These events are worthwhile to report

because the downstream routing change may affect the end-to-end performance (e.g.,by changing

the round-trip time for TCP connections) and the convergence process may lead to transient per-

formance problems that can be traced to the routing event. Asshown in Table 2.4, this category

explains about half of the events and half of the BGP update messages; these events trigger an

average of 12 or 13 update messages for the BGP convergence process.

Internal disruption: An internal event can cause a router to switch from one internally-learned

route to another. We define an event as aninternal disruption if the change of each of the elements

in its r-vector is either of type “no change” or of type “internal path change”, with at least one

element undergoing an “internal path change.”Caused by a change in the IGP topology or an

iBGP session failure, these events are important because they may cause a large shift in traffic as

routers switch from one egress point to another [22, 35]. As shown in Table 2.4, internal disruptions

account for about 15% of the events and just 3.4% of the updates; on average, an internal event

triggers just a few iBGP update messages as some routers switch from one existing route to another.
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Single external disruption: Some events affect the routing decision at a single border router

for an eBGP-learned route. We define an event as asingle external disruption if only one r-vector

element has a change of type “loss of egress point,” “gain of egress point,” or “external path

change.” Typically, an ISP has eBGP sessions with a neighboring AS at multiple geographic

locations, making it interesting to highlight routing changes that affect just one of these peering

points. These kinds of events cause a shift in traffic becauserouters are forced to select an egress

point that is further away [36]. For example, a single external disruption may arise because an

eBGP session between the two ASes fails, forcing the border router to switch to a less-attractive

route. As shown in Table 2.4, these disruptions account for over 20% of the events and nearly 8%

of the updates; since these localized events affect a singlerouter, the number of update messages

per event is limited.

Multiple external disruptions: In contrast to the previous category, some events affect more

than one border router. We define an event as amultiple external disruption if multiple r-vector

elements have a change of type “loss of egress point,” “gain of egress point,” or “external path

change,” and the r-vector includes at least one eBGP-learned route before and after the event.3 In

Figure 2.6, if the owners of prefixp1 changed providers to start usingAS4 instead ofAS2 andAS3,

every border routers inAS1 would experience a disruption. As shown in Table 2.4, this category

accounts for just over 7% of events and 18% of updates; the large number of update messages

stems from the convergence process where multiple border routers must explore alternate routes.

Loss/gain of reachability: An event may cause a prefix to disappear, or become newly avail-

able. We define an event asloss of reachability if every r-vector element with an external route

experiences a “loss of egress point.”A loss of reachability is extremely important because it may

signify a complete loss of connectivity to the destination addresses, especially if the routers have

no route for other prefixes (e.g.,supernets) covering the addresses. Similarly, we define an event

asgain of reachability if initially no eBGP-learned routes exist and at least one r-vector element

experiences a “gain of egress point.”In some cases, thegain of reachability is indicative of a

problem, if the network does not normally have routes for that prefix. For example, a neighboring

AS may mistakenly start advertising a large number of small subnets; overloading the memory

resources on the router may have dire consequences, such as crashing the network [37]. As shown

in Table 2.4, this category accounts for 6% of the events and nearly 22% of the update messages;
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Figure 2.7: The (normalized) # of daily events by category.

the gain or loss of reachability often triggers a large number of update messages as every border

router explores the many alternate routes.

Overall, the severity of the external events increases fromsingle external disruptions to multi-

ple external disruption, and ultimately to loss/gain of reachability. In general, the number of events

in the “loss/gain of reachability” and “multiple external disruption” is stable over time, whereas

the other categories vary significantly. Figure 2.7 shows the number of daily events (where100

represents the average number of events per day over the eight-week study) for each event cate-

gory during the week of September 6-12, 2004. For example, September 7 had a large number

of distant/transient disruptions, and some days see a much larger number of internal disruptions

and single external disruptions than others. The high variability arises from the fact that network

disruptions can occur at arbitrary times and may affect a large number of destination prefixes, as

discussed in the next section. Given the high variability inthe number and type of events, predict-

ing them in advance and overprovisioning for them is very difficult, making it even more important

for operators to learn about disruptions as they occur to adapt the configuration of the network.

2.6 Grouping Related Events

In this section, we describe how to identify related events acrosstime andprefixes. By clus-

tering events across time for the same prefix, we identify destination prefixes that have unstable
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routes. By clustering events of the same type across prefixes, we group events that appear to have a

common cause. We present techniques to identify groups of prefixes affected by hot-potato routing

changes and eBGP session resets, which are responsible for many of the large clusters. We validate

our inferences using RouteViews data [38], syslog reports [30], and an independent analysis [35]

of internal topology changes.

2.6.1 Frequently Flapping Prefixes

Some destination prefixes undergo frequent routing changesthat introduce a large number

of events in a relatively short period of time. In contrast tothe persistent flapping analyzed in

Section 2.4.2, these routing changes occur at a low enough rate to span multiple events. For

example, a prefix may have a long-term instability due to flakyequipment that fails every few

minutes, falling outside of our 70-second window for grouping BGP updates into events. Even

if the equipment fails at a higher rate, the BGP updates may besuppressed periodically due to

route-flap damping [29], leading to multiple events. Identifying these slowlyfrequently flapping

prefixes is important for addressing long-term reachability problems and for reducing the number

of BGP updates the routers need to handle.

To identify frequently flapping prefixes, we group events forthe same destination prefix that

occurclose together in time(with an inter-arrival time less thanthreshT ), and flag cases where

the number of events exceeds a predefined threshold(max count). We implement this heuristic

by keeping track of each prefix that has had an event in the lastthreshT seconds, along with the

time of the last event and a count of the total number of events. Upon learning about a new event

from RouteTracker, we check if the prefix has experienced an event in the lastthreshT seconds

and update the timestamp and counter values; once the counter exceedsmax count, we generate

a report.

Since route changes can happen on virtually any timescale, the parametersthreshT andmax count

should be set to highlight the most unstable prefixes withoutgenerating an excessive number of

reports. Figure 2.8 shows the complementary cumulative distribution of the number of events per

cluster over our eight-week measurement period. For all three values ofthreshT , more than 99%

of the clusters have fewer than ten events; still, a small number of very large clusters exist. Hav-

ing a very smallthreshT might cause our system to overlook some unstable prefixes with a long
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Figure 2.8: CCDF of the number of events per cluster for eventcorrelation across time

cycle between routing changes. For example, a prefix that hasa routing change every ten minutes

would not be detected by athreshT of 300 seconds. Based on the results in Figure 2.8, we as-

signthreshT to 900 seconds andmax count to 10 to draw attention to the small number of very

unstable prefixes.

In our analysis, the percentage of events caused by frequently flapping prefixes varies from day

to day from a low of0.41% to a high of32.78%, with an average of3.38%. Most of these events are

in category “loss/gain of reachability.” We believe that frequent flapping tends to originate near the

destination, making these instabilities visible to other ASes. To validate our inferences, we applied

our heuristic for identifying frequently flapping prefixes to the BGP data from RouteViews [38].

For the week of September 26 to October 2, 2004, all35 prefixes we identified were also flapping

frequently in at least one other vantage point in the RouteViews data. Whether (and how) operators

react to frequently flapping prefixes depends on the network responsible for the problem. If the

frequent flapping comes from one of the ISP’s own customers, the operators may be able to work

with the customer to identify and fix the problem. If the flapping comes directly from a peer

network (or one of the peer’s customers), the operators may contact the peer to request that the

peer address the problem.
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2.6.2 Disruptions Affecting Multiple Prefixes

A single disruption (such as a link failure or a policy change) may affect multiple prefixes

in a similar way, in a very short period of time. Grouping these prefixes together magnifies the

visibility of the common effects and substantially reducesthe number of reports for the operators.

The five categories identified in Section 2.5.2 provide an effective way to identify prefixes affected

in a “similar way.” In addition, we also consider whether theborder routers changed from a better

route to a worse route, a worse route to a better route, or between two equally-good routes, in

terms of the first six steps of the decision process in Table 2.1. This distinction gives us insight

into whether the old route was withdrawn (or replaced by a less-attractive route), the new route

recently appeared (or was replaced by a more-attractive route), or the router switched between two

comparable routes (e.g.,because of a change in the IGP path costs).

In particular, we group events for different destination prefixes that (i) belong to the same

category (using the taxonomy from Section 2.5.2), (ii) undergo the same kind of transition (from

better to worse, or worse to better), and (iii) start no more than threshP seconds after the first

event. We consider the start time of the events because the first update is most likely to be directly

triggered by the network event. We implement this heuristicby keeping track of the identifying

information for each cluster (i.e., the event category and the kind of transition) as well as the time

of the first event and a count of the number of events. Upon generating a new event, we check if

the event matches with the identifying information and arrives withinthreshP seconds after the

first event in the cluster. The correlation process adopts a clustering algorithm similar to those used

in previous BGP root-cause analysis studies [10, 11, 12].

SettingthreshP too small runs the risk of splitting related events into two clusters. If a net-

work disruption affects a large number of prefixes, the effects could easily spread over several

tens of seconds. For example, a BGP session failure or hot-potato routing disruption that affects

tens of thousands of prefixes requires the router to send numerous update messages, which could

easily take up to a minute [35]. To account for these effects,we carefully select a value of 60

seconds forthreshP after a study of the duration traditional routing changes (e.g.,session resets)

normally take to affect all of their related prefixes. SincethreshP is used to compare the start

times of the two events, our heuristic cannot assume that a cluster is complete once the current

time (the time of newly arrived BGP update in the system) isthreshP after the time of the first
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Figure 2.9: CCDF of the number of event per cluster for event correlation across prefixes

event in the cluster since an event may still be “in progress.” Knowing that an event lasts at most

the convergence timeout (from Section 2.4.2), in our heuristic, each cluster waits for a total of

threshP + convergence timeout to ensure that no ongoing, correlated events should be included

in the cluster. In total, then, our heuristic waits for 660 seconds before declaring a cluster com-

plete.4

Figure 2.9 shows the effectiveness of clustering in combining related events. The graph plots

the complementary cumulative distribution of the number ofevents per cluster over the eight-week

period, on a log-log scale. Although 99% of the clusters haveless than a hundred events (as shown

in the “all categories” curve), a few clusters have a tremendous number of events. Meanwhile, the

curves for different categories of events have distinctivecharacteristics. The categories “multiple

external instability” and “loss/gain of reachability” have much smaller clusters, while the other

three categories have some very large clusters with tens of thousands of affected prefixes. The

categories “internal disruption” and “single external disruption” tend to have larger clusters than

the other categories. Next, we show that these very large clusters stem from hot-potato routing

changes and eBGP session resets, respectively.
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A. Hot-Potato Changes

According to the BGP decision process in Table 2.1, a router selects among multiple equally

good BGP routes (i.e.,routes that have the same local preference, AS path length, origin type, MED

value, and eBGP vs. iBGP learned) the one with the smallest IGP cost. Such routing practice is

calledhot-potatorouting [35]. An IGP topology change can trigger routers in anetwork to select

a differentequally goodBGP route for the same prefix, and these changes may affect multiple

prefixes. This section describes the routing disruptions caused by these hot-potato changes.

“Hot-potato” changes only affects the egress points each router selects for the prefixes. As the

event classification in Section 2.5.2, it results in “internal disruptions” to the network. After the

correlation process, the event cluster in category “internal disruption” magnifies the impact of the

“hot-potato” changes. When these kinds of disruptions occur, the operators need to know which

routers and prefixes are affected to gauge the significance ofthe event. Such information can be

obtained by comparing the old and new r-vectors for all of theevents in the cluster because each

element in the r-vector carries the next-hop address for thecorresponding router.

A previous study [35] proposed a heuristic for identifying hot-potato routing changes at a single

router, based on a single stream of BGP updates from that router and data from an IGP topology

monitor. Applying this technique to specific ingress routers allowed us to make direct comparisons

between the two approaches. For the period from August 16 to September 30, 2004, over 95% of

the large clusters (i.e., clusters with more than 1000 events) of internal disruptions identified by

our system are also identified using the technique in [35]. Inspecting the other 5% of cases in more

detail, we discovered that these clusters corresponded to the restoration of a link in the network,

where the failure had caused a previous hot-potato routing change that was detected using both

techniques. As such, we believe that these disruptions are hot-potato routing changes that were not

detected by the heuristic in [35].

B. eBGP Session Resets

The failure or recovery of an eBGP session can cause multipleevents that affect the eBGP-

learned routes from one neighbor at a single border router. Upon losing eBGP connectivity to a

neighbor, a border router must stop using the routes previously learned from that neighbor and
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switch to less-attractive routes. The border router may switch to an eBGP-learned route from a

different neighbor, if such a route exists; this would result in an “external path change” for the

destination prefix. Alternatively, the router may have to switch to an iBGP-learned route from

a different border router; this would result in a “loss of egress point” for the destination prefix.

When the session recovers, the border router learns the BGP routes from the neighbor and switches

back to the eBGP-learned routes advertised by this neighborfor one or more destination prefixes

(causing either an “external path change” or a “gain of egress point”).

To identify a session failure, we first group events that (i) belong to the category “single external

disruption,” (ii) have anold route with the same border router and neighbor (i.e., the sameRj,old
p ),

(iii) have a routing change that goes from better to worse, and (iv) occur close together in time.

However, this is not enough to ensure that the session failed, unless the router has stopped using

most (if not all) of the routes previously learned from that neighbor. As such, we also check that

the number of prefixes using the neighbor has decreased dramatically.5 Similarly, to identify a

session recovery, we first group events that (i) belong to thecategory “single external disruption,”

(ii) have anew route with the same border router and neighbor (i.e., the sameRj,old
p ), (iii) have

a routing change that goes from worse to better, and (iv) occur close together in time, and also

involve a significant increase in the number of prefixes associated with that neighbor, back to the

expected level.

Applying our heuristic to the “single external disruption”clusters that contain more than 1000

events, we found that 95.7% of these large clusters were linked to an eBGP session going up or

down. To validate our inferences, we consulted the syslog data [30], which reports when the status

of a BGP session changes. The syslog data confirmed more than 95% of our inferences. Our

inferences not only captured all of the resets in syslog but identified a few disruptions that were not

reported by syslog. Interestingly, we sometimes found thatour analysis suggests that the session

failure occurred up to ten secondsbeforethe entry in the syslog data. After checking for possible

timing discrepancies between the BGP and syslog data, we speculate that the remote AS is shutting

down the BGP session in a graceful manner by firstwithdrawingall of the routes before actually

disabling the session. This practice highlights the importance of using an algorithm such as ours

even when syslog data are available.6 A complete loss of the routes from a neighbor doesnot

necessarily arise only from a session failure. Instead, theneighbor’s router may be reconfigured
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with a new policy (e.g.,that withdraws the previous routes) or lose connectivity toother routers

in its own network. These kinds of disruptions could have a significant impact on traffic inside

an AS, and would not generate a syslog report. The influence oflarge disruptions on the traffic is

explored in more detail in the next section.

2.7 Estimating Traffic Impact

We now describe the final component of the system—TrafficMeter which allows us to estimate

the traffic impact of the routing disruptions produced by theEventCorrelator. Although the traffic

volume on a link typically varies gradually across days and weeks, sudden changes in traffic can

lead to congestion in some parts of the network. A recent study [39] shows BGP routing disruptions

are responsible for many of the largest traffic shifts in backbone networks. Below we first discuss

how we compute traffic weights to estimate the impact on traffic and then focus on two types of

routing disruptions with the most impact.

2.7.1 Computing Traffic Weights

TrafficMeter aggregates the Netflow data [25] collected on the outgoing links to compute

prefix-level traffic statistics. For each destination prefix, we define atraffic weightthat corresponds

to the percentage of traffic destined to that prefix across theoverall traffic volume in the network.

In essence, the weight corresponds to the relative popularity of the prefix. Since the proportion

of traffic destined to each prefix changes over time, we compute the weights over a sliding time

window (e.g.,the last month). The weights allow us to estimate the potential impact of a cluster of

routing events by considering the sum of the weights for all prefixes in the cluster. Although the

weights do not capture the variations in traffic per prefix across time and location, they do provide

a simple way to flag routing disruptions that affect clustersof prefixes that attract a high volume of

traffic.

In Figure 2.10, we plot the complementary cumulative distribution of traffic weight of a prefix,

an event, and an event cluster over the eight-week period of our study. The “prefix” curve shows the

significant differences in popularity of the prefixes, consistent with previous studies [24, 40]. Inter-

estingly, the “event in all categories” curve looks largelythe same, suggesting that routing events
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Figure 2.10: CCDF of traffic weight

affect prefixes across the entire range of popularities. This occurs because the many events in cat-

egories “distant/transient disruption,” “single external disruption,” and “internal disruption” tend

to affect a wide range of destination prefixes, largely independent of their popularity; the curves

for these three categories of events are not shown, as they look almost identical to the “prefix” and

“event in all categories” curves. In contrast, the curves for events in categories “multiple external

disruption” and “loss/gain of reachability” suggest that these events tend to involve prefixes that

receive less traffic.

The “cluster” curve plots the distribution of traffic weightacross the event clusters. As ex-

pected, a cluster tends to have a large traffic weight since itcombines one or more related events.

The tail of the curve suggests that a small number of clustersare responsible for a significant por-

tion of the large traffic shifts. Meanwhile, our results reveal that these “significant” clusters have

a large number of events, implying the routing change affects many prefixes. Our system observes

a few dozen such large clusters each day and highlights them for the network operators for their

attention. We use the threshold of 1% for traffic weight to signal significant routing disruptions,

since the vast majority of clusters fall below that threshold. This avoids operators focusing their

attention on the many BGP disruptions that affect a very small fraction of the traffic.

34



2.7.2 Disruptions With Large Weights

We now discuss our empirical findings using TrafficMeter based on our eight weeks of mea-

surement data. Interestingly, most big events in terms of the amount of traffic weight are single

external disruptions and internal disruptions. Thus, we focus on those in Figure 2.11 showing the

duration of a routing disruption relative to the corresponding traffic weight of the affected pre-

fixes for clusters with traffic weight larger than 1%. On average, internal disruptions (e.g.,hot

potato changes) result in larger traffic weights than singleexternal disruption (e.g.,session resets),

because internal routing disruptions usually affect multiple locations. They also appear to have

longer durations than single external disruptions. Long-lived events allow operators to adapt rout-

ing configurations as needed to alleviate possible network congestion. Our tool highlights only a

few critical events which are both long-lived and expected to affect a large amount of traffic. This

helps focus operators’ attention on routing disruptions where mitigation actions, such as tuning the

routing protocol configuration, might be necessary.

Figure 2.11 also shows that our tool captures some large disruptions that are short-lived, last-

ing 30 seconds to a few minutes. In addition to most of the “single external disruption” points in

the graph, these short-lived disruptions include many large clusters in the “distant/transient dis-

ruption”; this category accounts for 78.8% of all event clusters with traffic weight higher than

1%. These clusters involve events that start and end with thesame route vectors, with some sort

of transient disruption in between. Although short-lived traffic shifts do not have a sustained im-

pact on network load, users may encounter brief periods of degraded performance that could be

traced to these disruptions. Interestingly, these short-lived traffic shifts are extremely difficult to

detect using conventional measurement techniques, such asSNMP and Netflow, that aggregate

traffic statistics on the timescale of minutes. In contrast,our troubleshooting system can identify

short-lived routing disruptions that may have large effects on user performance.

2.8 System Evaluation

In this section, we demonstrate that our system imposes a small amount of memory and CPU

processing overhead to run in real time on a commodity computing platform. Throughout the

evaluation of our system on eight weeks of data, the system memory footprint never exceeded 900
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Figure 2.11: Routing disruption durations vs. traffic weights

Megabytes and every interval of 70 seconds of BGP updates wasprocessed in less than 70 seconds.

We characterize the system performance through an off-lineemulation over the past measure-

ment data. Due to operational concerns, our system could notaccess the collected data in real-time.

Instead, we stored the measurements locally and replayed the data in our tool. We ran our tool on

a Sun Fire 15000 equipped with several 900 MHz Ultrasparc-IIprocessors. Only one processor

was used during the experiments. We evaluate the system using two metrics:memory usageand

execution speed.

2.8.1 Memory Usage

The memory usage in our troubleshooting system consists of two parts:staticusage anddy-

namicusage. The static memory is allocated to store the best routefor each border router and

destination prefix. In the core of today’s Internet, each router learns reachability information for

about 160,000 prefixes (also confirmed by RouteViews [38]). The total static memory usage in our

system is about 600 Megabytes.

Dynamic memory, on the other hand, is allocated to maintain the data structures continuously

created in response to the arrival of BGP updates. The essential data objects kept in the system are

clusters, whose memory are dynamically allocated and reclaimed during the process as discussed

in Section 2.6. In processing the eight weeks of measurementdata, the dynamic memory footprint
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Figure 2.12: System execution speed

of the system never exceeded 300 Megabytes.

2.8.2 Execution Speed

We measure how quickly the system processes the BGP updates.Because the progression of

each BGP update in the system varies depending on the expiration condition of several timers, we

have conducted the experiment for each BGP update sequence within a fixed time interval called

epoch, rather than characterizing the execution latency of each individual BGP update. During

each test, we randomly selected a starting point in the eight-week BGP update sequence and then

divided the subsequent BGP update stream into non-overlapping epochs. Then we measured the

execution time for each epoch of a fixed epoch interval. We varied the epoch interval among the

values of 10, 30, 50, 70 seconds. Because the machine is a time-sharing system, we ran each

experiment three times to ensure the accuracy of the measurement results; we saw virtually no

variation in the results across the three experiments.

Figure 2.12 shows the complementary cumulative distribution of the execution time for each

of the four epoch intervals. As shown in the graph, the execution of nearly every epoch was

completed within the epoch interval. For example, the curvefor a ten-second epoch interval shows

that more than 99% of epochs could be processed within one second; however0.1% of the epochs

required more than ten seconds to complete. Our system occasionally lags behind the arrival of

BGP updates, due to the bursty arrival pattern of BGP updates. Our data show that, while the
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average number of BGP updates per second is well below 100 (which corresponds to about 30

Kbps data rate), the maximum number of BGP updates received in our system in one second could

well exceed 10,000 (which corresponds to 3 Mbps data rate).

Despite the existence of execution lags, for an epoch interval of 30 seconds, its percentage

becomes much smaller (0.01%) by smoothing the BGP update bursts with a longer interval. The

execution lag is completely eliminated when we set the epochinterval to 70 seconds; that is, every

interval of 70 seconds worth of BGP updates was completely processed in less than 70 seconds.

We believe the occasional execution lag is acceptable. Recall that each event is identified only

if at least a period of event timeout elapses after the arrival of the last BGP update in the event.

Typically the timeout value is a few tens of seconds (70 seconds, in our experiments). That is, even

with instantaneous processing, each BGP update would have to wait for at least70 seconds before

a report is generated for the network operators. As such, smoothing the processing of BGP updates

over a few tens of seconds does not introduce a problem.

2.9 Related Work

There is a large body of literature on characterizing BGP data using passive monitoring [6, 7,

23, 41, 24] as well as active route injection [28]. Our study is also preceded by several recent

efforts [10, 11, 12, 13, 14] to identify the location and cause of routing changes by analyzing BGP

update messages along three dimensions: time, views, and prefixes. Our work is similar in that we

analyze BGP data along the same dimensions to group related routing changes. However, we focus

on organizing large volumes of BGP updates seen in a single ASin real time into a small number

of reports belonging to categories directly useful to operators to help mitigate the problems.

In analyzing BGP data collected from multiple vantage points within a single AS, our work

is similar to the BorderGuard [36] study that identifies inconsistent routing advertisements from

peers. In contrast, we classifyall routing changes seen by the border routers into useful categories.

The work in [22] presents a strawman proposal where each AS collects BGP data from its border

routers as part of an end-to-end service for identifying thelocation and cause of routing changes.

Each AS uses the data to detect and explain its owninternal routing changes, rather than trying to

detect and diagnose interdomain routing events. Recent work [42] has considered how to detect
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Component Types of Report Information
RouteTracker Persistently flapping prefixesPrefix, time duration, AS paths
EventCorrelator Frequently flapping prefixes Prefix, time duration, AS paths

TrafficMeter

Transient disruption clusters Time, traffic weight
eBGP session reset clusters Time, eBGP session, traffic weight
Hot-potato change clusters Time, prefix matrix, traffic weight
Other disruption clusters Summary statistics

Table 2.5: Routing disruption reports

Component Parameters

RouteTracker
Grouping: event timeout (70s)
Flapping: convergence timeout (600s)

EventCorrelator
Time: threshT (900s), maxcount (10)
Prefix: threshP (60s)

Table 2.6: Summary of the system parameters

network anomalies through a joint analysis of traffic and routing data. This work looks for signifi-

cant changes in both the volume of traffic and the number of update messages, without delving in

to the details about the specific destination prefixes and event types involved.

2.10 Concluding Remarks

We have presented the design and evaluation of an online troubleshooting system for identify-

ing important BGP routing changes in an IP network. Table 2.5summarizes the types of disruption

reports that are generated by our system to help operators improve the management of the network.

In addition, as shown in Table 2.2, the reduction in the amount of raw information is significant—

extracting a few dozen reports from millions of BGP updates collected from multiple vantage

points at the periphery of the network. Using the concise r-vector data structure to capture BGP

routing changes, we identified five categories of BGP routingdisruptions that vary in the severity

of the impact on the traffic. Table 2.6 summarizes the parameters and their recommended values

used in our tool. They can also be adapted to reflect network conditions as well as operators’ pref-

erences. Applying the tool to eight weeks of routing and traffic data from a tier-1 ISP network, we

identified several ways for operators to improve the routingstability of the network. Despite having
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route-flap damping features enabled on all of the routers, our tool surprisingly discovered a large

number of updates from persistently flapping prefixes and identified three causes. Meanwhile, we

found that hot-potato routing changes and eBGP session resets were responsible for many of the

large routing disruptions.
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CHAPTER 3

Internet Routing Resilience to Failures: Analysis and
Implications

The network troubleshooting tool developed in Chapter 2 helps operators deploy countermea-

suresin face offailures. In the next two chapters, we undertake a differentapproach to enhance the

robustness of the Internet interdomain routing. This chapter first proposes a measurement frame-

work that systematically characterizes how the current Internet routing system reacts to various

types of large-scale failures, and then pinpoint the reliability bottlenecks of the Internet.

3.1 Introduction

Given our growing dependence on the Internet for important and time-critical applications such

as financial transactions and business operations, there isa strong need for high availability and

good performance at all times for most network paths on the Internet. To provide such assurance,

Internet routing plays a critical role, as its main functionis to identify network paths with sufficient

resources between any two network prefixes. However, it is well-known that interdomain routing

on today’s Internet ispolicy-drivento satisfy commercial agreements. Policy restrictions prevent

the routing system from full exploitation of the underlyingtopology, as physical connectivity does

not imply reachability. It is unknown how such restrictionsaffect the failure-resilience of the

Internet routing system.

On average, routing on today’s Internet works well, ensuring reachability for most networks

and achieving reasonable performance over most paths. However, there is a serious lack of under-

standing of Internet routing resilience to significant but realistic failures such as those caused by
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the 911 event [19] and the Taiwan Earthquake in December 2006[21]. For instance, for several ten

minutes to hours after this earthquake many Asian sites of U.S. companies cannot communicate

with their headquarters or data centers in North America, preventing important business opera-

tions. A particularly noteworthy observation is that due tothe North-America-centric placement of

most top-level DNS domain servers for.COM domain, some Asian Web users cannot reach even

regional servers due to the inability to contact authoritative DNS servers.

In this chapter, we systematically analyze how the current Internet routing system reacts to

various types of failures by establishing a realistic failure model, and then pinpoint reliability

bottlenecks of the Internet. To achieve this, we first construct a topology graph which accurately

captures the AS-level structure of today’s Internet. Techniques are designed to address issues of

topology completeness and relationship accuracy. Then we develop a generic failure model that

captures the effect (not the cause) of most common failures affecting routing at the interdomain

level. Note that such failures can also result from attacks instead of natural disaster. We attempt

to identify critical links whose failures can cause large and severe impact on the Internet. They are

effectively Achilles’ heels of the Internet.

We develop a simulation tool to perform such what-if failureanalysis to study routing resilience

which is efficient to scale to Internet-size topologies. We focus on fundamental structural and

policy properties that influence network resilience to failures. We attempt to draw conclusions

independent of inaccuracies in relationship inference andtopology construction by focusing on

the underlying properties of networks that affect network-resilience properties. For example, there

are a limited number of trans-oceanic links, which can easily become reliability bottlenecks. By

focusing on the impact of structural and policy properties,our analysis provides guidelines for

future Internet design.

The chapter is organized as follows. Section 3.2 introducesour overall methodology. The

failure models used in our study as well as the correspondingempirical events are described in

Section 3.3. The detailed resilience analysis under different types of failures using our simulation

tool are discussed in Section 3.4. Finally, we discuss the related work and conclude the chapter.
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3.2 Analysis Methodology

We describe our methodology for failure resilience analysis. It consists of three main compo-

nents: (i) building the AS-level topology, (ii) inferring AS routing policies, and (iii) conducting

failure analysis. Unlike previous studies, we carefully perturb relevant parameters.

3.2.1 Topology Construction

We use publicly available BGP data from a large number of vantage points in the form of rout-

ing table snapshots as well as routing updates to construct an AS-level network topology. Combin-

ing routing updates with tables improves the completeness of the topology by including potential

backup paths revealed only during transient routing convergence. However, history data may also

introduce inaccuracies in the network topology caused by ASlinks that are no longer valid. We

would like to obtain a topology graph that is as complete as possible to avoid underestimating

routing resilience of today’s Internet. By including network paths obtained from history data that

may no longer exist, we may nevertheless overestimate its failure resilience.

To balance between the completeness and accuracy of networktopology, we use 2 months

of routing data from RouteViews [38], RIPE [43], public route servers [44] as well as a large

content distribution network from March to April, 2007. Themeasurement data were collected

from vantage points located in a total of 483 different ASes.To reduce the size of the network

graph and speed up our analysis, we prune the graph by eliminating stubAS nodes [45], defined

to be customer ASes that do not provide transit service to anyother AS. These can be easily

identified from routing data as ASes that appear only as the last-hop ASes but never as intermediate

ASes in the AS paths. As a result, we could eliminate 63% of thelinks and 83% of the nodes.

For the analysis of routing resilience to failures, we can restore such information by tracking at

each AS node in the remaining graph the number of stub customer nodes it connects to including

information regarding whether they are single-homed or multi-homed to other ISPs.

3.2.2 Topology Completeness: Missing AS Links

The BGP data collected from a limited number of vantage points, such as RouteViews and

RIPE, cannot locate all of the links in today’s Internet [46,47]. Certain links, especially peer-to-

43



Graph # of nodes # of links # of peer-peer links # of cust.-prov. links # of sibling links

CAIDA 4342 14815 3558 (24.0%) 11168 (75.4%) 89 (0.1%)
SARK 4430 25485 3801 (14.9%) 21684 (85.1%) 0 (0.0%)
Gao 4427 26070 11446 (43.9%) 14343 (55.0%) 281 (1.1%)
UCR 3794 23913 14293 (59.8%) 9421 (39.4%) 199 (0.1%)

Table 3.1: Statistics of topologies generated by differentalgorithms

peer links in the edge of the Internet, only appear in the BGP paths between their associated ASes,

therefore cannot be captured unless we place vantage pointsin these ASes. In our analysis, we

address the incompleteness of topology by adding additional AS links which have been confirmed

by other studies. In particular, we choose the data set provided by the latest link discovery study by

Heet al.[47] at UC Riverside, which we call graphUCR, and add their newly-found links missing

in our topology data.

According to He’s study [47], graph UCR is generated based onthe data set collected in May

2005. Despite the time difference, we believe most of the links in the old data set still exist today.

Table 3.1 presents the basic statistics of graph UCR and 3 other different graphs we generate

based on different relationship algorithms, described in Section 3.2.3. Graph CAIDA is directly

downloaded from [48] due to the lack of access to the source code of the study [49], Graph SARK

and graph Gao are computed based on [45] and [50], respectively, from our collected raw dataset1.

We discuss these graphs in details in Section 3.2.3. In comparison, graph UCR, slightly smaller

than graph SARK and Gao due to its older raw dataset, nevertheless has a higher percentage of

peer-peer links most of which were discovered by their proposed techniques. A further comparison

of graph UCR with graph Gao shows that 10876 of the 23913 (45.5%) links in the former are

missing in the latter. 10847 (99.7%) of these missing links are associated with existing nodes

in the latter, indicating that they might be captured if other graph construction techniques (e.g.,

traceroute in [47]) are used. In Section 3.4, we evaluate howthe addition of these missing links

affects the overall resilience of the Internet.
1Heuristics adopted by the different algorithms do not have definitive relationship inference for certain links in the

graph, which results in the little discrepancy between SARKand Gao in Table 3.1.
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3.2.3 AS Routing Policy Inference

It is well-known that there are three basic AS relationships[51]: customer-to-provider, peer-

to-peer, and sibling relationships. We need to label each link in the topology graph with re-

lationship information required to infer valid, policy-compliant AS paths [52]. Thus, accurate

AS relationships are critical to our analysis. Most previous studies on inferring AS relation-

ships [45, 49, 50, 51, 53] are based on heuristics which mightnot always hold on the real Internet,

and therefore, may produce incorrect relationships that directly affect our analysis. For example, a

simple test on graphs annotated with AS relationships generated from CAIDA’s work [49] reveals

the presence of AS routing policy loops.

Although constructing a topology graph matching exactly the current Internet is impossible

due to proprietary relationship information, we attempt tocreate one with maximum accuracy

and understand the effect of network topology on routing resilience. A recent study [54] shows

that the latest Gao’s algorithm [50, 51] and CAIDA algorithm[49] present better accuracy in

satisfying “valley-free” [51] policy rule for more AS paths. As such, we first generate a graph

using Gao’s algorithm with a set of 9 well-known Tier-1 ASes (AS 174, 209, 701, 1239, 2914,

3356, 3549, 3561, 7018) as its initial input. Then we comparethe computed graph with graph

CAIDA downloaded from [48]. We take the set of AS relationships agreed on by both graphs,

which we believe are most likely correct, as the new initial input to re-run Gao’s algorithm to

produce the graph for our analysis. To ensure valid analysisof the constructed graph, we perform

several consistency checks as described below.

• Connectivity check: The original topology graph needs to ensure that all AS nodepairs

have a valid policy path.

• Tier-1 ISP validity check: A Tier-1 ISP by definition does not have any providers, nor

should their siblings. A Tier-1 ISP’s sibling cannot be sibling of another Tier-1 ISP.

• Path policy consistency check: There should not be any valid AS path containing policy

loops, e.g., a path going from a customer to its provider and eventually returning to the

customer serving as the previous hop’sprovider.
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Property Value

# of AS nodes 4427
# of Tier-1 AS nodes 22 (0.5%)
# of Tier-2 AS nodes 2307 (52.1%)
# of Tier-3 AS nodes 1839 (41.5%)
# of Tier-4 AS nodes 254 (5.7%)
# of Tier-5 AS nodes 5 (0.1%)
# of AS links 26070
# of customer-provider links 14343 (55.0%)
# of peer-peer links 11446 (43.9%)
# of sibling links 281 (1.1%)

Table 3.2: Basic statistics of constructed topology

Table 3.2 describes the basic statistics of our constructedtopology. We classify the nodes into

5 tiers as follows. We start with the 9 well-known ISPs and classify them and their siblings as

Tier-1. Tier-1’s immediate customers are then classified asTier-2. We also ensure all non-Tier-1

providers of these nodes are included in Tier-2. We repeat the same process with the subsequent

tiers until all of the nodes are categorized. As we can see, most of the nodes, after the removal of

stub AS nodes, are in Tier-2 or Tier-3. Figure 3.1 also illustrates the node degree distribution of the

graph. As expected, most networks have only a few providers.About 20% of the networks have at

least one peer, which are typically equal-sized networks.

In reality, AS relationships can be much more complicated including per-prefix-based arrange-

ments or combined relationships of transit or provider withcustomer services [55]. We argue that

our simplified approach to constructing the AS-level topology with policy annotations is sufficient

for failure analysis, as majority of the prefixes between AS pairs follow one type of policy arrange-

ment. However, we do take care of special exceptions. For example, both Cogent (AS174) and

Sprint (AS1239) are well recognized as Tier-1 ISPs, but theydo not peer directly as evidenced by

lack of AS paths containing links connecting them directly.In reality, Verio (AS2914) provides a

transit between their customers. We deal with this case explicitly when computing AS paths.
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Figure 3.1: CDF of AS node degree based on relationships

Previous link Current link Next link

ր ր ր, ←→, ց
ր ←→ ց

ր, ←→, ց ց ց

Table 3.3: Relationship combinations of 3 consecutive links (ր: customer-to-provider link,←→:

peer-to-peer link,ց: provider-to-customer link)

3.2.4 AS Relationship Perturbation

As described earlier, no relationship inference algorithmis able to produce a set of AS relation-

ships that exactly matches the actual ones. As a matter of fact, different algorithms could produce

vastly different relationship inferences. As shown in Table 3.1, graph SARK has much fewer peer-

peer links than graph Gao even though both graphs are computed from the same raw BGP dataset.

To justify our evaluation of the Internet resilience, whichrelies on an accurate AS relationship,

we propose a technique to perturb the relationship of certain links to understand the effect of AS

relationship distributions on routing resilience.

Each link can be a “peer-peer”, “customer-provider” or “provider-customer” link. Here we

do not consider perturbation on a sibling link because of itsrarity. As such, we have for each

link 9 possible combinations of relationship tweaks, basedon its relationship before and after the

change. First, we discuss how each tweak affects the resilience. Table 3.3 presents all possible

combinations of any three consecutive links in a policy-complaint AS path from the perspective
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p-p in SARK p-c in SARK c-p in SARK

p-p in Gao 2061 4847 3742
p-c in Gao 1011 9061 359
c-p in Gao 582 296 2723

Table 3.4: Relationship comparison(Gao, SARK)

of the second link (i.e., the link in the middle). Obviously,a peer-peer link is most restricted in

finding paths as its previous link has to be a customer-provider link and its next link has to be a

provider-customer link. In contrast, a customer-provideror provider-customer link has more op-

tions. Changing a peer-peer relationship to a customer-provider or provider-customer relationship

thus provides the corresponding link more flexibility in choosing paths, and the overall network

resilience is enhanced.

In each of our relationship perturbation, we change the relationship of a number of links. To

prevent the tweak of one link from offsetting the tweak of another link, we have to ensure that the

tweaks of all of the links are consistent. That is, all of the links involved changing relationships

from peer-peer to customer-provider/provider-customer or vice versa. In our current analysis, we

only focus on relationship changes between peer-peer and customer-provider/provider-customer.

The perturbation between a customer-provider link and a provider-customer link is less realistic

and we thus leave it as future work.

Table 3.4 illustrates the comparison between graph Gao and graph SARK. The discrepancies

provide candidates for perturbation. Each field indicates the number of links that satisfy the re-

lationship combination. For example, there are 2061 links identified as peer-peer in both graphs

and 4847 links identified as peer-peer in graph Gao but as provider-customer in SARK. As shown,

there are altogether 8589 peer-peer links in Gao which are customer-provider or provider-customer

links in SARK. This set of links is our main focus for the relationship perturbation analysis in

Section 3.4. Note that each relationship tweak can only be applied when it does not violate any

valley-free rule – the change will not invalidate any AS paths containing the link.
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3.2.5 What-if Failure Analysis

Given the inferred AS relationships, we developed an efficient algorithm to construct valid AS-

level policy paths between arbitrary AS node pairs. We modify the state-of-the-art algorithm [52]

to ensure that the common practice of preference ordering isenforced by preferring customer

routes to peer routes and peer routes to provider routes [56]. Figure 3.2 presents the pseudo-code

of the algorithm with running time complexity ofO(|V |3). Links in the AS graph are classified

as one of the following categories: customer-to-provider link (UP link), provider-to-customer link

(DOWN link), and peer link (FLAT link). Accordingly, a path which only follows UP links is

called anuphill path. Any AS path conforming to BGP policy is of the form of an optional uphill

path, followed by zero or one FLAT link, and an optional downhill path. The algorithm starts with

the computation of the shortest uphill/downhill paths for all node pairs. Then, it selects from all

possible path combinations the shortest path with the preference ordering applied.

Our algorithm is efficient, as we impose an ordering to compute a given AS’s provider’s routes

first both for eliminating unnecessary computation and ensuring consistent routes. Our simula-

tor [57] supports a variety of what-if analyses by deleting links, partitioning an AS node to sim-

ulate the various types of failures described in Section 3.3. The simulation tool is designed to be

efficient in computing AS paths: all AS-node pairs’ policy paths can be computed within 7 minutes

with 100 MB memory requirement on a desktop PC with an Intel Pentium 3GHz processor.

3.3 Failure Model

Although the Internet has built-in failure recovery mechanisms through rerouting, there are

several real incidents of serious connectivity problems during natural disasters, power outage, mis-

configurations, and even intentional attacks [58] against the infrastructure. In Table 3.5, we intro-

duce a failure model capturing theeffectof network disruption at the global Internet level based on

empirical evidence.

As shown in Table 3.5, we categorize the failure scenarios based on theimpact scale, which we

measure by the number oflogical links affected by the failure. Here, alogical link is defined as the

peering connection between an AS pair. A logical link might involve several physical links,e.g.,

two large ISPs peer at multiple geographical locations. We do not explicitly model physical links
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1. Compute shortestuphill paths for all(src, dst) pairs.
Distsrc,dst is the distance of the shortest uphill path
Uphillsrc,dst is the shortest uphill path

2. Compute the shortest policy path fromsrc to dst
functionshortest path(src, dst,Dsrc,dst, Psrc,dst)
# returnsDsrc,dst, the length of the shortest path,
# andPsrc,dst, the shortest path

if Distdst,src < ∞ # choose customer’s path
Dsrc,dst = Distdst,src;
Psrc,dst = Reverse(Uphilldst,src);

else# choose peer’s path
Dsrc,dst = minp{Distdst,p + 1};
wherep is a peer ofsrc
if Dsrc,dst < ∞
Psrc,dst = (src, p) + Reverse(Uphilldst,p);

else# choose provider’s path
foreach src’s providerm

shortest path(m, dst,Dm,dst, Pm,dst);
Dsrc,dst = minm{Dm,dst + 1};
Psrc,dst = (src, m) + Pm,dst;

Figure 3.2: Algorithm to compute shortest policy paths for all src-dest pairs

Category:(# of logical links) Sub-Category Description

0
Partial peering teardown A few but not all of the physical links between two ASes fail

AS partition Internal failure breaks an AS into a few isolated parts

1
Depeering Discontinuation of a peer-to-peer relationship

Teardown of access links Failure disconnects the customer from its provider

> 1
AS failure An AS disrupts connection with all of its neighboring ASes

Regional failure Failure causes reachability problem for many ASes in a region

Category:(# of logical links) Sub-Category Empirical Evidence Analysis

0
Partial peering teardown eBGP session resets

AS partition Problem in Sprint backbone Section 3.4.6

1
Depeering Cogent and Level3 depeeringSection 3.4.2

Teardown of access links NANOG reports Section 3.4.3

> 1
AS failure UUNet backbone problem

Regional failure Taiwan earthquake, etc Section 3.4.5

Table 3.5: Failure model capturing different types of logical link failures.

due to a lack of physical topology information. Based on the number of impacted logical links,

we classify failures into three types: no logical link failure, single logical link failure, and multiple

logical link failures.
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No logical link failure : For reliability and performance reasons, ASes might have more than one

single physical link to connect to each other. In particular, if the peering is present at geographically

diversified locations, it is be very difficult to completely break the connection between these two

ASes. We usually observe the following two types of failures.

• Partial peering teardown: As reported in [59], session reset, due to hardware/software mal-

function or maintenance operations, is one of the most frequent routing events in the network.

Unless all peering sessions between an AS pair have reset, the two ASes can still maintain

their reachability even though traffic performance might bedegraded.

• AS partition: Certain physical link failures, occurring inside a single AS, do not cause any

damage to its connection to its neighboring ASes. The most severe condition is that the

failure breaks the AS into two or more isolated regions, and the networks in different regions

can no longer reach each other. We call this type of failure “AS partition”, as evidenced by a

recent event in Sprint backbone [60].

Single logical link failure: A logical link failure indicates the loss of direct connection between

the pair of ASes associated with the link. Based on the types of the failed link, we further categorize

it into the following two sub-classes.

• Depeering: Depeering occurs when the failure disables the peer-peer link between a pair of

ASes. In today’s Internet, the largest ISPs (i.e., Tier-1 ASes) establish peer-peer relation-

ships to distribute traffic for their respective customer networks. To gain extra connectivity

without increasing financial burden, low-tier ASes also peer with each other. Depeering

over a Tier-1 peer-to-peer link can cause significant impacton the Internet as it disrupts the

communication between their respective customers and is mostly intentional as evidenced

by recent contractual disputes between Cogent and Level3 [61]. In contrast, in the case of

lower tier depeering, which is possibly caused by physical damage, misconfiguration, or

even intentional link termination, reachability can stillbe maintained through other provider

links with possible performance degradation.

• Teardown of access links: Most networks connect to their providers through the access

(i.e.,customer-provider) links to reach the rest of the Internet.A failure on such access links
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can severely disrupt the customer’s reachability. This type of failure might be one of the

most common link failures, as evidenced by the frequent reports in NANOG [62].

Multiple logical link failures : This type breaks multiple logical links, thus causing muchmore

severe impact.

• AS failures: one particular scenario, we denote as “AS failure”, occurs when all the logical

links between an AS and its neighbors fail, indicating that the corresponding AS is unable

to originate or forward any traffic. This can be caused by hardware malfunction or miscon-

figuration inside the failed AS. For instance, UUNet backbone problems [63], despite its

undisclosed causes, resulted in significant network outages.

• Regional failures: are often caused by natural disaster andintentional attacks, resulting in

multiple logical link or AS failures in the affected region.In addition to local networks in

the region, other parts of the Internet whose traffic traverses the region are also impacted.

Well-known examples include 911 attack [19], Hurricane Katrina [64], as well as the recent

Taiwan earthquake [21].

As evidenced by various real events, the Internet is susceptible to certain types of failures, espe-

cially when critical nodes (UUNet problem) or links (Cogentand Level3 depeering) are involved.

In Section 3.4, we use our simulation tool to conduct a more systematic evaluation of the impact

of different types of failure on the Internet.

3.3.1 Case Study: Taiwan Earthquake

Given the known disruption to the Internet due to the recent Taiwan earthquake [21], we per-

form a more detailed study of its impacts in the region on the third day after the earthquake hap-

pened. The earthquake occurred in December 2006 near Taiwan, damaging several undersea cable

systems in Asia. Many networks in Asia were affected, causing degraded performance, and net-

work connectivity problems in Asia were globally felt for weeks.

We first collected BGP data for that period of time from RouteViews and RIPE which captures

the earthquake effects based on the number of ASes or prefixesthat experience path changes (or

even complete withdrawals). In addition, given that the effect of the earthquake was relatively long-

lasting due to the long repair time, we augment our analysis with traceroute probes. In particular,
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Figure 3.3: Top route is inefficient but can be improved by composing two bottom routes.

we probe from PlanetLab hosts [65] located in several Asian countries and other areas of interest:

China, Singapore, Taiwan, Japan, South Korea, US, and Australia. The goal is to understand

possibly abnormal paths with long delays and to locate the bottleneck causing the slowdown.

We summarize our findings. Most affected prefixes belong to networks in Asian countries

around the earthquake region. For example, 78-83% of the 232prefixes announced from a large

China backbone network were affected across 35 vantage points. Most of the withdrawn prefixes

were re-announced about 2 to 3 hours later. We found that manyaffected networks announced

their prefixes through their backup providers. For example,before the event all the vantage points

went through AS1239 to reach China 169 backbone (AS4837). After the earthquake, backup paths

through networks such as AS3320, AS7018, and AS1239 are used. We identified several AS-

level links experiencing problems. For example, before theevent, all the vantage points traversed

AS1239 to reach a Singapore network, AS4657. After the earthquake, they instead choose other

ASes such as AS209 and AS2914.

By actively performing traceroute probing from 8 PlanetLabnodes in 8 distinct Asian countries,

we found that interestingly, traffic between some network prefixes in Asia are routed via other

remote continents during the period after the earthquake. For example, The Taiwan Academic

Network to China Netcom were routed from Taiwan to NYC beforereaching China Netcom. The

roundtrip delays can exceed 550ms due to the long distance and congestion. During normal period

though the AS level path is the same, packets are routed within the east pacific area. As shown in

Figure 3.3, we found that from the PlanetLab node in Japan to aChina commercial network, the
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AU2 CN2 HK2 JP2 KR2 SG2 TW2 US2

AU 11 657 433 271 335 392 304 229
CN 570 150 41 446 318 83 286 475
HK 288 219 2 127 137 40 446 337
JP 152 450 117 21 44 94 137 169
KR 287 203 655 40 5 468 378 172
SG 391 412 37 208 355 90 360 267
TW 270 559 456 32 280 471 1 182
US 242 205 251 190 194 296 188 8

Table 3.6: Latency matrix among Asian countries in msec(from educational to commercial networks)

path goes through the US, taking a long time to travel over excessive physical distances. However,

two networks in South Korea have direct connections to both Japan and China networks. Hence, if

the networks in Korea can provide temporary transit services for both China and Japan, we obtain

an overlay path through Korea with a much shorter physical distance.

To generalize our analysis, we obtained a latency matrix among Asian countries and the US

from educational to commercial networks shown in Tables 3.6. Based on this, we identify that at

least 40% of paths with long delays can be significantly improved by traversing a third network.

The best improvement reduces latencies from 655ms to only around 157ms (from KR to HK2

when asking JP to provide the transit service). More detailsof the study are presented in [57].

3.4 Impact Analysis of Failures

We now analyze each failure type to understand the impact at the Internet scale. Note that we

focus onlogical link failures only, which corresponds to failures of one or more physical links.

Such failures are not unlikely as evidenced in the past. In what follows, unless otherwise specified,

a link implicitly means a logical link, and a node refers to anAS.

3.4.1 Evaluation Metrics

A failure disrupts the traffic that traverses the failed network component and the traffic has to

be rerouted via a different path to reach its destination. Toquantify failure impact, we define the

following two metrics:
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• Reachability impact: In the worst-case failure scenario, no alternative path can be located

between the source and the destination. We define two types ofreachability impact: theab-

solutereachability impactRabs and therelativereachability impactRrlt. Rabs is the number

of AS pairs that lose reachability to each other during the failure. In addition, We define

Rrlt as the percentage of disconnected AS pairs over the maximum number of AS pairs that

could possibly lose reachability.

• Traffic impact: After the failure, the traffic that used to traverse the old failed link is shifted

onto the new paths. The shifted traffic could lead to serious network congestion. Due to the

lack of accurate information on actual traffic distributionamong ASes, we instead estimate

the amount of traffic over a certain link as the number of the shortest policy-compliant paths

that traverse the link, denoted aslink degreeD. We compute the link degreeD of all links

before and after the failure, and estimate the effects of traffic shift by calculating these 3

metrics: (1) themaximumincrease ofD among all linksT abs, (2) therelative increase ofD

of this link T rlt, and (3) the maximum relative increase inD of the failed linkT pct. Suppose

the linkA is failed, and most of its traffic is shifted to linkB. The three metrics are computed

as follows.

T abs = Dnew
B − Dold

B , T rlt =
T abs

Dold
B

, T pct =
T abs

Dold
A

(3.1)

The first two quantify the impact of traffic shift on individual links while T pct captures the

evenness of re-distributed traffic for the failed link. Although the link degree cannot exactly

quantify the traffic impact in each failure because of the uneven traffic distribution in the In-

ternet, it, which computes the increased number of AS paths that traverse each link, provides

a good estimate on the amount of shifted traffic.

3.4.2 Depeering

Today’s Internet core consists of a group of large ISPs knownas Tier-1 ASes which are the top

service providers. Their customers can reach each other viathe peer-peer links among the Tier-1

ASes, so these peering links are critical to maintaining theInternet connectivity. In this section, we
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Tier-1 AS 174 209 701 1239 2914 3356 3549 3561 7018

# of single-homed customers without stubs16 13 9 13 11 30 15 10 9
# of single-homed customers with stubs 193 229 45 47 43 162 53 55 49

Table 3.7: Number of single-homed customers for Tier-1 ASes

AS 174 209 701 1239 2914 3356 3549 3561

174 / / / / / / / /
209 100 / / / / / / /
701 87 91 / / / / / /
1239 79 91 85 / / / / /
2914 100 93 100 85 / / / /
3356 100 95 100 85 100 / / /
3549 82 99 82 85 100 87 / /
3561 87 92 100 89 100 100 100 /
7018 92 100 92 100 92 92 92 100

Table 3.8:Rrlt (%) for each Tier-1 depeering

analyze the effects of peering (particularly the Tier-1 peering) link failures on network reachability

and traffic shift.

Table 3.7 presents the number of single-homed customers with and without the stub ASes for

each Tier-1 AS, wheresingle-homedrefers to customers that can only reach only one Tier-1 AS

through uphill paths. If all the physical peering links between two Tier-1 ASes stop working,i.e.,

a logical link failure, their respective single-homed customers can only reach each other using the

lower-tier peering links.

We first analyze how each Tier-1 depeering affects loss of network reachability due to unreach-

able AS pairs of single-homed ASes of the Tier-1 ASes involved. Because of the rich connectivitity

in the Internet, some pairs of the single-homed ASes of the depeered Tier-1 can still reach each

other via low-tier peering links. We use the relative reachability impactRrlt
i,j to quantify the impact,

Rrlt
i,j =

# of disconnected pairs

1/2 × Si × Sj

, (3.2)

whereSi andSj indicate the number of single-homed ASes for the two depeered Tier-1 ASesi

andj. Table 3.8 presents the results for our graph without stub ASes. Tier-1 depeering disrupts

connections among most single-homed customers. Overall, 89.2% of pairs of Tier-1 ISP’s single-
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homed customers suffer from reachability loss, while the remaining pairs manage to detour using

lower-tier peers or siblings. If we consider the stub ASes, 298493 (93.7%) out of 318562 single-

homed AS pairs lose reachability.

We examine pairs of single-homed customers that remain connected after depeering. Among

all 744 connected pairs, 86% of them traverse peer-peer links, and the remaining 14% have com-

mon low-tier providers.

Second, we investigate the effects of Tier-1 depeering on traffic shift. We observed, on aver-

age, the maximum traffic increase of a link,i.e., T abs is 3040 (with maximum of 11454), which

corresponds to 22% (with maximum of 62%) of the traffic of the depeered link (i.e., T pct) being

shifted. Our results also show the relative traffic increaseT rlt could reach up to 237% with an

average increase of 61%, indicating that the traffic shift might impose a serious burden on certain

links.

We also analyze depeering of lower-tier peering links. Eventhough they do not impact network

reachability due to the ability to use Tier-1s to reach each other, we examine the traffic impact. We

pick 20 most utilized non-Tier-1 peer-to-peer links, and simulate the path changes after the failure

of each link. Our results show that the average maximum traffic increaseT abs is 14810, and the

correspondingT pct andT rlt are 35% and 379%, respectively, indicating that lower-tierpeering

links can also introduce significant traffic disruption.

A. Effects of Missing Links

As we discussed in Section 3.2.2, our topology graph, constructed solely from BGP measure-

ment data, cannot capture all the links in the Internet. We add the newly-discovered links in graph

UCR to examine how it affects the simulation results.

A total of 10847 links are added, containing 8059 (74.3%) peer-peer links, 2753 (25.4%)

customer-provider links, and 35 (0.3%) sibling links. For comparison purposes, we use the same

set of single-homed ASes in our analysis. 5892 (85.5%) pairsof ASes experiencing loss of reach-

ability in the new graph, compared to 6143 (89.2%) pairs of ASes in the old graph. As expected,

adding new links slightly improves the resilience under Tier-1 depeering as the new links can be

used to locate alternative paths.
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# of perturbed links 0 2k 4k 6k 8k

% of disconnected ASes89.2 88.6 87.9 87.2 86.3

Table 3.9: Effects of perturbing relationship.

B. Effects of Relationship Perturbation

Next, we evaluate how perturbing the relationship described in Section 3.2.4 affects the analysis

results. We have a candidate set of 8589 peer-peer links which can be changed to customer-

provider links. In our evaluation, we test 4 different scenarios in which 2000, 4000, 6000, and

8000 peer-peer links in the candidate set are randomly selected and changed to customer-provider

or provider-customer links. For each test scenario, we randomly generate 5 different graphs.

For comparison purposes, we consider the same set of single-homed ASes and evaluate how

the perturbation affects the connectivity between any pairof these ASes. Table 3.9 presents the

percentage of single-homed AS pairs that lose reachabilityunder different scenarios. As shown

in the table, perturbing the relationship slightly improves the resilience of the network as the per-

turbed provider-customer links either make single-homed ASes become multi-homed or provide

better lower-tier connectivity.The quite limited improvement also indicate that these single-homed

customers have very limited access links to reach Tier-1 ASes and uninformed, random relationship

perturbation does not improve their routing resilience much.

To summarize, Tier-1 depeering disrupts the reachability of only a small number of ASes that

are single-homed to the affected Tier-1 ASes, nevertheless, these affected ASes experience severe

damage as they can no longer reach 89% of the rest of the ASes.

3.4.3 Teardown of Access Links

After the analysis of failures of peer-peer links, we now study how the failure of customer-

provider links (also known asaccess links), which counts for 77% of all AS links in the Internet,

affects the network reachability. The robustness of connectivity of an AS can be captured by the

similarity of its paths reaching theTier-1ASes, given that Tier-1 ISPs are so richly connected; thus,

reaching them is very important. For example, in the Tier-1 depeering analysis, ASes with uphill

paths to multiple Tier-1 ASes can survive the depeering disruption without losing reachability to
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other ASes.

Path similaritycan be defined as the number of commonly-shared links among all the paths

under consideration. In particular, nonzero path similarity means that failinga single linkcan

disrupt reachability. For instance, similarity of 2 implies that there exists two commonly shared

links among all possible paths; therefore breaking any of the two links will create disruption.

We now describe how to calculate the path similarity of each AS to the set of all Tier-1 ASes

to evaluate the robustness of the connectivity and to identify critical links. We first transform this

problem into a max-flow-min-cut problem [66]. We solve the minimum-cut problem by using an

approach based on the “push-relabel” method [66] and then present our analysis for scenarios with

the BGP policy imposed and also those without policy restrictions. Moreover, we study the impact

of failures of commonly-shared links which tend to be critical for the network.

Since our focus is on finding cases of nonzero path similarity, we transform the problem into a

max-flow-min-cut problem by assigning a capacity of 1 for every link in the graph. The solution

identifies the maximum flow that can be transferred between a sources and a sinkt. Because each

link has a capacity of 1, once we have a solution with a maximumflow value of 1, there has to be

at least one link shared by all paths betweens andt.

In our analysis, we have one source and multiple sinks. The source can be any non-Tier-1

AS while the multiple sinks are the Tier-1 ASes. We create a supersinkt and add a directed link

from each Tier-1 AS tot with a capacity value of∞. We perform the analysis for both conditions

of BGP policy constrained path selection and no policy restrictions. For the latter, we transform

our topology into an undirected graph. For the former, sincewe consider the uphill paths of each

non-Tier-1 AS to Tier-1 ASes, which do not contain any peer-peer links, we remove all peer-

to-peer links from the topology, while keeping each customer-to-provider link as a directed link

pointing from the customer to the provider, and making each sibling link undirected. All links in

the converted graph have capacity value of 1 except for the links to the supersink.

Under no policy restrictions, 703 (15.9%) out of 4418 non-Tier-1 ASes have a min-cut value of

one and can thus be disconnected from the network by removingonly one of the commonly-shared

links. This implies thatdespite apparent physical redundancy, a fairly large number of networks

on the Internet are vulnerable to significant reachability disruption caused by a single access link

failure even without policy restrictions.
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functionfind path(src, dst, last, link set)
# if returns TRUE, paths exist betweensrc anddst;
# link set is the set of links shared by these paths

if (src = dst)
ret = TRUE;link set = {(last, dst)}

else
S = {all links}; ret = FALSE; # initialize S and ret
foreachx ∈ {src’s providers or siblings}

if (find path(x, dst, src, Sx) = TRUE)
S = S ∩ Sx; ret = TRUE;

link set = S ∪ {(last, src)};
return ret;

Figure 3.4: Algorithm to locate shared links among all pathsfrom src to dst.

# of shared links 0 1 2 3 4

percentage 78.3 18.3 3.1 0.3 0.02

Table 3.10: Number of commonly-shared links.

# of nodes 1 2 3 4 5 > 5

percentage 92.7 4.5 1.6 0.1 0.3 0.7

Table 3.11: Number of ASes sharing the same critical link.

Under BGP policy restrictions, 958 (21.7%) of 4418 ASes havea min-cut value of 1, and

about 255 (6%) of the ASes are susceptible to single link failures even though they have physical

connectivity. This indicatesBGP policies severely limit network reachability under failures, and

relaxing policies can help alleviate the failure impact.

Recall that stub ASes excluded from our topology graph tend to have even more limited con-

nectivity due to being single-homed. In our graph, we exclude 21226 stub ASes, 7363 (34.7%) of

which have only one provider and are thus subject to a single access link failure. Considering the

stub ASes, at least 8321 (32.4%) of the ASes are vulnerable tosingle access link failure.

The default s-t max-flow-min-cut solution only generates one possible cut. We develop a recur-

sive algorithm for finding the set of all commonly-shared links among all possible paths between

a given non-Tier-1 AS and the set of Tier-1 ASes, shown in Figure 3.4. By remembering partial

results, the running time complexity of this algorithm isO(|V | + |E|).
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Table 3.10 shows the percentage of the number of shared linksfrom any non-Tier-1 AS to all

Tier-1 ASes. Most of the ASes that share link(s) have only 1 common link while few nodes share

as many as 4 links to reach Tier-1 ASes. This implies thatthe attack of a randomly selected link is

unlikely to significantly disable the targeted AS’s connectivity from other networks.We also collect

the statistics on the links that are commonly shared by any ofthese ASes.

Table 3.11 presents statistics on the number of AS nodes thatshare the same critical link.

Removing each of these links disrupts the connectivity of all of the ASes that share the link. More

than 90% of the links are shared by only one AS while few links are shared by more than 10 ASes

to reach the set of Tier-1 ASes. This indicatesa single logical failure has a limited scale of impact

as ASes rarely share a common critical access link.

To capture the impact of removing shared links, we study failure scenarios in which any of

the 20 most shared links is disabled. We estimate the impact by using previously defined metrics.

Upon failure, the affected AS(es) can no longer reach the Tier-1 ASes and their reachability to other

networks solely relies on their alternate lower-tier connectivities. We use the relative reachability

impactRrlt
l for failed link l as our metric,

Rrlt
l =

# of disconnected pairs

1/2 × Sl × (S − Sl)
, (3.3)

in whichSl andS indicate the number of ASes that share the failed linkl and the total number of

ASes in the graph, respectively. For the 20 scenarios analyzed, our results show that the average

value ofRrlt is 73.0% with standard deviation of 17.1%.Failures of shared access links disrupt

most of the reachability for ASes that share the removed links. In the few cases when reachability

is not impacted, the corresponding pairs of ASes use low tierlinks similar to depeering to route

around the failed link.

For the traffic impact, the maximum increaseT abs among the 20 failures is 53179, accounting

for 50.3% of the total traffic shift,i.e.,T pct.

A. Effects of Missing Links

Similar to the depeering analysis, we evaluate how the addition of new links learned from

graph UCR affects our conclusions. With added links, our results show that 678 (15.3%) of the
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# of perturbed links 0 2k 4k 6k 8k

# of ASes with min-cut 1 958 928.6 901.3 873.5 848.9

Table 3.12: Perturbing relationships: improved resilience.

ASes have min-cut value of 1 under no policy restriction showing an increase of 25 (0.6%) ASes

no longer sharing common links. Under policy restrictions,however, 956 (21.6%) of the ASes

have min-cut value of 1,i.e.,, only 2 (0.05%) additional ASes becomes insusceptible to single link

failures with additional links. For the failures of the same20 shared links, the average ofRrlt is

68.7% with standard deviation of 14.3%.

We can conclude thatalthough the addition of new links increases the physical connectivity of

networks, it only slightly improves the resilience for access link failures as the added links, most of

which are peer-peer links, have a limited access to reach theaffected ASes.

B. Effects of Relationship Perturbation

We next discuss how relationship perturbation affects the min-cut analysis results. Similarly,

we simulate failures on 4 different graphs in which we change2000, 4000, 6000, and 8000 peer-

peer links in the candidate set to customer-provider/provider-customer links. We randomly gener-

ate 5 tests for each scenario. We focus on min-cut analysis under BGP policy restrictions.

Table 3.12 presents the min-cut analysis results for 4 relationship perturbation scenarios.Chang-

ing peer-peer links to customer-provider/provider-customer links improves the overall network re-

silience as the perturbed links provides ASes extra flexibility in choosing paths to other networks.

To summarize, despite the apparent physical redundancy, a surprisingly large number of ASes

are vulnerable to a single access link failure, which we believe is the most common failure in

today’s Internet. Even worse, BGP policies severely further limit the network resilience under

failure: about 35% of the ASes can be disconnected from most of the rest of the network by a

single link failure.

3.4.4 Failure of Heavily-used Links

Shared links to reach Tier-1 ASes can be considered as one type of critical links. We also

analyze the impact of failures of another type – links used bymany networks or heavily-utilized
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Figure 3.5: Link degree vs. link tier.

links based on their topological location.

Figure 3.5 is a scatter plot of the link degree vs. link tier.Link tier is calculated as the average

of tier values of the two ASes of the link. For example, if the link is between a Tier-1 AS and a

Tier-2 AS, the link tier is 1.5.Link degreeD, as defined in Section 3.4.1, is the number of AS pairs

traversing the link. As shown in the figure, the most heavily-used links are within Tier-2. This is

expected as core links carrying significant amount of Internet traffic have high link degrees.

In our simulation, we select 20 most heavily utilized links as failure targets, excluding Tier-1

peer-to-peer links which have been studied in Section 3.4.2. These 20 links either reside in Tier 2

or connect between Tier-1 and Tier-2 ASes and are traversed by 0.9% up to 5.2% of paths between

all AS pairs. In each simulation run, we remove one of these 20links and estimate the failure

impact. In particular, we examine how those AS pairs that used to traverse the broken link fail over

to new paths. Our analysis shows that 18 out of 20 failures do not disrupt reachability between any

AS pairs. In fact, the two cases that impact reachability involve two shared links as evaluated in

Section 3.4.3.

For the 20 failures studied, the maximumT abs is 113,277 with an the average ofT abs 64,234

while the maximumT pct is 77.3% with the average ofT pct 38.0%. These values indicate signifi-

cant, uneven traffic re-distribution that may require traffic engineering to reduce potential conges-

tion.
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3.4.5 Regional Failures

We now present simulation-based analysis of a particular regional failure scenario. We first

describe the method to determine the set of affected ASes andlinks before presenting the analysis

on the failure impact.

Motivated by several real incidents such as the 9/11 attack and the 2003 Northeast blackout, our

regional failure simulates the scenario when all ASes and links traversing New York City (NYC)

are broken. Unlike the previous scenarios that focus on single link failures, regional failures usually

affect multiple links and tend to have larger impact.

We first use NetGeo [67] to approximately identify the set of ASes and links that can be affected

by events in NYC. NetGeo provides a set of geographic locations for each AS. Because our analysis

is based on the AS-level granularity, we select ASes locatedin NYC only and thus ignore partial

AS failure for simplicity. To identify relevant links, we first choose links whose both end points

share a single common location in NYC. In addition, NYC mightalso be critical to links with a

single end point in NYC. For example, we observe that South African ISPs connect to New York

as their main exchange point to the rest of the Internet even though NetGeo indicates they only

reside in South Africa.

To capture such long-haul links connecting NYC to a remote region, we perform traceroute

from PlanetLab hosts located different foreign countries to 35 PlanetLab ASes located near NYC.

If traceroute results exhibit any stops in NYC, we include the corresponding AS links. Due to

limited probing, our analysis may miss some links impacted by the failure. A total of 268 ASes

and 106 links (56 of them are customer-to-provider links; the remaining are peer-to-peer links) are

selected to fail concurrently in our simulation.

Our simulation shows that this example regional failure disrupts the reachability between

38,103 AS pairs, which mainly involve only 12 ASes, which we separate into 2 sets according

to their failure patterns.

Case 1: One AS (located in South Africa) used to have 2 providers and2 peers. The failure

disabled its links to both of its providers, leaving it with only 2 peers to connect to the rest of the

Internet.

Case 2: This set includes 11 ASes located in one of the European countries. Similar to the previous

case, the failure caused breakage of their provider link(s). However, these ASes do not have peers,
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Figure 3.6: An example of AS partition

leaving them isolated from the rest of the Internet due to thefailure.

In both cases, the affected ASes experience the failure of its shared access link(s) as discussed

in Section 3.4.3 as their paths to Tier-1 ASes are disrupted.Regional failures cannot cause Tier-

1 depeering due to their rich geographic diverse peering.Most damage caused by the regional

failures is due to the failure of critical access links.

We also evaluate the potential impact of the failure on traffic caused by traffic shift from paths

that used to traverse the affected region. This imposes extra traffic load on links in other regions.

we foundT abs to be as high as 31,781.

3.4.6 AS Partitions

In this section, we examine scenarios when failures break anAS into two or more isolated parts

and disrupt connectivity among these AS partitions. We firstdescribe our analysis method before

presenting the results.

First, we use an example in Figure 3.6 to illustrate how an AS partition disrupts reachability. AS

A is partitioned into two parts,A.E andA.W . A direct effect is that the communication between

its separate parts is disrupted asA.E andA.W cannot reach each other unless their neighbors

can provide extra connectivity to bypass the failure. (Special configuration,e.g.,tunneling, needs

to be set as the neighbors cannot use the AS number to distinguish the partitions.) As described

previously, the reachability resilience of an AS is indicated by the diversity of its uphill paths to

the Tier-1 ASes. No reachability will be disrupted unless one of its partitions, ASA.E as well

as its single-homed customerE, loses connection to its only provider ASB. As such,the AS
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partition becomes equivalent to the failure of an access link as discussed in Section 3.4.3.Note

that even though ASC in the example can no longer reachA.W , it can still reachA.W through its

provider(s).

In our analysis, we simulate a special case of AS partition inwhich a Tier-1 AS is separated

into two parts. Due to the lack of detailed AS specific geographical information such as peering

location, it is very challenging to model a network partition accurately. Since a Tier-1 AS spans

over most of the country, we simulate the partition by breaking the AS into 2 parts: east region and

west region. Based on its geographical presence from NetGeodata, we classify each neighboring

AS of the target Tier-1 AS into 3 types: “east neighbor”, ”west neighbor” and “other neighbor”

which resides in both regions. The failure only affects eastor west neighbors. The Tier-1 AS in

our simulation contains 617 AS neighbors, 62 of which in the east and 234 in the west.

In the simulation, we transform the old Tier-1 AS into two pseudo ASes. The east/west neigh-

bors connects to only one of these new ASes while the rest of the neighbors have links to both

ASes. Because Tier-1 ASes peer at many locations, the partition does not break any of the peering

links. Failure only affects the communication between the single-homed ASes in the east and those

in the west. To estimate the reachability impact, we chooseRrlt as the metric andSi andSj are

the number of single-homed customers in east and west, respectively. Our results show that the

partition disrupts 118 pairs of ASes withRrlt 87.4%.

3.5 Related Work

Several previous work [68, 69] on understanding the resilience of the Internet to faults are

based on a simplified topology graph without policy restrictions and thus may draw incomplete

conclusions. They also do not provide suggestions on improving failure resilience. We build on

previous work [70] on analyzing how location of link failures affect the Internet and extend it

to realistic topologies with routing policies as well as more general failure models. Our work

also makes contribution in developing more accurate Internet routing models by focusing on the

structure of the network. We take a different approach from recent work [71] by modeling routing

decisions based on policies while accommodating multiple paths chosen by a single AS. Unlike

previous studies focusing on obtaining complete AS topologies [47, 46], our focus is understanding
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how the topological structural properties affect routing resilience to failures.

In the area of understanding network resilience, a common method for analyzing network re-

silience is to compute the number of node or link disjoint paths between any pair of ASes,i.e.,

path diversity of the Internet. Teixeiraet al. [72] studied the path diversity problem both inside an

AS (Sprint network) and across multiple ASes based on the CAIDA topology. In comparison, we

present a more systematic evaluation of the resilience problem based on more complete and accu-

rate topology data. Previous study by Erlebachet al. [73] also proposed using the min-cut analysis

to compute the maximum disjoint paths between a pair of ASes,which is shown to be NP-hard.

Instead of developing approximation algorithm, our analysis simplifies the path diversity problem

by precisely locating critical links between an AS and the set of Tier-1 ASes. Our technique is

shown to be efficient and capable of identifying weakness in the Internet.

3.6 Concluding Remarks

In this chapter, we have presented a comprehensive framework to analyze the resilience of In-

ternet routing to common types of failures captured by our failure model which is developed based

on empirical analysis. Our efficient simulation tool enables us to study how network topologies

and routing policies influence network failure resilience measured using basic metrics of network

reachability and traffic impact.

We summarize our main results of analyzing routing resilience to failures. (i) Tier-1 depeering,

despite its infrequent occurrence, disrupts most of the reachability, i.e., 94%, between the single-

homed customer ASes of the affected Tier-1 ASes. (ii) Most ofthe reachability damage in today’s

Internet is caused by failures of thecritical access links, which are traversed by all possible paths

from the affected AS(es) to the rest of the Internet. We foundout that 32% of the ASes are

vulnerable to this type of the failure, most of which we believe is due to the nature of single-

homing. Today’s Internet might not be as resilient as we thought. (iii) BGP policy limits the

ASes’ option in selecting paths to reach other ASes, an additional 255 (6%) non-stub ASes can

be disrupted by a single link failure even though the physical connectivity might be available to

bypass the failure. (iv) Traffic is not evenly re-distributed during the failure and results indicate

that more than 80% of the traffic over the failed link can be shifted to another link. (v) Adding extra
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links into the graph and perturbing relationship on certainlinks slightly improves the resilience of

the network. The fundamental conclusion drawn above, nevertheless, stays the same.

Given our simulation-based failure analysis, we make the following observations to help en-

hance routing resilience: (i) We need extra resources (e.g., multi-homing) to be deployed around

the weak points of the network. Approaches like sharing resources among neighboring ASes [74]

can also be used. (ii) Based on the observation that policy further restricts path selection, other

techniques to better utilize physical resources can also improve the resilience during failures,e.g.,

selectively relaxing BGP policy restrictions. (iii) From our earthquake study, we learn that for some

cases, even though reachability might not be affected, the performance will be severely degraded.

(iv) Regional failures such as 911 has more global impact dueto long-haul links connecting to

remote regions.

To our best knowledge, this is the first detailed study of the impact of significant but realistic

failures on the Internet, using both reachability and increase in traffic paths along links which

reflect the impact on application performance. Our study reveals the vulnerability of the Internet

routing through detailed data analysis of existing well-known failure events to provide insights into

the derivation of solutions. The critical links identified by our simulation analysis tool can benefit

the design of both short-term mitigation responses as well as other long-term improvements.
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CHAPTER 4

Improving Internet Routing Resilience Using Dynamic
Negotiation

In the previous chapter, we propose a framework that systematically analyzes how the cur-

rent Internet routing system reacts to various types of large-scale failures. We demonstrate how

restrictions imposed by routing policies can prevent network reachability under various failures,

thus disallowing routing to fully take advantage of the underlying network physical redundancy.

In this chapter, we improve the robustness of the Internet interdomain routing by allowing ASes

to relax the policy restrictions when needed so that their surrounding physical redundancy can be

exploited.

4.1 Introduction

On average, routing on today’s Internet works reasonably well, maintaining reachability for

most networks and achieving good performance across most network paths. However, from our

study on the Internet’s resilience to failures in Chapter 3,certain network components are vulner-

able to two types of failures which can be caused by realisticevents, such as the 911 terrorists

attack [19], the Northeast blackout [20], the recent Taiwanearthquake [21], and the Middle East

undersea cable cut [75]. The core of today’s Internet consists of a group of large ISPs known as

Tier-1 ASes.Tier-1 depeering, in which the mutual transit service between a pair of Tier-1ASes

is terminated, handicaps the Internet [61] as the large number of single-homed customer ASes of

the affected Tier-1s can no longer communicate with each other. We also found that certain ASes

have to traverse a common set of links to reach the rest of the Internet. The failure of thesecritical
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links disconnects the corresponding AS(es) completely from the Internet. Surprisingly, however,

we found sufficient redundancy of physical connectivity in the proximity of the failed components,

which can be utilized for service restoration if the interdomain policy is not enforced.

Recently, various techniques have been proposed to improvethe Internet’s resilience to fail-

ures by either enhancing the availability of routing information or expediting routing convergence.

Route deflection [76] and BGP splicing [77] allow packets to be forwarded over other than just the

shortest paths. MIRO [78] proposes ASes to negotiate on the set of routes to be exchanged so that

each AS may acquire information on extra routes to circumvent failed ASes. In R-BGP [79], each

AS precomputes a backup path for each destination and the routing convergence after a failure will

not affect the delivery of packets. Unfortunately, most of these techniques assume whatever path

taken satisfies the current interdomain policy, making themunable to handle the above-described

situation in which no policy-compliant path can be found. Inthis chapter, we propose a new mech-

anism calledDynamic Routing Negotiation(DRN) that can overcome currently prevalent policy

restrictions to significantly enhance the Internet routingresilience and better utilize the redundant

connectivity in network topology. In DRN, when an AS can no longer reach certain destinations af-

ter a failure, it negotiates with its neighbor ASes to temporarily relax the normal policy restrictions

so that more paths may be identified and utilized to circumvent the failure. Our in-depth simula-

tion on realistic Internet topologies has shown that, by relaxing interdomain polices between peers

alone, DRN recovers 100% of service disruptions caused by Tier-1 depeering and 63% of those

caused by critical link failures.

The chapter is organized as follows. Section 4.2 provides a brief background of BGP and

a summary of our early related study and presents an empirical study that motivates this work.

Section 4.3 details the DRN mechanism, and discusses some design parameters that are important

to the DRN’s performance. Section 4.4 evaluates the performance of DRN via extensive simulation

on realistic Internet topologies. Section 4.5 discusses the related work, and the chapter concludes

with Section 4.6.
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4.2 Background and Motivation

This section first provides a brief background of interdomain routing and a summary of pre-

vious work on the structural weaknesses of the Internet in the face of failures of network routers

and links. Next, it presents an empirical study of the Taiwanearthquake and the motivation for

our proposed DRN. To put DRN in perspective, we provide a taxonomy of the recently-proposed

techniques for improving the Internet’s resilience to failures.

4.2.1 BGP and Achilles Heel of the Internet

The Internet consists of thousands of ASes operated by many different administrative entities,

such as Internet Service Providers (ISPs), companies and universities. Interdomain routing in the

Internet is coordinated by the Border Gateway Protocol (BGP) [80]. ASes use BGP to exchange

reachability information—i.e., the list of ASes along the path to the destination—with each other

to provide global connectivity. One distinct feature of theinterdomain routing protocol is that,

when multiple paths to a destination are available, ASes usea combination of local policy, AS-

path length, as well as other local constraints to select thebest path. The commercial contractual

relationship with an adjacent AS is one of the most importantfactors for a local policy. Typical

inter-AS relationships includecustomer-provider, peer-peer, andsibling. In the first type of rela-

tionship, a customer pays its provider for connectivity to and from the rest of the Internet. In the

peer-peer relationship, ASes benefit from direct access to each of their respective customers free

of charge, while sibling allows friendly or related ASes to provide connectivity to the rest of the

Internet for each other.

Under the interdomain routing policy, physical connectivity does not imply reachability be-

cause the policy imposes restrictions on the selection of routing paths. For example, the customer

does not transit traffic between two of its providers. Peers transit traffic only for their respective

customers, but not their providers or other peers. In summary, an ASselectivelyprovides tran-

sit service for its neighboring ASes and AS paths in the Internet often exhibit the “valley-free”

property [51].

In Chapter 3, we developed a methodology to identify the interdomain structural weaknesses

of the Internet. Our major findings are summarized as follows.
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Figure 4.1: Top route is inefficient but can be improved by composing two bottom routes.

• Tier-1 depeering, often due to administrative reasons, disrupts 94% of connections between

single-homed customer ASes of the affected Tier-1 ASes.

• Certain customer-provider links arecritical to ASes that must traverse to reach the rest of

the Internet. 32% of the ASes are found to have at least one critical link. Failures of these

links, more prevalent than Tier-1 depeering, disrupt each affected AS’s connections to more

than 70% of the rest of ASes.

• The interdomain policy restricts the connectivity. 6% (hundreds) of ASes that are vulnerable

to a critical link failure, in fact, have sufficient physicalredundancy nearby to circumvent

the failure if the imposed policy can be relaxed.

4.2.2 Case Study: Taiwan Earthquake

In today’s Internet, failures occur quite frequently and sometimes with catastrophic conse-

quences,e.g.,outages lasting for days. Typical events that causes failures include accidental cable

cuts [75, 17, 18], hardware malfunction, power outage [20],natural disaster [21], human (e.g.,

misconfiguration [41], maintenance or policy changes [61]), or even terrorist attacks [19]. Unfor-

tunately, forecasting and statistically characterizing the occurrence of failures is too challenging to

be accounted for in network design.

In Section 3.3.1, we did a case study on the Taiwan Earthquakein 2006. One of the key

discoveries from the study is shown in Figure 4.1. We found that from the PlanetLab node in Japan
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Figure 4.2: Taxonomy of techniques to improve resilience

to a Chinese commercial network, the path goes through the US, taking a long time to travel over

an excessive physical distance. However, two networks in South Korea have direct connections to

both Japan and Chinese networks. Hence, if the networks in Korea can provide temporary transit

services for both China and Japan, we obtain an overlay path through Korea with a much shorter

physical distance.

Bridging regional ISPs, despite possible violation of interdomain policies, can not only enhance

the performance but also provide more resilience to failures. For example, regional ISPA andB

establish a peer-peer relationship to benefit traffic between their customers. Meanwhile,A andB

subscribe to different upstream providers. Suppose a failure disables the link betweenA and its

only provider,A suffers outage until the link is repaired. Alternatively,A could askB to provide a

temporary transit service forA’s traffic not only toB’s customers butB’s peers and providers (i.e.,

all of the ASesB can access). Although emergency transit service might induce overhead (e.g.,

B asksA for financial compensation), it would be a better choice for victims of recent oceanic

undersea cable incidents [21, 75, 17, 18] than suffering from outages for days or even weeks.

4.2.3 Taxonomy of Techniques to Improve Routing Resilience

Traditional Internet routing protocols,e.g., OSPF, BGP [80], dynamically react to network

component failures by exchanging routing update messages to locate new viable paths. Until the

routing convergence is completed, however, the network might undergo delays or even packet

losses. Various techniques have been proposed to enhance the network resilience, each of which

more or less tackles the problem from one of the following twoangles.
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• Availability : In today’s Internet routing, packets are sent in only one direction,i.e., to the

next hop computed based on the shortest-path routing algorithm. Any fault along the path

disrupts the flow of the packets. Techniques in this categorypropose ways to allow packets

to be sent in multiple directions so that traffic flows cannot be easily broken up by a single

fault. That is, each forwarding unit has high path availability.

• Re-routing: A disrupted traffic flow has to be re-routed via a new path to circumvent the

failure. Techniques in this category aim to address how to expedite the computation of the

new route or how to re-route without disrupting original traffic flows.

Figure 4.2 illustrates the taxonomy of the techniques that improve resilience in the traditional

IP layer. Based on the applicable context, we first classify them into three categories:intrado-

main, interdomain, andoverlay. We further distinguish intradomain and interdomain techniques

by examining whether they provide high path availability orfast and undisruptive re-routing.

• Intradomain : In route deflection [76], routers forward packets to neighbors beyond the

only next hop on the shortest path. BGP splicing [77] proposes to install multiple routes

into the forwarding table at the ingress and egress routers to exploit the diversity of in-

tradomain paths as well as interdomain peerings. On the other hand, FCP (Failure-Carrying

Packets) [81] allows packets to automatically discover a working path without invoking the

routing convergence. In FIR (Failure Insensitive Routing)[82], routers prepare for failures

using interface-specific forwarding and trigger fast localrerouting using a data structure

called “backwarding” table in the face of failures.

• Interdomain : BGP splicing described earlier also provides interdomainpath diversity by

allowing egress to choose multiple peering neighbors. In MIRO [78], each AS is allowed to

negotiate with other ASes on the set of routes exchanged to attain more flexibility in path

selection. MIRO can potentially provide ASes with high pathavailability to improve the

network resilience. To achieve fast re-routing, R-BGP [79]precomputes a backup path for

each prefix that is most disjoint from the primary path to eliminate the routing convergence.

REIN [83] is proposed to allow neighbor ASes to arrange special interdomain paths to handle

partitions inside one of the ASes.

74



D

A B

C

E

"invalid"

peer−to−peer

customer−to−provider

Figure 4.3: Example of BGP policy

• Overlay: RON [84] constructs a separate network among the set of overlay nodes on top

of the underlying Internet infrastructure. By constantly maintaining the up-to-date overlay

structure, the overlay routing is shown to provide abundantpath diversity and resilience to

failures in the underlying network.

In all of the techniques described above except MIRO and the overlay routing, routes that by-

pass the failed network components are subject to the current interdomain policy. Thus, they fail to

tackle situations in which the policy restricts the selection of re-routing paths despite the existence

of abundant physical redundancy. In this work, we would liketo fill this void by developing a

technique which can specifically address situations that other techniques cannot deal with. Our

proposed approach can coexist with, and be complementary to, other existing approaches.

4.3 Dynamic Routing Negotiation

The dominant interdomain routing policy on today’s Internet imposes “valley-free” restric-

tions: valid AS paths start with a sequence of consecutive customer-provider links, followed by

zero or one peer-peer link, ending with a sequence of consecutive provider-customer links. Any

subsequence of this path is also valid. Figure 4.3 illustrates an example of the effect of this re-

striction. A, B, andC have peer-peer links amongst them, whileD andE connect through a

customer-provider link to reachA andB, respectively. NodeD uses path[D A B E] to reach node

E, traversing a customer-provider link, followed by a peer-peer link, and reaching the destination

through a provider-customer link. If the link betweenA andB breaks,D is disconnected fromE,

asD cannot use the path[D A C B E] due to policy restrictions.
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Figure 4.4: Achieving reachability by relaxing BGP policies

Policies are usually in place to enforce commercial relationships and also reflect the allocation

of network resources to satisfy common traffic demands. We argue that Internet routing should be

moreadaptivewith built-in mechanisms to dynamically relax routing policies for handling short-

lived transit requests, particularly to neutralize the impact of severe failures, such as the recent

Taiwan earthquake [21] or the 911 terrorist attacks event [19].

In what follows, we present a mechanism, calledDynamic Routing Negotiation(DRN), under

which ASes are allowed to negotiate whether or not the original interdomain policy can be violated

to provide more flexibility in selecting paths and utilize the redundant physical connectivity in

the vicinity of a failed component. In Figure 4.3, ifC relaxes its policy and providesA with

a temporary transit service (i.e., the link betweenA andC becomes equivalent to a customer-

provider link), thenD can reachE via path[D A C B E]. Next we detail the proposed mechanism

and highlight key design features of DRN. We show that a routing policy can be easily relaxed by

adjusting routing configurations on-the-fly without inducing much overhead.

4.3.1 The Proposed Approach, DRN

We use a simple example to illustrate the failure-recovery procedure by which policy-relaxed

paths are identified through negotiations between neighboring ASes. In Figure 4.4, suppose a

failure on the path betweenZ andC disrupts theonly path fromX to D. To verify whether
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or not the failure causes anypersistentreachability problem,X first waits for a few minutes,

the amount of time a typical interdomain routing convergence requires [59]. In this example,X

eventually finds out that no viable path is available to bypass the failure, and therefore must seek

alternative solutions. In DRN,X initiates contact with its neighboring ASes to see if any of them

would and could provide reachability toD. Based on the relationship,X has three options: it

can seek help from one of its providers, peers or customers. Obviously, all ofX ’s providers (e.g.,

Z) cannot reachD; otherwise,X could still reachD. Between the remaining two options, we

argue thatX prefers peers to customers because (1) peer-peer links usually have more bandwidth

than provider-customer links; (2) peers are equipped with more internal resources than customers

to accommodate the new traffic flow. In Section 4.4, we comparethe performance enhancement

between the negotiation with only peers and that with both peers and customers. For ease of

exposition, we assume negotiation with peers in the rest of discussion.

So,X checks neighbors (e.g.,Y ) that it has a peering relationship with.X first sends a request

to neighborY , asking if it can forwardX ’s traffic to D. SupposeY has a valid path to reachD,

then it has to go through eitherY ’s peer viapath (1)in the figure, orY ’s provider viapath (2). If Y

has sufficient resource to relayX ’s traffic toD, then it will reply toX with the possible financial

cost incurred by this special service arrangement. IfX agrees to the terms inY ’s reply, Y will

sendX its best route toD upon completion of the negotiation.X can propagate this information

further on the newly-learned route to its customers,e.g.,A andB. In this case,X andY no longer

follow the restrictions imposed by their normal peering agreements, and the new path[X Y W D]

(supposepath (1)is taken byY as its best path toD) is not “valley-free.” In such a case,Y instead

acts as a partial transit provider ofX for it to reach destinationD.

In DRN, each AS has its own process of speaking to its neighbors, which is independent of

other ASes’ actions. If the AS is unsuccessful in locating a new path after negotiations with its

neighbors, it still could learn viable paths from its providers. In Figure 4.4,B re-connects toD via

X ’s negotiated path.

4.3.2 Extending Negotiation beyond Immediate Neighbors

In the above example, an AS simply initiates a route negotiation with its immediate peering

ASes or customer ASes. The negotiation can be extended to farther-away ASes than just imme-
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diate neighbors, if they are reachable even after the failure (e.g.,AS U in Figure 4.4). When the

negotiation is extended beyond immediate neighbors, special care needs to be taken for proper

data forwarding. SupposeX choosesU ’s path after a negotiation to reachD. WhenX ’s packet

destined forD arrives atY , it gets dropped because neither path[X Y W D] nor [X Y V D] is valid

(Y still enforces the “valley-free” rule). The packet never reachesU . To avoid the intermediate

ASes’ tampering of the flow of packets, the two negotiating ASes (e.g.,X andU) establish a tun-

nel to deliver the packets along the negotiated path. The initiatorX assigns a local unique tunnel

identifier during the negotiation andU maintains a tunnel id table in which each entry is associated

with a tuple<AS, tunnel id> to uniquely identify the tunnel.X then directs all packets destined

for D into the tunnel which are then extracted byU . After removing the header associated with

the tunnel,U forwards the packets in a usual way until they reachD.

The AS initiating a negotiation often may have other requirements than just reachability. For

example, the negotiated path must have sufficient bandwidth, or the cost must be within some

acceptable limit. Extending the negotiation beyond immediate neighbors provides the AS more

valid paths, one of which can then be selected to meet the AS’sother requirements.

In summary, DRN slightly changes the policy imposed on the ASpath, allowing the routing

system to better utilize the inherent physical redundancy to enhance network resilience to failures.

Most of policy restrictions are still retained in the selected AS path: the path between the requesting

AS and the responding AS and that between the responding AS and the destination are both valid

policy-restricted paths.

4.3.3 Advertising Negotiated BGP Routes

Next we discuss the advertisement of the negotiated BGP routes. In Figure 4.4, onceX com-

pletes the negotiation withY for destinationD, Y sendsX its best route toD. X then propagates

the route further to its customers (e.g.,B) as if the route were learned fromX ’s provider. Note

that the basic route advertisement is uni-directional:Y does not advertiseX to its non-customer

neighboring ASes. So,Y only relaysX ’s traffic toD. In this example, ifY propagates the route to

X as if X were one of its customers,Y might attract traffic toX that used to traverse other paths

(e.g.,via Z) and the amount of increased incoming traffic toX via Y is difficult to predict. In our

basic mechanism, to reachX, D has to initiate its own negotiation process to locate an alternative
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path.

Techniques that attempt to control the flow of incoming traffic include AS-path prepending,

selective prefix announcement, advertisement of more specific prefixes, and use of BGP commu-

nities. The control in the first three schemes are often coarse-grained. We discuss how to use BGP

communities to set up a special arrangement so that only inbound traffic fromD pass throughY

in case bi-directional traffic control is necessary. To ensure that onlyX ’s inbound traffic fromD

traversesY , Y advertisesX ’s route in a way that onlyD learns of it. To achieve that,Y associated

X ’s route with a BGP community BGPNEGOTIATE with D as the community value.Y only

exchanges this route information with the next-hop AS toward D, sayW . OnceW recognizes

that the route carries BGPNEGOTIATE community withD, W decides that this route can be

exchanged with only the next-hop AS that it uses to reachD. The process continues until the route

advertisement reachesD. This way, only the bi-directional traffic flows betweenX andD are

permitted viaY . The drawback of using a BGP community is that it requires thecooperation of all

ASes along the path.

We briefly discuss the address granularity at which the dynamic negotiation is performed. In

Figure 4.4, each negotiation is done on a per-destination-prefix basis. Considering the large number

of prefixes in the Internet, the negotiation process could incur significant overhead. To address this

issue, each negotiation instead deals with multiple destination prefixes. For example, prefixes with

the same AS origin certainly can be treated together. BGP atoms [85], which is defined as a set

of prefixes that share the same AS path seen by BGP neighbors, can be used to further reduce the

number of negotiation instances.

4.3.4 Route Convergence

Due to the expressiveness of the routing policy and the ASes’freedom in specifying their own

policies, interdomain routing does not always converge. Fortunately, previous work by Gaoet

al. [86] has shown that the routing converges if ASes select and export routes based on conven-

tional business relationships. Because DRN relaxes certain policy restrictions and the selected

AS path no longer follows a business relationship, it could lead to routing divergence. Although

route oscillations always can be dynamically detected and resolved by utilizing techniques pro-

posed by [87], we discuss below how DRN imposes certain rulesto inherently ensures the route
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convergence.

In DRN, a failure triggers a number of independent routing negotiations initiated by ASes that

lost reachability to a given destination. For any given AS, it could have the following three types of

routes: traditional policy-restricted route, its own negotiated policy-relaxed route, and negotiated

routes learned from its provider ASes. We impose several rules in route selection.

• Rule 1: A conventional policy-restricted route is always preferred to the policy-relaxed route

obtained via dynamic route negotiation.

• Rule 2: A policy-relaxed route is propagatedonly to customer ASes, as described in Sec-

tion 4.3.3.

• Rule 3: Among policy-relaxed routes, different types of preference rules can been adopted.

For example, the AS can choose as the best route the one with minimum AS hops, or the

AS can choose the best route based on where each negotiated route is learned from. In case

the AS always prefers routes from a specific provider AS, it can choose the negotiated route

learned from that provider AS. As we will show later, the decision among policy-relaxed

routes does not affect the routing convergence.

Next, we prove that under DRN, the routing still converges. Griffin et al. [4] showed that any

route divergence or oscillation can be characterized by adispute wheelin the network. In DRN,

Rule 1 dictates that dynamically negotiated routes do not interfere with the traditional interdomain

route propagation. Thus, we prove below that the propagation of the policy-relaxed routes does

not lead to route divergence. By using proof-by-contradiction, we begin with an assumption that

a dispute wheel exists. For a given destinationd, nodesp0, p1, . . . , pn−1 are pivot nodes on the

wheel. According to the definition of a dispute wheel in [4], for each pivotpi, there exists a rim

path to the next pivotp(i+1) mod n. As dictated by Rule 2, the negotiated route is only propagated

from the provider AS to the customer AS. So,pi has to bepi+1’s customer. Now, the wheel

can be translated into an AS relationship loop. Such a relationship loop does not exist in the

Internet; otherwise, coupled with the common practice of preferring customers’ routes over peers’

and providers’ routes, the relationship loop essentially becomes a routing loop. Therefore, by

contradiction, no dispute wheel exists and the routing still converges under DRN. Note that, Rule 2

80



10
0

10
1

10
2

10
3

10

20

30

40

50

60

70

80

90

100

degree

C
D

F

neighbor
provider
peer
customer

Figure 4.5: CDF of AS degree based on relationships

essentially ensures the route convergence and the preference rule among negotiated paths in Rule

3 does not interfere with the convergence problem.

4.3.5 Negotiation with Multiple Neighbors

In DRN, the AS initiating the negotiation prioritizes its neighboring ASes based on how far

away they are from it. Requests are first sent to its immediateneighbors, then to neighbors two AS

hops away, . . . , until all of the neighbors are contacted. In particular, among immediate neighbors,

peers are preferred over customers. Not every negotiation is guaranteed to succeed because (1) the

neighboring AS might have been affected by the same failure and lost reachability to the destination

as well; (2) the neighbor AS might not have sufficient resources to accommodate the request. In

practice, when an AS decides to initiate the search for a non-policy-compliant path to a destination,

it often sends out negotiation requests to more than one of its neighbors simultaneously. Each

negotiation, however, induces computation and communication overheads. Messages have to be

exchanged and necessary computation needs to be done to decide whether non-policy-compliant

paths can be established. Thus, each AS has to determine an optimal number of concurrent requests

that trades off computation and communication overheads for increased likelihood of a successful

negotiation.

Figure 4.5 presents the CDF of the AS degree (i.e., the number of immediate neighbors) in

a realistic Internet topology constructed based on BGP datacollected from at RouteViews [38]
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and RIPE [43]. In our analysis, we choose 20 as the maximum number of neighbors that are

negotiated simultaneously in a negotiation round. As shownin the figure, over 95% of the ASes

have degree no more than 20. Thus, most of the ASes need only one negotiation round to contact

all of their immediate neighbors. If the previous round doesnot result in the location of a non-

policy-compliant path, a new round is invoked as the AS sendsrequests to the next 20 preferred

neighbors. The process continues until one neighbor agreesto accommodate the request or all of

the neighbors are contacted.

4.3.6 Neighbor Selection for Negotiation

As described earlier, the AS sends requests to its neighboring ASes for negotiation in the order

that is based on its distance to them. Among neighbors with equal distance away, the AS randomly

chooses the order of requests. Such selection based on distance and randomness is simple and

easy to implement, however, it has drawbacks. For example, adjacent neighbors are likely to be

impacted by the same failure. Sending requests to them thus yields no solution.

We propose a scheme to selectively choose neighbors that areunlikely to be affected by the

same failure so as to perform a more efficient negotiation process. To achieve this, the AS first

needs to obtain the approximate knowledge of the failure location so that it can determine more

accurately if a neighbor still retains its reachability to the same destination. In our scheme, the AS

constructs an AS-level topology graph based on BGP data in its own routing table or collected from

public data repositories, such as RouteViews and RIPE. Second, by analyzing path changes for a

set of destination prefixes, the AS can roughly identify the failure location (or where the routing

change took place), which is similar to a BGP root-cause analysis [11].

Figure 4.6 presents a simple version of the root-cause analysis to estimate the possible faulty

links or ASes. For each path change, the failed link has to be in the old path but not in the new path.

If there is no path change, the failed link must not be in the path. Next, the AS uses the updated

topology map with the set of links suspected to have failed removed in order to compute which

of its neighbors still has paths to the destination. Figure 4.7 illustrates the complete procedure to

select neighbors for negotiation based on the likelihood ofcircumventing the failure.

82



functionlocate failure (f )
# f is a failure, it returnsS, the suspect set of failed links.
S = {};
foreach prefixp

if p’s route changes fromRo to Rn

# we consider failures, soRo is better thanRn;
candidatesetRc = Ro − Rn;
S = S ∪ Rc;

elseifp’s route does not change
S = S ∩ Ro;

return S;

Figure 4.6: Pseudo-code to locate failures

functionselectneighbor (G, f , D)
# G is the topology graph,f is a failure;D is the destination
# it returnsN , the set of neighbors for negotiation

N = {}; S = locate failure (f );
G′ = G − S; # remove failed link fromG;
foreach neighborn

computen’s shortest path toD;
if n is reachable toD
N = N ∪ {n};

return N ;

Figure 4.7: Pseudo-code to select prospective neighbors

4.3.7 Reactive vs. Proactive

So far, we have considered the case in which each negotiationis triggered by failures. The

disadvantage of this reactive approach is a long service disruption before a new path is found. To

expedite the failure recovery, the AS can choose to perform negotiations prior to the occurrence of

a failure. In case a failure occurs, it simply sends a messageto the specific neighbor which already

agrees on relaxing the conventional policy during the proactive negotiation and quickly activates

the link for recovery.

The proactive scheme, however, has its limitations. First,the proactive scheme is performed

prior to the occurrence of failures. For a given AS, to protect its reachability to a certain desti-

nation under any circumstance, the proactive negotiation has to find a non-policy-compliant path
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Figure 4.8: An example when R-BGP fails to recover.

that is completely disjoint from the current path. In contrast, the path obtained from the reactive

scheme only needs to be free of the failed link(s) or AS(es). Obviously, the path selection is more

restrictive in the proactive scheme. In Section 4.4.6, we extensively evaluate the limitation of the

proactive scheme in selecting feasible paths. Second, in proactive scheme, resource might have to

set aside in the neighbor to ensure that the path to be activated still can accommodate the negotiated

requirement. In practice, reservation of resources in advance often incurs high financial cost.

4.3.8 Comparison with R-BGP

Recently, Kushmanet al.[79] proposed R-BGP to improve network resilience by precomputing

a backup AS path that is most disjoint from the primary path. If non-policy-compliant paths are

allowed as backup paths, R-BGP is shown to reduce the number of disconnections resulting from

a link failure down to zero. In Figure 4.8 we demonstrate thatour proposed DRN can deal with

certain failures that R-BGP cannot. In R-BGP, the backup path is only advertised from an AS to

its neighbor it uses as the next-hop AS to reach the destination. In the example,A reachesD via

B, andC reachesD through one of its providersF . C does not advertise any backup path toA

becauseC currently does not useA as the next hop toD. So,A cannot learnC ’s path as a potential

backup even if R-BGP is allowed to compute a policy-non-compliant path. If the link betweenA

andB fails, A will experience loss of reachability toD. DRN, however, can deal with this failure

onceA detects loss of reachability toD. This simple example illustrates the key benefit of DRN.
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4.3.9 Practical Considerations

DRN assumes that ISPs are willing to provide temporary transit services to each other to over-

come non-transient failures. Clearly, this requires cooperation and incentives for wide-spread de-

ployment. We leave DRN’s pricing design as future work. Evenlimited deployment can signif-

icantly enhance the resilience of Internet routing, and DRNcan be incrementally deployed. We

argue that some form of cooperation to provide partial transit under emergencies already exist as

described by the REIN protocol [83] addressing a special case of failures, network partitions, but

mostly it is coordinated manually. Our proposed design automates this, improving the efficiency

and effectiveness of the coordination.

Note that negotiated BGP routes will not introduce any prolonged routing convergence as they

are negotiated between pairs of ASes. The newly-negotiatedroutes are only propagated down-

stream to one’s customers. To provide bidirectional transit, route advertisement is restricted along

an existing path without causing any increase of delay in theexisting routing convergence process.

Our design is also scalable with a manageable increase in router state through aggregation at the

BGP atom level.

As discussed in Section 4.3.1, DRN is triggered when the AS discovers that it no longer has a

valid route to the destination for a period of time each routing convergence typically lasts. Some-

times routing convergence takes longer and final stable route might arrive after DRN is activated.

As discussed in Section 4.3.4, the conventional policy-compliant route is always preferred over the

non-policy-compliant route, thus the AS immediately terminates the DRN and discards any of the

routes learned from DRN.

4.4 Evaluation

In this section, we evaluate DRN via extensive simulation onrealistic Internet topologies. First,

we present the simulation setup and describe the types of failure scenarios as well as the metrics

we use in evaluation. Then, we discuss the simulation results for two major types of failures that

lead to unreachability. We also briefly discuss simultaneous failure of multiple links. Finally, we

evaluate the limitation of performing DRN proactively.
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4.4.1 Simulation Setup

We evaluate the performance of DRN on an AS-level network topology. To construct realistic

Internet topologies, we use two months of BGP data in the formof routing table snapshots as well

as routing updates from RouteViews [38], RIPE [43], public route servers [44] as well as a large

content distribution network from March to April 2007. The measurement data were collected from

vantage points located in a total of 483 different ASes. To reduce the size of the network graph

and speed up our analysis, we prune the graph by eliminatingstubnodes,i.e.,customer ASes that

do not provide transit service to any other AS. These can be easily identified from routing data as

ASes that appear only as the last-hop ASes but never as intermediate ASes in the AS paths. As

a result, we could eliminate 63% of the links and 83% of the nodes. During the analysis on the

enhancement achieved by DRN, we restore such information bytracking at each AS node in the

remaining graph the number of stub customer nodes it connects to, including information regarding

whether they are single-homed or multi-homed to other ISPs.

Next, we label each link in the topology graph with one of three basic AS relationships—

customer-provider, peer-peer, and sibling—to infer valid, policy-conforming AS paths [52]. De-

spite the recent efforts on inferring AS relationships [51,45, 49, 50, 53], constructing a topology

graph that matches exactly the current Internet is impossible due to the lack of knowledge of the

proprietary relationship information. We attempt to create a topology with best accuracy for our

analysis. A recent study [54] shows that the latest Gao’s algorithm [51, 50] and CAIDA algo-

rithm [49] present better accuracy in satisfying the traditional “valley-free” [51] policy rule for

most AS paths. So, we first generate a graph using Gao’s algorithm with a set of 9 well-known

Tier-1 ASes (AS 174, 209, 701, 1239, 2914, 3356, 3549, 3561, 7018) as its initial input. Then, we

compare the computed graph with graph CAIDA from [48]. We take the set of AS relationships

agreed on by both graphs, which we believe are most likely correct, as the new initial input to re-

run Gao’s algorithm to produce the graph for our analysis. Table 4.1 presents the basic statistics of

the constructed topology graph. We admit that the constructed topology does not exactly match the

real Internet. The BGP data collected from a limited number of vantage points cannot locate all of

the links [46]. Besides, the AS relationship, inferred based on heuristics, is not perfect. We address

these issues by adding the low-tier peering links discovered by Heet al. [47] and perturbing the

relationship on a set of ASes to examine the effects on the simulation results. It is found that the
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Property Value

# of AS nodes 4427
# of AS links 26070
# of customer-provider links 14343 (55.0%)
# of peer-peer links 11446 (43.9%)
# of sibling links 281 (1.1%)

Table 4.1: Basic statistics of constructed topology

topology inaccuracy does not alter the fundamental conclusion. Due to the limited space, we only

present the simulation results on the basic topology.

As described in Section 4.3, DRN is intended to improve the Internet routing resilience when

the interdomain policy restricts the selection of paths that could bypass the failures. Thus, our eval-

uation focuses on the failure scenarios in which unreachability is caused by policy restrictions, not

by insufficient physical redundancy. According to our previous study, the interdomain reachability

disruption in today’s Internet is caused by two types of failures:Tier-1 depeeringandfailures of

critical customer-provider links. We present the simulation results for these two types of failures

in Sections 4.4.2 and 4.4.3, respectively.

In each simulation test, we compare the current BGP with variants of DRN based on thescope

of search. Here scope is themaximumAS path length allowed between the pair of ASes in ne-

gotiation. In particular, when scope is one (i.e., affectedASes negotiate with their immediate

neighbors), we consider the following two schemes.

• DRN with peers: When selecting neighbors to bypass a failure, peers are always prioritized

because peering links usually have more bandwidth. Besides, peers usually have similar

network size and comparable internal resources to carry thediverted traffic. In this scheme,

negotiations are only performed between peers.

• DRN with peers and customers: The links to customers are less preferable because of

their limited bandwidth. In practice, however, these access links might be just rate-limited

and physically they can accommodate high-bandwidth requests. In this scheme, negotiation

requests are sent to the peers as well as the customers of the affected AS(es).

In each instance of DRN, an AS, which loses reachability to a destination AS, sends requests
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to a set of ASes, attempting to locate policy-relaxed paths to re-gain the reachability. In the basic

setup, the AS always prefers its immediate neighbors, then neighbors two AS-hops away, ..., until

the search scope is reached. As described in Section 4.3.5, each negotiation process is divided into

rounds, each of which can have a maximum of a predefined threshold number of ASes. In our

simulation, we set this threshold to 20. Also, note that we currently do not consider the bandwidth

requirement during the negotiation due to the lack of link-usage information.

To quantify the performance of DRN, we develop the followingmetrics:

• The percentage of connected AS pairs, denoted byR: In each test, a failure, depending

on its type, disrupts communication between a vastly different number of pairs of ASes. In

order to simplify the comparison between different routingschemes, we use the percentage

of the connected AS pairs over the maximum number of AS pairs that could potentially fail

to quantify the relative damages under different recovery schemes. For example, depeering

between two Tier-1 ASes,A and B, disconnectsA’s single-homed customers fromB’s

single-homed customers. The maximum number of AS pairs thatcould fail can be calculated

by multiplying the number ofA’s single-homed customers by the number ofB’s single-

homed customers.

• The number N of neighbors negotiated: This metric represents the number of neighbors

negotiated to restore the reachability between a pair of ASes. N can be regarded as an

indicator of the overhead induced by DRN. The largerN , the more computation and com-

munication overheads it incurs.

• The percentageV of successful negotiations: Not every AS negotiated has a valid path

to the destination as it too might be affected by the same failure. V can be viewed as an

indicator of the difficulty in locating a valid path via DRN. In practice, the largerV , the

more choices there are for selecting an AS that might also satisfy other requirements like

bandwidth and financial costs.

• The number T of rounds taken before locating a viable path: T can be viewed as an

indicator of the time spent in each negotiation before locating a new path in practice.
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Figure 4.9: Connected AS pairs in Tier-1 depeering

Scheme Navg Vavg(%) Tavg Savg

peers (scope=1) 27.3 (7.7) 100.0 (0.0) 1.0 1.22
peers & customers 224.5 (33.5) 92.3 (1.7) 1.0 1.19

(scope=1)
scope=2 1537.6 (165.1) 97.4 (1.1) 1.0 1.19
scope=3 3178.2 (207.2) 99.0 (0.6) 1.0 1.18
scope=4 3951.3 (243.6) 99.3 (0.3) 1.0 1.18

Table 4.2: Performance of DRN in Tier-1 depeering

• The stretchS: can be calculated by dividing the length of the AS-level path located by DRN

by the length of the old path, indicating the “path inflation”by DRN.

4.4.2 Tier-1 Depeering

Our first analysis evaluates how DRN improves the network resilience under Tier-1 depeering.

Today’s Internet core consists of a group of large ISPs knownasTier-1 ASeswhich are the top

service providers. Their customers reach each other via thepeering links among the Tier-1 ASes,

so these peering links are of utmost importance to maintaining the Internet connectivity. So, Tier-1

depeering could cause severe damage to the Internet. In particular, single-homed customers of the

two affected Tier-1 ASes usually cannot reach each other.

We ran a total of 36 Tier-1 depeering tests in each of which a peering relationship among the 9
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Tier-1 ASes is broken. Figure 4.9 shows the percentageR of connected AS pairs under traditional

BGP, DRN with peers, DRN with both peers and customers, and DRN with scope 2. SupposeCi

andCj are the number of single-homed ASes for Tier-1 ASi and ASj that are depeered.R can

be calculated as

Ri,j =
# of connected AS pairs

1/2 × Ci × Cj

.

Note that for simplicity our network topology used in the analysis does not contain any stub ASes.

By tracking the types of links connecting these stub ASes, wealso calculate the results when the

stub ASes are restored. Under the traditional BGP, single-homed customer ASes of the depeered

Tier-1 ASes have to rely on the low-tier peering to reconnect. As shown in the figure, only about

20% of these AS pairs are able to maintain their communication by low-tier connectivity. DRN

with only peers, however, can restore all of the remaining 80% of the disconnected AS pairs by

allowing certain peer-to-peer link to provide temporary transit service. During the depeering, in

addition to the single-homed customer ASes, the two Tier-1 ASes themselves can no longer reach

each other. Either Tier-1 AS starts the negotiation by sending requests to its peers, which includes

other Tier-1 ASes. Because of the abundant connectivity associated with these Tier-1 ASes, it can

quickly identify a peer AS which can reach the disconnected ASes. The newly-negotiated route

is then further propagated to its customers, thus re-gaining their reachability. In Tier-1 depeering,

negotiation with only peers is sufficient to restore communication between all of the disconnected

AS pairs and negotiation with customers or a larger search scope does not make any improvement.

Table 4.2 presents the results of the other metrics for variants of DRN. The value in a parenthe-

sis is the standard deviation for the corresponding metric.As shown in the table, with the increase

of the scope, each AS is able to request a rapidly-increasingnumber of ASes to establish policy-

relaxed paths. A high value ofVavg indicates that, under depeering, the affected ASes can locate

many feasible recovery paths with DRN. The recovery path canbe identified within 1 round and

does not exhibit any significant path inflation.
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functionfind path(src, dst, last, link set)
# if returns TRUE, paths exist betweensrc anddst;
# link set is the set of links shared by these paths

if (src = dst)
ret = TRUE;link set = {(last, dst)}

else
S = {all links}; ret = FALSE; # initialize S and ret
foreachx ∈ {src’s providers or siblings}

if (find path(x, dst, src, Sx) = TRUE)
S = S ∩ Sx; ret = TRUE;

link set = S ∪ {(last, src)};
return ret;

Figure 4.10: Algorithm to locate shared links among all paths fromsrc to dst.

4.4.3 Failures of Customer-Provider Links

Most AS links are either peer-peer or customer-provider links. For peer-peer links, only Tier-1

depeering, which is evaluated in Section 4.4.2, causes unreachability. Here we evaluate how DRN

performs in the face of customer-provider link failures. First, we describe the methodology for

identifying the set of failures that are of most interest to us. Then, we present the simulation results

for these failures.

DRN aims to improve Internet routing resilience by relaxingpolicy restriction and better uti-

lizing the existing physical redundancy. Therefore, we select only the failure which results in

unreachability without physically partitioning the topology. Given that Tier-1 ISPs are richly con-

nected, the robustness of connectivity of an AS can be captured by the similarity of its paths

reaching the Tier-1 ASes.Path similaritycan be defined as the number of commonly-shared links

among all the paths under consideration. In particular, a nonzero path similarity means that failing

a single link can disrupt reachability. We develop a recursive algorithm for finding the set of all

commonly-shared links among all possible paths between a given non-Tier-1 AS and the set of

Tier-1 ASes, shown in Figure 4.10. By applying the algorithmto the topology, we found that 958

of 4418 non-Tier-1 ASes share common customer-provider link(s) to reach Tier-1 ASes.

Not all of the 958 instances, however, satisfy our requirement because breaking some of the

commonly-shared links might physically partition the graph. To identify the set of ASes that can be

physically disconnected from the network by a link failure,we remove all the relationship labels
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Figure 4.11: Connected AS pairs under failures of critical customer-provider links

on the links and convert the topology graph into an undirected graph. The problem of locating

physically critical link reduces to a max-flow-min-cut problem [66]. 703 out of 4418 non-Tier-1

ASes are found to have a min-cut value of 1 and breaking one of the shared links disconnects the

corresponding AS from the rest of the network. No physical redundancy has been provided for

these ASes. By eliminating 703 ASes from our initial set of 958 ASes, we have 255 ASes that

are susceptible to a single customer-provider link failuredespite the presence of adjacent physical

connectivity.

We identify a total of 255 customer-provider links and in each simulation test, we remove one

of these links and evaluate how different routing schemes react to the failures. Note that each

critical link failure might disconnect a set of ASes from therest of the Internet. The metricRl of

critical link l is calculated as follows.

Rl =
# of connected AS pairs

1/2 × Cl × (C − Cl)

,

whereCl is the number of ASes that must traversel to reach Tier-1 ASes andC the total number

of ASes in the graph. we calculate the results for the cases without stub ASes as well as with stub

ASes. Figure 4.11 illustrates the percentage of connected AS pairs under five different schemes.

Under the traditional BGP, when an AS loses its connection toTier-1 ASes, it loses reachability to

an average of 75% of ASes. It maintains connection to other ASes only via low-tier peering links
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Figure 4.12: Connected AS pairs in two directions

or via low-tier common providers. DRN with peers reconnectsabout 38% of AS pairs, reducing

the percentage of unreachability down to 37%. In contrast toresults in Section 4.4.2, negotiation

with only peers does not guarantee the full recovery from these types of failures. It is due mainly

to the limited connectivity of the affected ASes, for example, some ASes simply do not have peers

at all. If customers are allowed to negotiation, DRN can further reduce the unreachability down to

1.9%, i.e., almost reconnecting all of the disrupted AS pairs. The remaining unreachability can be

restored by increasing the search scope to 3.

As described in Section 4.3, when a pair of ASes lose reachability to each other, either AS

can start its own negotiation process to locate a new path independently. Unlike Tier-1 depeering

in which the failed link is located in the middle of the path between the disconnected AS pairs,

the failed link in case of customer-provider link failures is often“unbalanced”, meaning that the

failed link is much closer to one of the ASes than the other. Toinvestigate the difference in the

performance with regard to the distance to the location of the failures, we examine DRN in both

directions. Here, we refer to the AS which is closer to the failure, i.e., the AS all of whose paths

to reach Tier-1 ASes share the failed link, thesource, and refer to the other AS as thedestination.

Figure 4.12 presents the percentage of connected AS pairs for both directions under five variants of

DRN. As shown in the figure, the source recovery shows significantly better performance than the

destination recovery. Even increasing the search scope to 4cannot recover all of the unreachability

from the destination. This can be explained by the types of paths that can be potentially located
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Scheme N src
avg V src

avg (%) T src
avg Ssrc

avg Ndst
avg V dst

avg (%) T dst
avg Sdst

avg

peers (scope = 1) 2.8 (0.7) 97.3 (2.1) 1.0 1.17 4.5 (2.8) 6.8 (4.7) 1.0 1.21
peers & customers 6.3 (3.3) 94.7 (2.4) 1.0 1.14 11.1 (6.2) 5.4 (3.4) 1.0 1.18

(scope = 1)
scope = 2 13.0 (6.2) 96.3 (1.9) 1.0 1.13 57.4 (11.3) 8.7 (5.7) 1.9 1.16
scope = 3 18.5 (7.7) 98.1 (1.7) 1.0 1.13 235.7 (31.5) 11.5 (6.3) 2.4 1.14
scope = 4 25.1 (9.6) 98.9 (1.6) 1.0 1.13 518.4 (73.1) 6.3 (2.5) 2.7 1.13

Table 4.3: Performance of dynamic negotiation in customer-provider link failures

during the process. For recovery from the destination side,whichever peer or customer it selects

has limited connectivity to the source because the source can only reach about 25% of the rest of

the ASes after the failure in Figure 4.11. In contrast, recovery from the source allows the source to

locate a neighbor which is not affected by the failure and retains the reachability to the rest of the

Internet.

Table 4.3 shows the performance of the different schemes in terms of other metrics. We also

separate the analysis into two directions. The results showthe following characteristics. DRN

from the source only sends requests to a small number of ASes (Rsrc
avg) while achieving a higher

successful rate (V src
avg ) within a short period of time (T src

avg). In contrast, DRN from the destination

needs to contact a rapidly-increasing number of ASes with anextremely low successful rate, in-

curring 2 to 3 rounds of negotiations. In both schemes, however, DRN does not cause significant

path inflation.

In summary, our simulation results in Section 4.4.2 and Section 4.4.3 show that DRN can

quickly bypass the failure by seeking temporary transit services from the adjacent ASes without

inducing too much overhead. The success of DRN in locating new non-policy-compliant paths

demonstrates that the Internet has abundant physical connectivity, and DRN makes a significant

improvement of the Internet resilience with only a small, short-lived digression from the traditional

interdomain routing paradigm. Meanwhile, in case of critical customer-provider link failures, the

performance of the negotiation scheme exhibits a significant difference as the recovery originated

from a distant site to the failure achieves a worse success rate with more overhead.
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Scheme T random
avg T local

avg

peers (scope=1) 1.0 1.0
peers & customers (scope=1) 1.0 1.0
scope=2 1.9 1.0
scope=3 2.4 1.0
scope=4 2.7 1.0

Table 4.4: Enhancement of local decision in recovering customer-provider link failures from the

destinations

4.4.4 Selection of Neighbors

In Section 4.3.6, we propose that, when selecting neighborsto send requests, each AS can

make a more intelligent decision based on the available local information and prioritize the selected

neighbors according to the likelihood of having a viable path after a failure. Here we evaluate the

improvement by making a local decision rather than selecting randomly.

We have shown that random selection works well under most of the situations considered in

Section 4.4.2 and Section 4.4.3 because neighboring ASes rarely fail simultaneously and can thus

be used during emergency. However, in case a distant customer-provider link failure disconnects

an AS from the rest of the network, it becomes extremely difficult to locate a neighbor to reconnect

to that AS from the destination side because most of the ASes have also lost their connectivity to it.

An intelligent local decision to prioritize the neighbors to negotiate now becomes desirable despite

the extra computation overhead.

Table 4.4 shows the improvement of decision based on local information in recovering customer-

provider link failures from the destinations. Using decisions based on the local information can

estimate for each negotiated AS the likelihood of having a viable path to bypass the failure upon

which the negotiation requests are prioritized. As shown inthe table, DRN with local decision

always can locate a valid path within one round. In practice,however, the benefits of adopting

an intelligent decision might not be as significant as the simulation results suggest because of the

inaccuracy in inferring the root-cause of each routing change.
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Figure 4.13: Multiple link failures

4.4.5 Multiple Link Failures

In our simulation, we also test how DRN performs in case of multiple simultaneous critical

link failures. Especially, we consider the scenario exemplified by Figure 4.13. In the figure, link

[B C] is a critical link of C and link [A B] is a critical link of bothB andC. In each test, we

compare how the routing reacts to the failure of link[A B] and to the failure of both links. ForC,

losing link [B C] disconnects it from more destinations which would otherwise be reachable via

[B C] . ForB, losing[B C] preventsB from contactingC for a route negotiation, thus diminishing

the improvement of DRN.

We have a total of 18 test cases in each of which we examine howB andC react to the failure,

and evaluate the effects of multiple link failures by comparingR before negotiation andN ∗V (i.e.,

the number of successful negotiations) relative to the corresponding single critical link failure,e.g.,

Rrelative =
RAB fails − RAB, BC fail

RAB fails

.

R before negotiation is used to capture the reachability impact of the failure andN ∗ V measures

how well DRN locates the policy-relaxed paths. Our simulation shows that the averages ofRrelative

andN ∗ Vrelative are 27.3% and 37.6%, respectively. Multiple simultaneous critical link failures

are shown to have a larger impact on the network reachabilityby disconnecting more pairs of ASes

and reducing the number of alternative paths for recovery from failures under DRN.
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Figure 4.14: Limitation in proactive negotiation

4.4.6 Proactive Negotiation

Section 4.3.7 discusses the benefits of proactive negotiation: an AS no longer experiences a

long delay before locating a new path. Instead, it quickly activates the link it already negotiated

before a failure takes place. Since the proactive negotiation is performed prior to the occurrence

of any failure in the current valid path, a successfully-negotiated path has to be disjoint from the

current path to guarantee the restoration of reachability from any type of failure. In contrast, a

reactive negotiation takes place only after a failure and thus, a negotiated path only needs to avoid

the failed link(s). Because the links on the current path areless likely to fail simultaneously, the

reactive approach tends to have more valid negotiated paths. Figure 4.14 illustrates the limitation

of proactive negotiation. SupposeB attempts to locate a negotiated path prior to any failure in its

path toD. B proactively initiates negotiation withA. Upon receipt of the negotiation request,A

examines all its possible paths toD, which are paths[A B C D] and[A E C D] (supposeE currently

chooses[E C D] ). Both paths overlap withB’s current path[B C D] and thus do not guarantee

protection from failures on the path betweenB andD. In contrast, if the reactive approach is

adopted,A has viable negotiated paths for any failure associated withB. Suppose link[C D] fails,

E switches its path to[E F D] and then propagates it toA, which can be used byA to recover

from the unreachability betweenB andD. A has no knowledge of path[E F D] prior to the failure

becauseE only advertises the best path[E C D] . In practice, ASes could relax its requirement

during a proactive negotiation in order to locate a backup path; for example,B might seek backup

paths which avoid only one of its critical link[C D] instead of all links in the path. Still, as revealed

in the example,B fails to locate any backup because some of viable paths mightappear only after
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Figure 4.15: Proactive negotiation vs. reactive negotiation

a failure actually occurs.

In our simulation, we randomly generate 100,000 pairs of ASes in the topology and compare

the number of possible successful negotiations in the proactive scheme with that in the reactive

scheme. Since we are interested in those failures that causeunreachability, at least one of a pair

of ASes is vulnerable to critical link failure discussed in Section 4.4.3. In the reactive scheme, we

consider the worse case in which the corresponding criticallink fails. Our analysis does not set

a limit to the scope of negotiation and any AS in the topology can be used to bypass the failure.

Figure 4.15 shows the cumulative distribution function of the number of successful negotiations

for proactive and reactive schemes, respectively. To accommodate the logarithmic x-axis, we in-

tentionally add 1 to thex value of each data point. As shown in the figure, more than 50% of pairs

of ASes cannot locate a backup path with the proactive schemewhile the corresponding AS pairs

are able to locate at least one path to bypass the critical link failure. Overall, the average number

of successful negotiations under the proactive and reactive schemes is 19.3 and 70.1, respectively.

Despite the benefit of its quick reaction to failures, the proactive scheme is shown to have diffi-

culty in locating feasible solutions, especially during severe failures when the degree of physical

redundancy is low.
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4.5 Related Work

Ensuring network survivability in the presence of failureshas been studied in a variety of

contexts, such as protection and restoration in WDM opticalnetworks [88], virtual path routing in

ATM networks [89], as well as the recent label-switching technique in MPLS networks [90].

In traditional IP-layer, various approaches have been proposed to improve the Internet re-

silience to failures in intradomain routing as well as interdomain routing, either providing high

path availability [76, 77, 78] during packet forwarding or performing fast re-routing by reduc-

ing [91, 92, 93] or completely eliminating the routing convergence [79, 81, 82, 83]. In interdomain

routing, Xuet al.[78] proposes a mechanism, called MIRO, that allows neighboring ASes to nego-

tiate multiple BGP routes. MIRO can potentially enhance thenetwork resilience as ASes acquire

more paths to the destination. Despite the commonality of inter-AS route negotiation, our work

differs from MIRO in that we provide a more thorough analysison how to sacrifice a small degree

of policy compliance for the sake of improved resilience by utilizing the inherent Internet physical

redundancy under extreme failure conditions. To achieve fast re-routing, some prior work has fo-

cused on how to expedite the routing convergence and reduce the number of messages exchanged

in the process. R-BGP [79] precomputes a backup AS path for each prefix that is most disjoint

from the primary path. Under R-BGP, routing convergence no longer causes packet losses. DRN

differs markedly from R-BGP and other prior work as DRN specifically addresses problems when

no policy-compliant paths are available.

Inter-AS negotiation has also been utilized in a few studieswith different objectives. Mahajan

et al. [94, 95] proposed that ISPs be allowed to negotiate and jointly control the routing so as to

achieve better end-to-end performance.

4.6 Concluding Remarks

In this chapter, we presented a new mechanism calledDynamic Routing Negotiation(DRN)

that allows an AS to dynamically negotiate with its neighborASes for routes with relaxed routing

policies to better utilize the physical redundancy in the network. DRN gives the interdomain rout-

ing more flexibility and adaptability in selecting the paths, i.e., temporary non-policy-compliant

paths, especially when it experiences severe reachabilityproblems caused by failures. Our in-
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depth simulation analysis on realistic Internet topologies demonstrates that, when there is enough

physical redundancy in the proximity of the failed location, DRN can reduce reachability loss

during Tier-1 depeering and critical customer-provider link failures down to 0% and 37% by ne-

gotiating only with peers from 81% and 75%, respectively. Further resilience enhancement can be

achieved if customers or neighbors farther away are negotiated.
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CHAPTER 5

Uncovering Resource Sharing in MPLS Networks

The knowledge of network topology plays an important role indiagnosing network anomalies

and devising measures to alleviate their effects. In this chapter, we go back to the reactive approach

as in Chapter 2 and make important contributions in enhancing network reliability by improving

the transparency of today’s increasingly opaque networks.

5.1 Introduction

In today’s Internet, each customer network pays to establish a transit service with its provider

ISP to reach the rest of the Internet. Networks of comparablesizes and traffic demands estab-

lish peering links without cost to facilitate traffic exchanged between their respective customer

networks. Typically, a SLA (Service Level Agreement) specifies the quality of the service each

network expects in the treatment of its traffic traversing its neighboring networks. Once traffic

enters its neighbor, the current network has no control overhow its traffic traverses its neighbor’s

network. Performance requirements are usually met as the neighbor network strives to provide

the promised quality of service. Unfortunately, when a certain network anomaly occurs, simply

relying on its neighbor to respond might not be the best solution as it might take a long time before

the anomaly is detected and then resolved.

Let us look at the ISP topology with five border routers in Figure 5.1. ForR1, its internal

paths toR3, R4, andR5 share a common segment between the black node andR1. Suppose

there is a failure on the commonly shared segment. Traffic that enters atR1 and is destined for

d experiences degraded performance. The customer network could choose to wait for the ISP to
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Figure 5.1: An example network topology to illustrate resource sharing.

resolve the failure and sustain a period of poor service. Instead, by knowing thatR2’s internal path

is not affected by the failure, it could also take a more proactive approach by diverting its traffic

internally to enter the ISP atR2. Having knowledge of the neighboring network’s topology isthus

essential to the adoption of such proactive measure to alleviate impacts of network anomalies. This

is also applicable for other ISPs who peer with each other, especially given potentially numerous

peering locations.

Traditional measurement tools, such as traceroute, can be used to acquire the individual hops

between the probing source and a specific destination. The effectiveness of these active probing

tools, however, is dictated by the responsiveness of the devices in the network. Such cooperation

does not always exist in practice and might be less common as privacy concerns increase. In

addition, the fear of the emerging malicious activities such as denial-of-service (DOS) attacks

and Internet worms may further force network administrators to block response to these diagnostic

tools (ping and traceroute). Lastly, the popularity of the Internet and the advance of technology has

driven ISPs to integrate together a variety of different infrastructures. For example, the unification

of Layer-2 (e.g.,MPLS) with Layer-3 IP service might make it more impossible to use traceroute

as the path information could now be hidden in the lower layer. It has been confirmed by [96]

that some ISP using a circuit technology such as MPLS is foundto be “highly connected” and the

actual path taken, which tunnel through PoPs, is not visiblein the traceroute data.

It is thus important to be able to infer the network topology without requiring the cooperation
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of internal devices in the network. In this study, we only assume the availability of end-to-end

measurements across each network, that is, the measurements from each ingress to each egress.

The identification of topological information from end-to-end measurements has been studied ex-

tensively in network tomography [97, 98, 99, 100, 101, 102, 103]. These studies, however, mostly

focus on inferring a tree structure connecting a single sender to multiple receivers. The iden-

tification of a more complete topology across multiple senders and receivers has not been fully

addressed. In our study, we divide the inference of the network topology into two tasks. We first

construct for each ingress a tree based on the end-to-end measurements from the ingress to other

egresses. In the second task, we propose techniques to complement the tree construction proce-

dure and merge different trees together to identify a more complete topology. With the limited

knowledge extracted from the end-to-end measurements, theinferred network topology does not

exactly match the network internal structure. However, theinferred topology captures to a certain

degree how resources are shared across the ingress and egress nodes and can effectively assist us in

pinpointing the origin of network anomalies and then suggest better proactive measures to alleviate

the impact of performance problems.

Through extensive simulations, we demonstrate the feasibility of the proposed techniques. In

particular, the tree merge algorithm correctly clusters receivers in more than 90% of the cases

considered. Using both the loss rate and the delay metric, the clustering accuracy of the tree merge

algorithm reaches 99%.

The rest of this chapter is organized as follows. Section 5.2formulates the problem and empha-

sizes the focus of our study on merging trees that correspondto different ingresses. Section 5.3 first

briefly discuss the tree construction algorithm borrowed from previous studies and then detail the

design of the tree merge techniques. Section 5.4 evaluates the performance of tree construction and

the merge algorithm via extensive simulation on a variety ofnetwork conditions, and Section 5.5

presents the evaluation of the proposed techniques under real Internet experiments. Section 5.6

discusses the related work, and this chapter concludes withSection 5.7.
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5.2 Problem Statement

The knowledge of the network topology is critical for network anomaly detection and trou-

bleshooting. Ideally, with the complete knowledge of the topology, the origin of each anomaly

can be easily pinpointed by correlating the conditions on paths between each pair of ingress and

egress across the network. Traditional measurement tools,such as traceroute, which require co-

operation from the network devices, can be used to obtain thelist of routers between the source

and the destination in consideration. The effectiveness oftraceroute, however, greatly hinges on

the responsiveness of the network devices. Unfortunately,such condition becomes less common

as the concerns with the increase of malicious activities,e.g.,denial-of-service attacks, Internet

worms. In particular, the unification of Layer-2 (e.g.,MPLS) and Layer-3 IP technologies could

render the path information hidden in lower layer. It is thusimportant to be able to infer topological

information without cooperation from the individual devices. In our study, we only assume that

availability of end-to-end performance measurements across each network, as such measurement

data can obtained from end-host based probing alone [104]. Nowadays, each ISP specifies in its

SLA (Service Level Agreement) how traffic is treated while traversing its network. It should also

provide ways to allow its customer network to obtain the performance of the cross traffic to ensure

the quality of service advertised in the SLA is achieved. Ourwork provides a way to obtain such

information without depending ISP’s help.

The identification of network topology based on end-to-end performance measurements has

been studied extensively in the area of network tomography and a number of techniques [97, 98, 99,

100, 101, 102, 103] have been proposed to infer the tree structure connecting a single sender (the

ingress in our discussion) to multiple receivers (the egresses). These studies solely rely on end-to-

end measurements and do not require the knowledge of the individual devices in the network, and

therefore, it is impossible to identify the complete physical topology. Rather, alogical topology

defined by the branching points between paths to different receivers is obtained. As shown in

Figure 5.2(a), the physical topology is represented as a directed graph, where each vertex represents

a physical device (e.g.,a router or a switch) and the edges correspond to the connections between

these devices. In contrast, Figure 5.2(b) is the corresponding logical topology. In the logical tree,

each vertex represents a physical network device where traffic branching occurs,i.e., where two
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Figure 5.2: A Physical topology in (a) and the correspondinglogical topology in (b).

or more paths from the sender to the receivers diverge. The grey nodes in Figure 5.2(a) cannot

be identified because the traffic through each of these devices does not diverge to reach receivers

underneath and end-to-end measurements cannot be used to distinguish it from other devices along

its branch.

Unfortunately, previous studies have mostly concentratedon discovering the tree topology con-

necting a single source to multiple receivers and the problem of correlating trees rooted at different

sources have not been addressed. Our study aims to fill this void by proposing techniques that

merge together trees corresponding to different sources toobtain a more complete network topol-

ogy. In what follows, we describe in details how to identify resource sharing across ingress and

egress of a single ISP by only using the end-to-end performance measurements across the network.

5.3 The Proposed Approach

As described earlier, the goal of our study is to identify resource sharing across different ingress

and egress points in an ISP. To achieve this goal, we divide the task into the following two intuitive

steps. First, we construct tree structures for each ingressfrom the end-to-end measurement data

collected from the ingress to all of the egress nodes. Second, we merge trees rooted at different

ingress nodes to compute a more complete topology for the network which can be used to identify

the resource sharing across different ingress nodes.
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Our proposed techniques are based on the following reasonable assumptions.

A1. The underlying topology isfixedduring each measurement. The internal topology of large

ISPs are shown to be stable within tens of minutes to hours. The end-to-end measurements

are thus collected accordingly to ensure the validity of theassumption.

A2. The underlying topology connecting a single sender to multiple receivers is atree. Networks

that use shortest-path-based routing satisfy the assumption. Meanwhile, we notice that net-

work devices apply load balancing [105] to forward packets via separate routes based on the

source address, the destination address, and even other fields in the packet header. We seek

to fix these fields as much as possible to minimize their effects on the topology.

5.3.1 The Tree Construction

A variety of techniques have been proposed in network tomography to infer the tree-structured

network topology. Here we discuss a method called “hierarchical clustering” [99], which performs

well with little computation overhead. The general hierarchical clustering algorithm works as

follows.

1. Choose the pair of nodes with the highest similarity;

2. Merge the pair into a new node;

3. Update the similarities between the new node and the previously existing nodes; and

4. Repeat the procedure until only one node is left.

Apparently, by continuously applying the clustering algorithm to the set of receivers as the

initial set of nodes, we eventually reach a tree structure where the last remaining node is the root

node. To illustrate the principle of this process, let’s consider the logical tree in Figure 5.2(b).

Suppose with each internal nodeK in the tree we associate a metricMK which is measured

between root 0 and nodeK. For example, the packet delay from 0 toK. Here we only consider

metrics that have the followingmonotonicproperty: An internal node has a smaller metric than

any of its descendants,e.g.,M5 > M2 > M1 in the figure. Metrics that satisfy such a property

include loss rate, delay, and delay-variance. Since the topology is unknown, the metric for the

106



S


A
 B


P
t
ab


P
a
 P
b


T


Figure 5.3: Binary tree loss model.

internal nodes has to be estimated from the leaf nodes,i.e., the end-to-end measurements. Let

a(i, j) denote the nearest common ancestor of a given pair of nodesi, j, e.g.,a(4, 7) = 2. Define

M(i, j) = Ma(i,j). The value ofM(i, j) can be regarded as a characterization of the shared portion

of the paths from the root 0 toi andj, i.e., the path from the root 0 to nodea(i, j).

In the context of the hierarchical clustering algorithm,M(i, j) can be interpreted as the simi-

larity measures ofi andj. Note that the metric exhibits a symmetric feature,M(i, j) = M(j, i);

that is, the ordering of receivers does not affect the computed metric. The monotonicity property of

the metric ensures the identification of the tree topology via the hierarchical clustering algorithm.

For example, in the figure,M(6, 7) is greater than any otherM(i, j), revealing that nodes 6 and 7

are the deepest level of the tree and must first be merged together in the clustering process. The

tree topology can thus be recursively constructed by applying the clustering algorithm each step of

which finds two nodes with the highest similarity (i.e.,M(i, j)) to merge.

Since tree construction is not the focus of our study, we borrowed the hierarchical clustering

idea in [103] to infer each tree structure based on end-to-end measurements of the loss rate. The

technique assumes that the measurements are collected in multicast communications. Figure 5.3

illustrates a binary tree loss model withP t
a,b as the probability of packet loss between the source

S and the internal nodeT , andPa, Pb as the probability of packet loss betweenT and A, B,

respectively. Assume that the packet loss probabilities ondifferent links in the tree are independent.

In the scheme, each receiverX (e.g.,A, B) records a loss sequenceLx which is an ordered list of

the sequence numbers of packets lost byX. Let’s consider the loss sequences ofA andB. Any

packet lost along their shared path betweenS andT will appear in bothLA andLB, which we call
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“true” shared losses. In addition to these true shared losses, it is possible that two copies of the

same packet are lost independently along their distinct paths, betweenT andA, and betweenT

andB. These are called “false” shared losses. LetPab be the probability of seeing a shared loss

(whether true or false) betweenA andB. Then

Pab = P t
ab + (1 − P t

ab) × Pa × Pb.

Let the probability of seeing a loss atA but not atB be

Pab̄ = (1 − P t
ab) × Pa × (1 − Pb).

Similarly,

Pāb = (1 − P t
ab) × (1 − Pa) × Pb.

Solving the three equations above yieldsP t
ab, Pa, andPb:

P t
ab =

Pab × Pāb + Pāb × Pab̄ + Pab̄ × Pab + P 2
ab − Pab

Pab + Pāb + Pab̄ − 1

Pa =
Pab̄

1 − (Pāb + Pab)

Pb =
Pāb

1 − (Pab̄ + Pab)
.

Note thatPab can be measured by|Lab|/N , whereLab = La ∩ Lb andN is the total number

of probing packets. Similar measures can be applied to getPab̄ andPāb. The binary tree can

be constructed as follows: (1) compute the probability of “true” shared losses between all pairs

of receivers; (2) choose the pair of receivers with the maximum probability and combine them

together into an internal node, updating the loss sequence as Lab = La ∩ Lb; (3) repeat the two

steps until only one node is left, which is the root of the tree. Algorithm 1 presents the pseudo-code

for the binary tree construction algorithm.

The tree constructed so far is a binary tree and the algorithmcan be extended to build an

arbitrary tree with small modifications. Figure 5.4 presents an example in which a binary tree can
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functionconstruct tree(R, L)

# R: set of receivers.R = {Ri|i = 1, 2, . . . , N}

# L: set of loss sequencesLi for Ri. L = {Li}

1: # initial set of unconstructed nodes

2: S = {Si = Ri|i = 1, 2, . . . , N};

3: while not empty(S) do

4: for all Si, Sj (i 6= j) ∈ S do

5: ComputeP t
i,j from Li, Lj;

6: end for
7: # find the two nodes to combine

8: P t
a,b =MAXIMUM(P t

i,j), for anySi, Sj(i 6= j) ∈ S;

9: # combineSa, Sb and replace them bySc;

10: S = (S \ {Sa, Sb}) ∪ {Sc};

11: Lc = La ∩ Lb; # update loss sequence

12: end while
Algorithm 1: Tree construction
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C


A
 B
 C


(ABC)
((AB)C)


(AB)


(a)
 (b)


Figure 5.4: A binary tree in (a) vs. a ternary tree in (b)

be coalesced into a ternary tree. Here we are building a tree connecting three receiversA, B, and

C. When the binary tree can be converted into the ternary tree,the following condition must be

satisfied:P t
(ab)c = P t

ab. Therefore, when we merge node(AB) with C, we compare the valueP t
(ab)c

with P t
ab. If they are identical or within a small difference range specified by a threshold, we can

coalesce the binary tree into the ternary tree. From the above discussion, we can see the binary

tree is the most fundamental tree structure, and other type of the tree can be easily converted to a

binary tree.
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Figure 5.5: The merge procedure in a two-sender-two-receiver network. (a) is the network before

merge; (b) presents the merge for one receiver; (c) is the merge for both receivers; (d) is the

scenario when the merge of both receivers converges.
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Figure 5.6: A tree merge example. (a) topology before merge;(b) topology after merge.

5.3.2 The Tree Merge

After constructing trees for each ingress node, we next merge trees together to produce the

more complete topology of the network and identify the resource sharing across different ingress

and egress nodes.

Before we discuss the merge across trees, we first look at a simple two-sender-two-receiver

network and investigate the fundamental features that allow us to determine the underlying topol-

ogy. Figure 5.5 presents the entire merge procedure. Without prior topological knowledge of

Figure 5.5(a), we consider two receivers separately. Figure 5.5(b) shows the scenario in which the

path fromSB to R1, PSB ,R1
, converges somewhere along the path fromSA to R1, PSA,R1

. Unfortu-
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nately, the merge pointX, which is located betweenSA andR1, cannot be precisely pinpointed by

relying solely on the end-to-end performance measures. Similarly, it applies to the second receiver

R2 as shown in Figure 5.5(c). However, in case the merge locations forR1 andR2 coincidentally

converge,i.e., X = Y , we can further scale down the possible merge locations. As shown in

Figure 5.5(d), the merge converges at a common locationM . M , previously (i.e., X or Y ) arbi-

trarily located onPSA,R1
andPSA,R2

, now has to be located on thesharedpath betweenPSA,R1
and

PSA,R2
. Figure 5.6 presents the merge ofSB ’s tree intoSA’s tree. Here we assume the merge of

two receivers converges atM . As discussed earlier, the dark circleM in Figure 5.6(b) must be

located at the commonly shared segment of paths toR1 andR2, i.e., the path betweenSA andT .

The key question now is to decide whether the merge across receivers should converge based

on the end-to-end performance measures, denoted byM . Suppose the metricM has theadditive

property,i.e., the measure of a path is the sum of individual measures of the links along the path.

Accordingly, the measure fromSA to R1,

MSA,R1
= MSA,X + MX,R1

,

and the measure fromSB to R1,

MSB ,R1
= MSB ,X + MX,R1

.

Obviously, the measures from two senders have a common contributing factorMX,R1
. The

discrepancy of the measures from two senders,DSA,SB

R1
, can thus be calculated as follows:

DSA,SB

R1
= MSA,R1

− MSB ,R1
= MSA,X − MSB ,X .

Similarly, for the other receiverR2, we have

DSA,SB

R2
= MSA,R2

− MSB ,R2
= MSA,Y − MSB ,Y .

WhenX andY coincide atM , we know that the differences of performance measures from

sendersSA andSB across receiversR1 andR2 are equal,i.e.,

DSA,SB

R1
= DSA,SB

R2
= MSA,M − MSB ,M .
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We also noticedX 6= Y from in Figure 5.5(c), so we cannot rule out the possibility that a

certain network setup would make the end-to-end performance discrepancies identical. Therefore,

the discrepancies of end-to-end measures being equal is anecessarybutnot sufficientcondition for

the convergence of the merge locations across different receivers.

Despite the fact the identical end-to-end performance discrepancies do not always guarantee

the coincidence of the merge locations for the corresponding receivers, it is still a good indi-

cator. Given usually fluctuating network conditions, it is extremely unlikely that topologically-

uncorrelated paths (e.g., paths from the senders toX andY in Figure 5.5(c)) exhibit identical

behaviors over a long-term period. In Section 5.3.2.B, we also propose to use multiple metrics

together to enhance the “sufficiency” of identical performance discrepancies for the coincidence

of merge locations.

A. The Algorithm

We now formally present the merge algorithm which generalizes the merge in a two-receiver-

two-sender network to that in anN-receiver two-sender network, whereN > 2. In Section 5.3.2.D,

we briefly discuss the algorithm for multiple-sender scenarios.

Suppose the senderSB ’s tree is to be merged into the senderSA’s tree. The merge algorithm

can be divided into two steps. In the first step, the algorithmfirst calculates for each receiver the

performance discrepancies from the two senders, and then clusters together the receivers based on

the similarity of their performance discrepancies. Algorithm 2 presents the pseudo-code of the

process. Lines 1–5 compute for each receiver the performance difference across the two senders.

Lines 6–8 calculates the absolute difference between any oftwo receivers in their performance dis-

crepancies. We are interested in those receivers that observe identical performance discrepancies

across two senders. Therefore, we focus onDi,j with a value close to zero. Lines 9–25 essentially

describe the procedure in which the set of receivers are partitioned into separate clusters each of

which contains receivers with very similar end-to-end performance discrepancies. In Line 13, a

threshold value, which is close to zero, is set to distinguish receivers across clusters. In general,

setting the threshold too small would separate intra-cluster receivers into different clusters while

setting the threshold too large would group uncorrelated receivers into a cluster. In Section 5.4.4,

we elaborate on the selection of the threshold via our simulation-based analysis.
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functioncluster receivers(R, SA, SB)

# partition the set of receivers into sub-clusters;

# R: set of receivers.R = {Ri|i = 1, 2, . . . , N}

# SA, SB: two senders.

1: for all Ri ∈ R do

2: Ci = {Ri}; # initial clusters

3: # MA
i , MB

i : performance measure fromSA,SB to Ri

4: Di = MA
i − MB

i ; # compute performance difference

5: end for
6: for all Ri, Rj ∈ R, i 6= j do

7: Di,j = |Di − Dj|; # compare difference across receivers

8: end for

9: L = {Di,j|i 6= j, i, j = 1, 2, . . . , N};

10: SortL in an increasing order;

11: while not empty(L) do

12: Remove the first itemDi,j from L;

13: if Di,j > THRESHOLDthen

14: break;

15: end if
16: C = Ci ∪ Cj; # merge two clusters

17: for all Rk ∈ Ci, Rl ∈ Cj do

18: RemoveDk,l from L; # updateL

19: end for
20: for all Rk ∈ C do

21: Ck = C; # update clusters

22: end for
23: end while

24: C = {Ci|i = 1, 2, . . . , N};

25: C = uniq(C); # eliminate identical items

26: return C;

Algorithm 2: Cluster receivers based on their performance discrepancies
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Figure 5.7: A tree merge example. (a) topology before merge;(b–d) three possible topologies after

merge.

The first step of the merge algorithm produces several clusters of receivers. So far, the algo-

rithm has not dealt with any of the tree structures rooted atSA or SB. In the second step, we

pinpoint for each receiver its possible merge locations inSA’s tree by applying the two following

heuristics.

Heuristic I: For receivers within a common cluster, their merge locations fromSB into SA’s tree

must converge. As illustrated in Figure 5.6(b), the first heuristic determines the set of potential

merge locations in the tree rooted atSA by intersectingthe paths fromSA to the receivers in the

same cluster.

Let us look at a more complicated example in Figure 5.7. Suppose the set of receivers are

partitioned into two clusters,{R1, R2} and{R3, R4}. According to Heuristic I, forR1 andR2,

the merge location fromSB into SA’s tree is in the path[SA, T3, T1] while the merge locations of

R3 andR4 are in the path[SA, T3, T2]. Unfortunately, we cannot further reduce the set of merge
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Figure 5.8: A tree merge example demonstrating merge rule 2.(a) topology before merge; (b)

topology after merge.

locations for these receivers as Figure 5.7(b–d) presents three possible merge combinations for

four receivers. In the figure,M1 is the merge location forR1 andR2, andM2 is the merge location

for R3 andR4. The only merge combination we can rule out is thatM1 andM2 cannot both be

betweenSA andT3; otherwise, the four receivers would have equivalent performance discrepancies

acrossSA andSB, and hence would be grouped in a single cluster. That is,M1 being in path

[SA, T3] precludesM2 from being in[SA, T3], and vice versa. This observation inspires our second

heuristic.

Heuristic II : The set of merge locations for a cluster of receiversmust notbe a subset of the set of

merge locations for another cluster of receivers.

We illustrate this heuristic by the example in Figure 5.8. Suppose we have two separate clusters

after the first step:{R1, R2, R3} and{R3, R4}. Applying Heuristic I,M1, the merge point forR1,

R2, andR3, is in path[SA, T3], andM2, the merge point forR4 andR5, is in path[SA, T3, T2].

M1 andM2 cannot be at the same location; otherwise, the five receiverswould have been in one

cluster. Therefore, the merge pointM2 cannot be in path[SA, T3], and it has to be in path[T3, T2].

Heuristic II can then be translated as follows: if one set of merge locations is a subset of merge

locations for a different cluster of receivers, subtract the subset from the superset.

The pseudo-code of the complete tree merge algorithm is presented in Algorithm 3. Lines 3–10

and 11–16 are implementations of two merge heuristics, respectively.
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functionmerge tree(R, SA, SB)

# mergeSB ’s tree intoSA’s with respect toR

# R: set of receivers.R = {Ri|i = 1, 2, . . . , N}

1: # cluster receivers based on their end-to-end performance

2: C = cluster receivers(R,SA,SB);

3: # Merge Heuristic I

4: for all Ck ∈ C do

5: for all Ri ∈ Ck do

6: Compute the pathP A
i from SA to Ri;

7: Pk = Pk ∩ P A
i ; # compute the common path segment

8: end for
9: Pk is the set of possible merge locations forRi ∈ Ck;

10: end for
11: # Merge Heuristic II

12: for all Pk, Pl, l 6= k do

13: if Pl ⊂ Pk then

14: Pk = Pk \ Pl;

15: end if
16: end for

Algorithm 3: Merge trees across two senders

B. Selection of Metrics

The merge algorithm requires that the end-to-end performance metric be “additive”. Mean-

while, the tree construction is also based on performance metrics with the monotonicity property.

The loss rate, delay, and delay-variance all satisfy the property. The delay and delay-variance are

additive. The loss rate, however, has to be converted to a different form before satisfying the ad-

ditive property. Let us consider Figure 5.3, the probability of packets being successfully delivered

from S to A is the multiplication of the probability of successful packet delivery on link[S, T ] and

that on link[T, A]. By taking the logarithmic form, the metric measuring the end-to-end successful

packet delivery becomes an additive performance metric.
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C. Validating the Constructed Tree

As described earlier, the first step of the merge algorithm does not rely on the structure of the

constructed tree. Conversely, the tree merge process sometimes could help verify the correctness

of the constructed tree. Here we assume that the set of receivers are correctly partitioned into

clusters. According to the rationale behind the clusteringprocess, receivers in different clusters

cannot merge at the same location. This property can then be used to validate the tree structure.

Let us consider the topology in Figure 5.8. Suppose the clustering process decides on the following

two clusters{R1, R4, R5} and{R2, R3}. It contradicts withSA’s tree as the set of merge locations

for R1, which is in path[SA, T3], cannot be isolated from the set of merge locations forR2 andR3,

which is also in path[SA, T3].

D. Selection of Senders

In Section 5.3.2.A, we do not distinguish betweenSA andSB. In general, mergingSA’s tree

into SB ’s tree should not differ from mergingSB ’s tree intoSA’s tree. However, considering the

two heuristics in pinpointing the potential merge locations, we prefer to select a reference tree (i.e.,

SA’s tree in Algorithm 3, which is used for the computation of merge locations) which has more

sharing, or higher branching factors for non-leaf nodes in the tree.

The merge algorithm described so far deals with the merge between two senders’ trees. It can

also be generalized to be applicable for merging trees across more than two senders. First, we

select a tree as a reference tree. Then, we sequentially apply the merge algorithm in Algorithm 3

and merge each of the remaining senders’ trees into the reference tree.

5.3.3 Identifying Resource Sharing

Relying on the limited data from the end-to-end performancemeasures, the tree construction

and merge algorithm is impossible to identify the complete topology for the network. However,

we still acquire some knowledge about the sharing of the resources in the network which can

thus be used in network diagnosis and to suggest measures to alleviate impacts caused by failures,

congestion, etc.

As shown in Figure 5.9,SB andSC ’s trees are merged into the tree rooted atSA. SB ’s tree
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Figure 5.9: Identification of resource sharing

merges atM1 while SC ’s tree joinsSA’s tree atM2, M3, andM4. For each sender, by correlating

the conditions across the set of receivers with the constructed tree, we are able to scale down

the origin of the anomaly. Moreover, by having the knowledgeof the merge locations across trees

associated with different senders, we can come up with a morefeasible solution to divert the impact

of the problem. For example, suppose failure or congestion renders the poor performance on the

link betweenSA andT3. According to the inferred merge scenario, traffic which used to enter the

network viaSA can then be diverted toSC rather thanSB to bypass the problem.

5.4 Simulation

In this section, we evaluate our proposed inference techniques via simulation. We use ns2

simulator [106] to test the performance of the algorithms under a variety of network scenarios. In

the following, we first describe the simulation setup, then we discuss the simulation results on the

tree construction algorithm. Lastly, we evaluate the accuracy of the tree merge algorithm.

5.4.1 Simulation Setup

In order to fully test the performance of the tree construction and merge algorithm, we vary

several parameters to generate various simulation scenarios. In each of ns2 simulation runs, the

topology is based on binary tree structures, that is, the tree rooted at each sender is a binary tree. As
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Loss condition On/off ratio End-to-end loss rate
good 0.1 0.5% - 1.0%
fair 0.2 1.0% - 2.0%
bad 1.0 5.0% - 10.0%

Table 5.1: Loss configuration in simulations

discussed in Section 5.3.1, any non-binary tree can be easily converted into a binary tree by splitting

each node with more than two branches with extra superfluous nodes with metrics equivalent with

the original node. Using binary trees does not invalidate the evaluation of the proposed techniques.

Each link in the topology is equipped with a randomized capacity of 1Mb/sec to 5Mb/sec and

latency of 10ms to 30ms to simulate the heterogeneity present in a large ISP. Probing traffic was

generated from each sender independently with a constant rate of 20 packets per second. We also

generate background traffic which is comprised of a mix of FTP(over TCP) and CBR (over UDP)

traffic. The source and the destination of these background traffic flows are randomly picked and

their durations are controlled by an exponential on-off model. The following parameters are varied

in each test to investigate the performance of the algorithms

• # of Receivers:The number of receivers essentially determines the size of the entire binary

tree topology in each simulation run. Specifically, the number of receivers is set to 7, 15, or

30 and the total number of nodes in a corresponding two-sender topology is 17, 35, and 66,

respectively.

• Loss Rate: In our simulation, the generation of the loss rate is two-folded. On one hand,

the packet loss can be due to buffer overflow at the queue associated with each link. On

the other hand, we associate a randomly selected link with a uniform packet-dropping loss

model. The selection of the random link is determined by a single on-off exponential model

and the uniform loss model also randomly selects a loss rate ranging from 50% to 80%. By

choosing the high loss rate, we focus on simulating network scenarios such as link failure

and network congestion. For each individual receiver, the end-to-end loss rate is controlled

by adjusting the parameters in the on-off model. Table 5.1 presents the three loss conditions:

“good”, “fair”, and “bad” with corresponding ratio betweenthe on-time and the off-time and
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Figure 5.10: Tree inference accuracy

the end-to-end loss rate.

• Communication Scheme: The tree construction algorithm in Section 5.3.1 assumes the

probing traffic utilizes the underlying multicast scheme. Realizing that the IP multicast has

not been widely deployed, our simulation also tests how the tree inference works when the

probing packets are sent to individual receivers via unicast.

5.4.2 Tree Construction

The first set of simulation runs evaluate the performance of the tree construction algorithm. The

probing traffic is multicast to the set of receivers. We test 100 runs for each of the nine possible

combinations of the topology size and the loss condition. The performance of the algorithm is

measured by the percentage of correctly inferred trees and Figure 5.10 presents the results. As we

can see, the inference accuracy increases with the worsening of the loss condition. For the case

with 7 receivers, it achieves 87% inference accuracy under the “good” condition while reaching

100% under the “bad” condition. This can be explained by the rationale behind the tree inference

process. When the loss condition worsens, the loss probability on each link increases and the

shared loss probability for deep nodes in the tree thus can bemore discernible from that for the

shallow ones. The clustering procedure matches better withthe actual tree structure.

Meanwhile, with the increase of the topology size, the inference accuracy decreases. Under
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Figure 5.12: Mismatches of the incorrectly inferred tree (30 receivers)

the “good” condition, the algorithm can only correctly identify 63% of the topologies with 30

receivers. This can be attributed to two factors. First, with more nodes to cluster, the possibility

of the misstep during the recursive clustering process, especially when the loss probability on

each individual link becomes small. This is confirmed by the fact that the inference accuracy

gap for different topology sizes becomes wider when the losscondition improves. Second, in our

simulation, the loss model, controlled by a single exponential on-off process, is randomly applied

to the links. A large network has more links and each link thusbecomes less likely to be selected.

Therefore, the overall loss rate becomes smaller and the inference accuracy further decreases.

To further evaluate the cases when the inferred topology mismatches with the actual tree, we
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Figure 5.13: An incorrectly inferred tree. (a) the actual tree; (b) the inferred tree

define a new metric to capture the notion of mismatch between the two trees. In particular, for a

specific tree, we consider how each receiver fares with respect to the rest of the receivers. We define

λi,j as the number of shared links between receiverRi and receiverRj . Figure 5.11 illustrates an

example when the inferred tree does not match the actual tree. By usingλi,j, the actual tree has

λ1,2, λ1,3, andλ2,3 being equal to 2, 1, and 1, respectively, while the corresponding measures in the

inferred tree are 1, 1, and 2, respectively. In Section 5.3.3, the decision-making in the proactive

network troubleshooting largely depend on the degree of theresource sharing among paths.λi,j

to some degree reflects the resource shared amongRi’s path andRj ’s path. Comparing the actual

tree in Figure 5.11(a), tree in Figure 5.11(b)underestimatesthe sharing between node 1 and node

2 (a smallerλ1,2) while overestimatingthe sharing between node 2 and node 3 (a largerλ2,3).

Figure 5.12 shows the mismatches of the incorrectly inferred trees from the actual tree for the

case of 30 receivers. We count the number of underestimates and overestimates and compute their

percentage relative to the total number ofλi,j for the set of receivers (it is30×29
2

= 435). First,

as the loss condition becomes worse, the mismatches betweenthe inferred tree and the actual tree

diminishes, which exhibits the same trend as in Figure 5.10 because higher loss rate improves the

accuracy of the tree inference. Second, we notice that the percentage of overestimates is more

significant than the percentage of the underestimates of thesharing. This can be explained by the

example shown in Figure 5.13. By computingλi,j, the inferred tree has 3 overestimates but only 1

underestimates. A careful comparison of the trees reveals that the inferred tree only underestimates
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Figure 5.15: Mismatches of the incorrectly inferred tree for 30 receivers (multicast vs. unicast)

the sharing between node 3 and 4. The number of overestimatesis artificially exaggerated because

the inferred tree is one layer deeper than the actual tree. Therefore, it is more important to ensure

that the percentage of the underestimates is small, which isalso in line with our ultimate goal

because the selected path in Figure 5.9 must never underestimate its sharing with other paths.

5.4.3 Multicast vs. Unicast

The tree inference algorithm assumes the probing packets are sent to the receivers via multicast.

Notice that the IP multicast has not been widely deployed in today’s Internet, we must consider the

scenario where only unicast is permitted. In this section, we contrast the performance of the tree
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inference algorithm under unicast and multicast. Figure 5.14 presents the inference accuracy under

both schemes and Figure 5.15 illustrates the mismatches of the incorrectly inferred tree. As we can

see, the inference accuracy suffers when applying the algorithm to the unicast probing packets. The

situation becomes worse when the loss rate is small. In addition, for large topology, the increase

of loss rate does not seem to improve the percentage of accurately inferred topology in the same

pace of the smaller topologies. The explanation is that, with a large graph, each individual unicast

packet tends to be affected more as it traverse the network toreach the receiver and the correlation

among unicast packets decreases greatly compared with the multicast packets.

5.4.4 Tree Merge

As described in Section 5.3.2, the critical step of the tree merge algorithm is to correctly par-

tition the set of receivers into clusters based on their end-to-end performance discrepancies across

the senders. In this section, we first elaborate some practical concerns in manipulating the metrics

(e.g., loss rate, delay,etc.) for the merge purposes. Then, we evaluate the accuracy of the tree

merge techniques.

When using the measures of loss rate as the metric, in addition to choosing an appropriate

mathematical form as described in Section 5.3.2.B, we also must select a proper time window to

calculate the loss rate. Choosing a small time window magnifies its fluctuation inherent in the real

networks and thus enlarges the differenceDi,j in Algorithm 2 even for receivers that are supposed

to be in the same cluster, resulting in false negative decision. By choosing a large time window, on

the other hand, the unique loss pattern for each receiver might be lost andDi,j for receivers not in

the same cluster becomes small,i.e.,false positives. In our simulation, the time window is selected

in such way that it is a small multiple of the on-time period which defines the rate in which the

lossy condition moves around the links.

Second,Di,j in Algorithm 2, taking the absolute form, does not work well because it is affected

by the value ofDi andDj . In practice, it is better to compute a relative metricDrelative
i,j .

Drelative
i,j = MAX(

Di,j

|Di|
,
Di,j

|Dj|
)

Third, the selection of the threshold in Algorithm 2 Line (13) is critical. In our analysis, we
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computeDrelative
i,j for both the pair of intra-cluster receivers and the pair of inter-cluster receivers

and Figure 5.16 presents the cumulative distribution function ofDrelative
i,j for intra-cluster and inter-

cluster receivers by using loss rate or delay. As shown in thefigure, for both the delay and loss

rate, these is no perfect value for the threshold such that itseparates the intra-cluster receivers from

the inter-cluster receivers. Instead, in our analysis, we choose 2% and 5% as the threshold for the

metric in the loss rate and the delay, respectively.

We first evaluate the accuracy of clustering process when delay is the metric. Because the loss
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condition in Table 5.1 have small effects on the packet delays, we plot the results in Figure 5.17

as the topology size varies. As we shown in the figure, the larger topology tends to have higher

false positive and the smaller topology tends to have higherfalse negative. This can be explained

as follows. When using delay,Di measures the end-to-end delay discrepancies across senders.

The larger the topology is, the more links it has and the larger Di are, which makes the relative

measureDrelative
i,j smaller, resulting in more false positive. The same reason explains why there is

more false negative for small topologies.

Figure 5.18 presents the clustering accuracy in tree merge for 30 receivers when using loss rate.

We test the accuracy in three loss conditions. As shown in thefigure, when loss rate is high, the

clustering generates high false positive. When the loss rate is low, the clustering generates high

false negative. As discussed in Section 5.3.2.B, we essentially use the logarithmic form of the

success probability in the computation. When the loss rate is low, the success probability is close

to one, and the performance differenceDi is close to zero which makesDrelative
i,j higher, causing

more false negative. Similar reason results in high false positive under high loss rate. Additionally,

we also plot in the figure the clustering accuracy when combining both metric together. That is,

only whenDrelative
i,j for two metrics both smaller than the corresponding thresholds,Ri andRj are

clustered together. As we can see, the combination of two metrics greatly reduces the number of

the false positives. Reducing the number of false negativescan be achieved by first increasing the

value of the threshold and then combining two metrics together.
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5.5 Internet Experiments

We now describe validation of our techniques using Internetexperiments.

5.5.1 Measurement Methodology

The goal of our Internet experiments is to infer the network topology from the performance

measurements in terms of latency between any pairs of routers in a given ISP. Ideally, we would

like to consider the loss rate as well. However, due to the rate limiting on the ICMP queries, we

could not obtain enough samples to measure the loss rate accurately. To ensure the coverage, we

use a distributed set of PlanetLab nodes as probing sources,each of which probe a pre-computed

set of destinations. The destination assignment is carefully designed to maximize the coverage of

the ISP in focus while minimizing the load on each probing hosts, which is similar to the Netdiff

system [104].

In today’s Internet, a large ISP has hundreds of routers, which makes the task of the analysis

of the experiment data and then the inference of the topologyvery challenging. To reduce the

complexity, we consider each PoP (Point of Presence) ratherthan each router as the unit of our

analysis. It is justified by the fact that the performance of intra-PoP hops is negligible compared

to that of inter-PoP hops. Table 5.2 presents the statisticsof PoP-level topology for large ISPs. As

we can see, large ISPs has a large number of PoPs. The tree topology rooted at each PoP (acting

as an ingress), however, is not very complex as the average ofinter-PoP hop counts (i.e., inter-PoP

path length) is around 3. That is, traffic across the ISPs traverses an average 3 PoP-level hops.

European ISPs tend to have a small topology size than ISPs that have major presence in US.

In the experiment, we use traceroute to probe the corresponding ingress/egress PoPs of one

ISP. The probe packets are constructed with pre-computed TTL value which is expected to trigger

ICMP TTL expiration response from the corresponding routers. We then obtain the route-trip time

of probe packets for both ingress and egress PoPs of the ISP under test. Each hop is probed 200

times. Then we use the minimum value of all the delays for eachhop to reduce the impact of

measurement noise. A half of their difference is thus the delay between the ingress and the egress.

We select the minimum latency as it best represents the transmission delay, which is most likely to

reveal the internal physical sharing. In total we use 4 weeksof data.
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ISP AS number # PoPs Inter-PoP path length

Qwest 209 69 2.31
UUnet 701 147 2.67
Sprint 1239 76 4.02
AOL 1668 41 3.48
XO Comm. 2828 64 3.48
Verio 2914 58 3.46
Deutsche Telecom 3320 87 1.79
Level3 3356 84 3.58
Global Crossing 3549 73 1.96
Savvis 3561 51 2.03
France Telecom 5511 42 2.87
AT&T 7018 135 3.41
Abilene 11537 30 1.05

Table 5.2: Statistics of ISP’s PoP-level topology
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Figure 5.19: Scatter plot of inter-PoP delays

5.5.2 Experimental Results

Obviously, the performance of the tree merge algorithm relies on the accuracy of the measured

delay between the ingress and the egress. Since our measurement is based on PoP level, it is

necessary to examine whether the PoP-level delay exhibits large variations. Figure 5.19 plots
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the average delay and the corresponding delay standard deviations between any two PoPs in two

typical ISPs. There are two major factors that contribute tothe inter-PoP delay variations. First,

due to the practice of load balancing, there are many distinct IP-level paths connecting two PoPs

and these IP-level paths exhibit delay variations. Second,the variation of the queuing delay, which

depends on the load of the cross traffic, also causes the delayvariance. In Figure 5.19, ISP-1

has fewer PoPs and a relatively simpler network topology, while ISP-2 has a much larger and

more complicated network. Inter-PoP delays in ISP-1 is shown to be much more stable than those

in ISP-2. In the meantime, for long-haul inter-PoP links,i.e., those with delay of hundreds of

milliseconds, the standard deviation can be tens of milliseconds. Due to the relative stability of

ISP-1, we use it as the focus of our experiment.

Figure 5.20 presents the cumulative distribution functionof the relative differenceDi,j for intra-

cluster and inter-cluster receivers in ISP-1. Compared with Figure 5.16, it is a little more difficult

to find a clear cut to distinguish intra-cluster receivers from inter-cluster receivers. WhenDi,j is

less than 1% or more than 10%, we are certain of the clusteringinference. However, whenDi,j is

between 1% and 10%, we cannot determine whether the receivers should be clustered. There are

a few aspects we can improve in real deployment of our proposed technique. First of all, due to

the limited resources, our probing source is far away from the ISP, and we are not able to directly

measure the delay between the ingress and the egress of that ISP. Our current measured delay as
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a half of the difference of the round-trip time from the probing source to the ingress and egress,

is affected by the path performance before the probing packet reaching the ISP, which explains

the large variations in Figure 5.19. In practice, it is the neighboring AS that conducts the analysis

as illustrated in Figure 5.1, so the delay variation will be smaller. Second, neighboring networks

would also be able to obtain other performance measurements, e.g.,loss or delay jitter, which could

help determine the clustering, as described in Section 5.3.2. Third, in Section 5.3.2.C, we describe

that the clustering results can be validated with the separate tree structures to improve the accuracy

of the clustering.

5.6 Related Work

There are several measurement tools related to our study. For example, the mtrace [107] tool,

viewed as a counterpart of traceroute in multicast, acquires the route from a multicast source to

a receiver, along with other information (e.g.,per-hop loss statistics) about the path by using an

MTRACE tracing feature implemented in multicast routers that is accessed as an extension to the

IGMP protocol. The Tracer tool [108] uses mtrace to organizethe receivers deterministically into

a logical tree structure to achieve effective error recovery and congestion control. These tools rely

on the responsiveness of the routers to measurement queriesand its effectiveness is thus limited.

In the context of network tomography, Ratnasamy and McCanne[103] and Cacereset al.[109]

first demonstrated that the correlations of the end-to-end loss measurements in a multicast session

could be used to identify the multicast tree topology. Several studies [99, 102] have followed

to rigorously establish the correctness of these techniques and developed a general framework

in which other measurements, such as delay, delay variance,can be used. This body of work has

been further extended to unicast scenarios as in [97, 98, 100, 110]. For example, the striped unicast

probing proposed in [100] uses a sequence of back-to-back packets sent to different receivers as

an approximation of a multicast probe, thus enabling them touse link loss and delay inference

techniques developed for multicast probes. Similarly, Coateset al. [98] proposed a scheme called

“sandwich probing” in which two small probing packets to onereceiver is sandwiched by another

much larger packet destined for the other receiver. The objective is to ensure the second small

packet queued behind the large packet captures the delay characteristics of the shared path between
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the two receivers. Authors of [111, 112] provide a survey of the related work.

Our study uses a deterministic classification algorithm that recursively aggregate receivers to-

gether to generate a binary tree in a bottom-up fashion. It has been shown [98] that such greedy

nature of the deterministic algorithm based on local decisions (the correlation between a pair of

nodes) can lead to suboptimal results. To avoid the pitfall,[98] proposed another method based on

the idea of sampling, called “Markov-chain Monte Carlo” (MCMC) approach. The MCMC proce-

dure searches through the topology space (i.e., the set of all possible tree structures) and selects the

one with achieve maximum likelihood estimation from the end-to-end measurements. The advan-

tages of MCMC is that it identifies the topology globally rather than incrementally decides a small

piece of the tree at a time. Because the tree construction is not the focus of our study, we only

investigate the performance of the deterministic clustering algorithm which has been demonstrated

to have comparable inference accuracy with other approaches [98].

In [113], Coateset al. proposed a merging technique that is motivated by a similar observation

as ours. However, our study adopts different tree merge heuristics to identify the complete topology

more accurately. In addition, we also investigate how this technique can be applied in the real

Internet environment, extensively evaluating the effectiveness of our algorithm.

5.7 Concluding Remarks

In this chapter, we proposed a framework to discover the resource sharing of a network with

the end-to-end measurements between the ingress and egressof the network. The tree merge

technique aggregates the tree topologies associated with different senders by comparing across

the set of receivers with their performance discrepancies from the senders, and thus can be a good

complement to the previous tree construction algorithms toidentify network topologies. Moreover,

the tree merge procedure can also be used to verify the correctness of the constructed tree and help

improve the accuracy of the tree inference. Our work presents an important step towards ensuring

high network performance without network cooperations despite increasingly opaque IP networks.

Through extensive simulations and measured experiments, we demonstrated the utility and

accuracy of the proposed merge algorithm. By combining boththe loss rate and the delay metrics,

it correctly clusters receivers in more than 99% of the tests. Such insight is critical for improving
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network failure resilience given today’s increasingly opaque IP networks.
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CHAPTER 6

Conclusions and Future Work

This dissertation has focused on how to enhance the robustness of the current Internet inter-

domain routing. In particular, our approach is taken into two directions. In one direction, we

have proposed techniques to assist in pinpointing the origin and cause of the routing instability

for a single networkafter to failures occurred. In the other direction, based on the characteri-

zation of today’s Internet interdomain routing resilience, we have proposedproactivetechniques

that can equip the routing system with the capability to tolerate certain types of Internet failures.

This dissertation makes several contributions toward the understanding of the Internet interdomain

routing (e.g., the routing dynamics and the effect of policy-driven routing), which have potential

for making a significant impact on the design of the next-generation Internet routing infrastructure.

We summarize the primary contributions of this dissertation, which is followed by a discussion

of future research directions.

6.1 Primary Contributions

This dissertation makes the following contributions toward improving the robustness of Internet

interdomain routing.

• Routing dynamics have always been a major concern of the Internet engineering commu-

nity because it not only incurs bandwidth and processing overhead on routers, but may also

lead to poor end-to-end performance (e.g., packet losses, delay, delay jitter). Understanding

routing dynamics allow us to pinpoint network anomalies andpathologies, identify potential

protocol or router design defects, and suggest better designs of future routing infrastruc-
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tures. There is a large body of literature analyzing BGP messages to identify the locations

and causes of routing changes. Our work, however, differs from them in that it focuses on

organizing a large number of BGP updates seen in asinglenetwork and develop a network

troubleshooting system that can capture several types of routing anomalies in real-time. Ap-

plying the system to a large ISP, we have several surprising findings that can help network

operators improve the routing stability of their network. For example, despite having route-

flap damping features enabled on all of the routers, our tool identified a number of persis-

tently flapping prefixes that are caused by other routing instability factors. We also found

that hot-potato routing changes and eBGP session resets were responsible for many of the

large routing disruptions.

• While the Internet becomes more and more ubiquitous in everyaspect of our lives, we have

been constantly witnessing network outages caused by accidental cable cuts, hardware mal-

functions, power outage, human errors, natural disasters,or even terrorist attacks and DoS

attacks. It has been reported that since 1992 there have beenabout 16 outages per month

in the United States alone that each affected 30,000 users. The robustness of the Internet

routing is thus critical under these extreme conditions, failures such as 911 attacks, 2003

Northeast Blackout, and 2006 Taiwan Earthquake. We have proposed a framework to sys-

tematically analyze how the current Internet interdomain routing system reacts to various

types of failures by establishing a realistic failure model, and then pinpoints reliability bot-

tlenecks of the Internet. Our main results on the characteristics of BGP routing resilience

in face of large-scale failures are summarized as follows. First, Tier-1 depeering, despite its

infrequent occurrence, disrupts 94% of the reachability between the single-homed customer

ASes of the affected Tier-1 ASes. Second, most of the reachability damage in today’s Inter-

net is caused by failures of the critical access links, whichare traversed by all possible paths

from the affected AS to the rest of the Internet. 32% of the ASes are vulnerable to this type

of failure. Third, the BGP policy limits the ASes’ option in selecting paths to reach other

ASes, an additional 6% non-stub ASes can be disrupted by a single access link failure even

though the physical connectivity might be available to bypass the failure.

• The current Internet interdomain routing is policy-driven, meaning that the physical connec-
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tivity does not imply reachability. As shown in our work on characterization of BGP’s re-

silience to large-scale failures, the policy limits the ASes’ option in selecting redundant phys-

ical connectivity to bypass failures. Thus, we have proposed a novel idea ofDynamic Rout-

ing Negotiation(DRN) to allow ISPs to temporarily relax policy restrictions when needed,

to enhance the Internet’s routing robustness by exploitingthe existing physical redundancy

in the network topology. By simulating failure scenarios ona realistic Internet topology, we

evaluate DRN for two common types of failures that often disrupt reachability and demon-

strate that policy relaxation on peering links alone can reduce the percentage of AS pairs

disconnected by failures, down to 0% and 37%, respectively.DRN can make further re-

silience enhancements with other types of policy relaxation.

• The knowledge of network topology can always be beneficial todiagnosis of network anoma-

lies, such as link failures and congestion, and devising measures to alleviate their effects.

Unfortunately, due to the increasing concerns on network security, compounded by the re-

cent emergence of MPLS-like layer-2 technology, traditional topology measurement tools

such as traceroute becomes less capable of identifying the internal structure of networks.

To reduce the opaque nature of today’s networks, we propose anovel approach to discover-

ing the internal structure of each network based on the performance measurement obtained

between each pair of ingress and egress points in the network. In particular, we develop

a “tree-merge” technique to consolidate together trees that inferred across different ingress

points. We use extensive simulations and real Internet experiments to demonstrate the utility

and accuracy of our algorithm. This makes an important contribution in enhancing network

reliability by improving the transparency of today’s increasingly opaque networks from the

perspective of shared resources.

6.2 Future Work

Our work on enhancing the robustness of the Internet interdomain routing can be extended

further in the following directions:

• Automation of the response to routing disruptions: In Chapter 2, our troubleshooting

tool generates a report that concisely identifies the set of important events (e.g., large routing
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disruptions, persistently flapping prefixes) that warrant network operators’ attention. More

work needs to be done to automate the process of responding tothe reported routing events

and reduce the involvement of human intervention. We consider the effects of routing con-

figuration changes on different types of routing disruptions. For example, we can adjust

route-flap damping parameters to further penalize persistently-flapping prefixes or use static

route to prevent routes switch back and forth between several possible options.

• Analysis on external routing instability: In Chapter 2, we focused on events that cause

the largest routing disruptions to the network, which happen to be due to either internal

hot-potato changes or eBGP session resets. In future, we want to delve into more detail of

category “multiple external disruptions” to obtain a better understanding of its routing symp-

tom, such as how to pinpoint the accountable AS that originally causes the instability. We

also plan to explore routing architectures, operational practices, and protocol enhancements

that reduce the likelihood and impact of the routing disruptions associated with hot-potato

changes and eBGP session resets.

• Construction of a more accurate Internet topology map: In Chapters 3 and 4, the accu-

racy of our analysis results hinges on the completeness of the topology map and the accuracy

of the AS relationship. Certain links, especially peer-to-peer links in the edge of the Internet,

only appear in the BGP paths between their associated ASes, and therefore cannot be cap-

tured by a limited number of vantage points, such as RouteViews and RIPE. Moreover, the

AS relationship is inferred based on various types of simpleheuristics and cannot capture the

complicated relationship among ASes. Even worse, because the inference of a relationship is

highly dependent on the inference of other relationships, one mistake in the process can have

cascading effects on the accuracy of the whole topology map.In future, we will consider

combining multiple inference heuristics to obtain a more accurate view of the Internet.

• Obtaining an AS-level traffic matrix: In Chapter 3, we simplify the evaluation of the

traffic impacts of each failure by using the number of paths that traverse each AS link as the

traffic flowing through that link. In future, we would like to develop techniques to accurately

estimate the traffic distribution matrix across ASes and then incorporate into our current

analysis to have a better understanding of routing impacts.
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• Applicability of the topology inference technique: In Chapter 5, we discuss the challenges

in applying the topology inference technique to the real Internet. For example, ISPs apply

a variety of load-balancing techniques to packets through their networks, and the topology

seen by a sequence of probing packets might change on the fly, thus introducing inaccuracies

into our analysis. In addition, the queuing delay might be a more dominating factor than

the propagation delay, which is the foundation of our tree-merge algorithm. Therefore, our

analysis needs to find ways to eliminate the effects of the queuing delay on the measurement.

All of this requires us to gain more experience from the deployment of our tool at different

types of ISPs to see whether and how these factors affect the accuracies of our analysis.
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