ABSTRACT

Improving QoS and Management in Multi-Hop Wireless Networks

by
Kyu-Han Kim

Chair: Kang G. Shin

To meet the ever-increasing demand for wireless access totirnet, multi-hop wireless
networks have been introduced to provide fast, easy, angpamsive wireless last-mile
connectivity. By using “free” wireless links, multi-hop medrks can easily be deployed
to cover large areas or are being adopted for many emergpigagons, including home
networks and city-wide wireless clouds. On the other han@cant measurement study
has shown that due to heterogeneous and changing envirtsymauiti-hop networks of-
ten provide poor Quality-of-Service (QoS) and/or incurthiganagement costs. Network
users often experience fluctuation in end-to-end perfoo®aocaused by intermittent in-
terferences or new obstacles. Furthermore, network eagingeed to put considerable
management efforts into identifying the interference sesor manually reconfiguring the
network settings or the physical locations of nodes.

This thesis proposes novel system-lanenitoringandadaptationtechniques, through
which multi-hop wireless networks can significantly impeavwser-perceived QoS and re-
duce human-involved network management efforts. Firdipatises on the link-quality
fluctuation problem and presents distributed link-quatitynitoring techniques that allow
networks to accurately measure time-varying wireless-tiokditions. Second, it investi-
gates the network reconfiguration problem and propose$izedglanning algorithms that
enable networks to autonomously reconfigure network regsuie.g., channel, interface)
on demand. Next, the thesis explores the spatial dimendioeta/orks and proposes a

mobile autonomous router system that optimizes physi@agrhent of network nodes in



heterogeneous deployment environments by using robedhasbility. Finally, the thesis

investigates the spectrum monitoring and managementgrolnl the chaotic deployment
of current wireless networks and presents a robot-basedrapesite-survey system that
automates a labor-intensive spectrum monitoring task frone both QoS and manage-

ment costs.
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CHAPTER 1

Introduction

With ever-increasing demands for pervasive access to teenkt, multi-hop wireless
networks have been actively developed and widely deploy&decent study [76] has
shown that more than 340 cities and counties in the U.S. haga Heploying multi-hop
or large-scale wireless networks. In addition, these nindp networks have created new
applications and services, including municipal broadbharidrnet, emergency response
systems, and climate/environment monitoring systems. Byusexpensive wireless links
such as IEEE 802.11, multi-hop networks can easily provete/ork connectivity over tar-
get areas without deploying expensive wire-lines. Furtitee, because of their multi-hop
nature, these networks can significantly improve spectriliration and network reliabil-
ity by increasing spatial spectrum reuse as well as redwydametwork topology (e.g.,
mesh), compared to traditional cellular networks.

This thesis first explores the potential of such multi-hopeVess networks for fast,
easy, and inexpensive network connectivity. Then, it psegosystem-level frameworks
and techniques that will significantly improve Quality-8érvice (QoS) and network man-

agement cost, which are essential to the realization oféh&ork’s potential.

1.1 Multi-Hop Wireless Networks: Model and Promise

A multi-hop wireless network is nothing more than a disttdzlisystem that consists

of physically distributed wireless routers and multi-hopeless links, as illustrated in
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Figure 1.1: Architecture and promises of multi-hop wireless netwogkmulti-hop wireless
network consists of geographically-distributed routers, multi-hop linkd, @an
few gateways. This multi-hop wireless network can provide several importa
benefits such as deployment costs over wired network counterparts.

Figure 1.1. First, wireless routers in the network are (glstationary and are deployed
in street-lights/roofs (outdoor) or ceiling (indoor). Ngthese routers are interconnected
through multi-hop wireless links (IEEE 802.11 or IEEE 8@),land a few routers (i.e.,
gateways) are connected to the Internet through wire-linesaddition, edge routers in
the network are equipped with wired (e.g., Ethernet) or leg® (e.g., IEEE 802.11) links
to provide wireless connectivity to users. These settirags change, depending on the
network’s application scenarios. For example, for broaddaternet services in residential
areas, network nodes are equipped with multi-radio integafor high bandwidth. For
video surveillance or disaster monitoring systems, wa®links are assumed to provide
guaranteed end-to-end bandwidth or delay, and networkse@equasi-stationary for real-
time deployments.

Given this model, multi-hop wireless networks can provideesal benefits, including
deployment and management costs, over wired networkst, fiey can quickly provide
wireless network connectivity to areas where real-timavogt connectivity is necessary
for such applications as disaster monitoring and emergeegyonse systems. Second,
their coverage can easily be extended by simply placingtiaddi wireless routers in the
new areas to be covered. Third, they reduce network managesust significantly by

avoiding the deployment of wired cables as well as by adgptibust routing protocols.



Finally, multi-hop wireless networks can outperform DSLidital Subscriber Lines)-level

QoS (1 Mbps or a little more).

1.2 Challenges and Limitations in QoS Support

Despite the potential benefits in multi-hop wireless nekspa recent study has shown
that multi-hop wireless networks often deliver poor QoS,ahds, end-users experience
intermittent connectivity or low end-to-end throughputai Internet-based real-time ap-
plications such as Voice-over-1P (VolP) and video stregmaquire the networks to support
a certain level of bandwidth and delay. However, becausel&gs link-quality fluctuates
over time, networks fail to meet the application QoS requiats. In addition, inaccurate
or obsolete information about the underlying network ctodicauses the networks to be
under-utilized, even if they can serve additional appiaratraffic.

Many solutions have been proposed to improve QoS in wiralessorks, but they
assume simple or impractical link-quality models, whiclusg poor QoS or increased
management costs in practice. First, mobile ad-hoc nesv(MKANETS) have been in-
vestigated with emphasis on maintaining connectivity myimuser mobility [43, 117] or
with limited resources [56, 83, 105]. However, they rely ondified wireless link models
(e.g., unit-disc model), which are shown to be impractioaptovision QoS [31]. Next,
wireless sensor networks (WSNs) have been studied exténsitmwever, they focus
mainly on improving the energy efficiency of network protisci®] under simple wireless
link models. Third, wireless mesh networks (WMNSs) have besively developed, and
realistic wireless link models (e.g., probabilistic linksave been considered [3, 30, 36].
However, they do not fully identify and exploit the charatdgcs of wireless links (e.g.,
asymmetry). Finally, various wireless network monitororgspectrum survey frameworks
have been proposed [1, 4, 49, 88, 92] to adaptively configw® garameters. However,
they rely mostly on off-line processing of network traced aitso incur significant deploy-

ment/management costs.



1.3 Challenges and Limitations in Network Management

Another challenge in multi-hop wireless networks is to mtiem deal autonomously
with various types of wireless link failures or environmanthanges to preserve QoS.
Even though multi-hop wireless networks have the advartégasy, fast, and inexpensive
deployment over wired networks, their dependency on phy$acations causes various
network management problems.

First, because the quality of wireless links fluctuates wiitte as well as space, network
engineers are required to frequently monitor and fix the dlagon-induced problem or
wireless link failures. Various routing protocols, suchsaff-organizing and link-quality-
aware routing [77, 122], have been proposed to solve thdgmglihey merely deal with
transient link failures, and hence, networks experieneguent QoS failures in the case
of long-term link failures (e.g., interference) that aremeoon in today’schaotic network
deployment environments [5].

Next, wireless nodes in certain locations may suffer fromrenmental changes, such
as new obstacles or interferences, and their locationstaonie settings, such as channel
assignments, need to be changed to satisfy the users’ Qo&dsmManaging manual re-
location or reconfiguration of network nodes requires goibivie effort, including extensive
spectrum site-survey and manual adjustment of node lotatidbhere are many solutions
to solve these problems by tuning the underlying networkipeters, such as transmission
power and data-transmission rate [113, 121]. Even thougoime cases these parame-
ters are effective, relocating nodes or adding new nodesdsssary if the improvement
achieved by controlling the parameters is limited by phgisemvironments. For example,
nodes using the maximum transmission power behind obstaaleot achieve maximum
network capacity, but degrade overall channel utilizagtemmpared to relocating nodes.

Third, real-time deployment of wireless nodes puts add#idurden on management.
Many researchers have focused on off-line network planaimd optimization [17, 59],
but little has been done on real-time deployment and opétida of networks. Some
researchers have recently proposed the trajectory-basgldythent of wireless sensor

nodes [107]. However, after the initial deployment of statiry sensor nodes, networks



cannot physically adapt to changing network conditionsteratively, hybrid networks
consisting of stationary sensors and mobile robot nodew/dtir the partial adjustment of
their topology by moving a few mobile robots based on nodesitiefil11]. However, this

approach does not consider the spatial characteristicsrefess links, which are critical
for optimizing overall network performance.

Finally, even deployed wireless networks need to be masitdor assessment, exten-
sion, and improvement of overall network performance. Maegwork assessment tech-
niques (e.g., [99]) and spectrum site-survey tools [4, 9] have been proposed. Network
engineers can navigate through deployment areas and & #hegerformance of wireless
routers by using these solutions. Even though they can ateaypart of the spectrum sur-
vey, network engineers have to repeatedly navigate thrthegkame areas if the networks
experience frequent environmental changes or QoS failuresthermore, as more RF-
based applications and services (e.g., a localizatioresy$t19]) have been introduced,
performing spectrum site-survey causes a dramatic inelieastwork management costs.

To reduce increased management costs and improve netw@&ktkle thesis proposes
to enable multi-hop wireless networks to autonomously attafundamental network pa-

rameters, such as link conditions and node locations.

1.4 Research Goals: QoS-aware Autonomous Management

One of fundamental approaches to enabling QoS-aware autmrsomanagement is to
incorporateawarenes®f, andadaptationto wireless link-conditions into multi-hop wire-
less networks. This thesis presents algorithms and framk@woat allow wireless networks
to (i) capture the quality of wireless links and (ii) adapthie underlying quality and users’
QoS demands.

e Link-quality awareness. For provisioning QoS, highly accurate link-quality infor
mation is necessary. The quality of wireless links is a médtn network QoS. Mod-
eling wireless links could provide theoretical understagaf wireless link charac-
teristics, but such models often fail to capture charasties specific to heteroge-

neous deployment environments. This research, by conteksts a measurement-
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based approach for making wireless systems accuratelyreaphvironmental fac-
tors about link conditions. From the measurement resuttsyarks can obtain site-
specific spectrum propagation and thus yield highly aceurak-quality informa-

tion.

Channel- and radio-assignment adaptation To continuously support QoS in the
presence of link failures, channel/radio adaptation dlgms are necessary. Based
on the link-quality awareness, wireless networks can addptreconfigure their
settings by using diverse network resources. Considerabiarch to make use of
network-level diversity—multi-path [77, 122]—exists. Bwymirast, this thesis fo-
cuses on the use of multi-channel and multi-radio divessiti By using multiple
orthogonal channels—13 in IEEE 802.11a and 3 in IEEE 802gtHand multiple
interfaces (or radios) available in wireless routers, hdp wireless networks can
solve critical channel-related link failures under chawggenvironments or QoS de-

mands.

Node-placement optimization and adaptation To enable QoS-aware deployment
with minimum costs, optimization and adaptation algorishabout node placement
are needed. The performance of wireless links is affectethéyhysical location
of neighboring network nodes. Even after the deliberategrtent of the nodes,
network engineers still need to adjust their locations mdy éor improving network
performance but also for dealing with frequent wireles& liailures. This thesis
studies the feasibility of designing new wireless routbi tan make use of such

spatial diversity for adaptive satisfaction of user QoS deds.

Spatial spectrum-condition awareness Spatial spectrum-conditions need to be
monitored to reduce management costs and to support otpécatmns, includ-
ing indoor localization system. Spectrum site-surveysigie useful information
for both network management and network QoS. Furthermoesynapplications
such as an RF-based localization system require the sppéatram footprints of
the wireless networks. This thesis designs, implementsesaluates a novel spec-

trum site-survey system, especially for challenging irrdmwironments (e.g., office
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buildings).

1.5 Research Contributions

Motivated by the above research goals, the primary contobs of this thesis are to
design, develop, implement, and evaluatnitoringandadaptationalgorithms and frame-
works, through which multi-hop wireless networks can adllenk condition information
(self-monitoring), reconfigure channel/radio assignmetf-reconfiguration), optimize
node locations (self-optimization), and provide a tool tdomate spectrum site-surveys
(autonomous survey). As shown in Figure 1.2, this thesigdes mainly on wireless mesh
and relay networks, where QoS and management costs araldnioperation. Moreover,
the thesis proposes systems that can be implemented aradypexd using open-source

software and off-the-shelf products to demonstrate tlegisibility and practicality.

1.5.1 Self-Monitoring

To provision end-to-end network QoS, multi-hop wirelessnoeks must be able to
keep track of wireless links conditions (i.e., awarendsstilated in Figure 1.2 (b)). This
thesis presents an efficient and accurate link-quality toang framework for an IEEE
802.11-based wireless mesh network. As a QoS-buildingkblbis framework measures
the link quality and provides quality information to othetwork applications and services
(e.g., routing protocol).

The proposed monitoring framework addresses three cotlenpas: efficiency, accu-
racy, and link-asymmetry. First, the framework improvethbefficiency and accuracy in
measurements by introducing novel hybrid measuremenhigeés. Next, this proposed
framework enables the identification and use of asymmetiirel@ss links, which are im-
portant for QoS, but have often been ignored. Third, thimm&aork includes cross-layer
designs that improve measurement accuracy, keeping tmedvark easy to deploy over

existing wireless mesh networks.
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Figure 1.2: Main research contributionadVulti-hop wireless networks can achieve QoS and
autonomous managements through self-monitoring, self-reconfiguraétin, s
optimization, and automatic survey on wireless link-conditions.

1.5.2 Self-Reconfiguration

Due to frequent wireless link-failures, multi-hop netwsrkust be able to recover from
failures by reconfiguring network resources, such as nchlinnel and multi-radio inter-
faces, to continue meeting QoS demands (i.e., adaptiveepssed in Figure 1.2 (c)). This
thesis presents a localized self-reconfiguration algaritivat enables wireless routers in a
faulty area to cooperatively reconfigure their channel amddssignments with minimum
network disruption.

This proposed framework handles three key challenges: tororg, localized plan-
ning, QoS-aware planning. First, the framework enablédstiea network reconfiguration
by detecting link failures based on self-monitoring. Neke framework allows a group
of local wireless routers to generate a reconfiguration piah matches locally-available
network resources with changing QoS demands. Third, thegsed framework minimizes
the adverse effects of local reconfiguration on other pdrteetworks (i.e., ripple effects)

by incorporating spatial spectrum reuse into the recordigum planning.



1.5.3 Self-Optimization

Another dimension of adaptation is to use the spatial dityecs network nodes for
optimizing the performance of a multi-hop network (adagtiess illustrated in Figure 1.2
(c)). This thesis studies the feasibility of using the pbgkmobility of wireless routers
for improving QoS and proposes a mobile autonomous roustesy. This system enables
each wireless router, mounted on a robot, to autonomousiyerand determine its best
reception location and form relay networks with neighbgniauters.

The proposed system handles four core challenges: spakajliality measurement,
spatial probing algorithm, localization, and feasibilifyirst, the system accurately mea-
sures spatial wireless link-conditions through grid-loaseasurements. Second, by using
the measured spatial link-quality information, the sysedficiently finds the best reception
positions through a strategy of hierarchical navigatiohird, this system also includes an
error-tolerant positioning system in which each router gaintain accurate node loca-
tion information during navigation. Finally, the proposgatem is designed to be feasible
and has been implemented and prototyped with a commoditylenaiot and an IEEE

802.11-based wireless router.

1.5.4 Automatic Survey

Even after deployment, multi-hop wireless networks andr thgectrum usage need
to be periodically monitored (awareness depicted in Figu?¢b)). This thesis presents a
novel spectrum survey system that automates labor-imespectrum site-survey by using
robot-based mobility.

The proposed systems address three key challenges inuspexirvey: repeatability,
efficiency, and adaptability. First, the system not onlyrastis spatio-temporal variance
in spectrum conditions, but also generates repeatablérapemaps. Second, the system
minimizes the measurement space by adaptively using éiftebut complementary, mea-
surement techniques. Third, the system intelligently mhetges measurement granularity
(e.g., measurement distance) that creates a trade-ofebatefficiency and accuracy in

spectrum site-survey.



1.6 Organization of the Thesis

The rest of this thesis is organized as follows. Chapter 2emtssan efficient and
accurate link-quality monitor (EAR). EAR efficiently monitowireless link-quality pa-
rameters such as packet-delivery ratio and data-transmisate in a WMN. Chapter 3
proposes localized self-reconfiguration algorithms (LBGIEEGO allows a multi-radio
WMN to autonomously recover from local link failures. Chapdepresents a mobile au-
tonomous router system (MARS). MARS enables a wireless raoteinaracterize spatial
link-quality and allows a group of mobile wireless routessférm a real-time multi-hop
relay network. Chapter 5 proposes a spectrum survey robdiofpy Sybot automates
labor-intensive spectrum site-survey for large-scaleless networks. Finally, the thesis

concludes with Chapter 6.
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CHAPTER 2

Efficient and Accurate Measurement of Link-Quality in

Wireless Mesh Networks

2.1 Introduction

Due to their deployment in large and heterogeneous areathaindise of open wire-
less media, wireless links often experience significanlityféuctuations and performance
degradation or weak connectivity [3, 31]. To deal with sudreless link characteristics,
there have been significant efforts to improve the netwomrfop@mance by reducing the
overheads associated with unexpected link-quality cheinger example, EXOR [14, 15]
is a routing protocol that tries to reduce the number of remgissions via cooperative
diversity among neighboring nodes. MASA [120] is a MAC-laygproach that tries to
minimize the overhead in recovering lost frames via neadalvaging” nodes. Finally,
NADV [65] is a link metric that assists a geographic routingtpcol to choose the relay
node by optimizing the trade-off between proximity and lqality.

In addition to the above efforts, accurate measurement l@gs link quality is es-
sential to dealing with link-quality fluctuations for thelfawing reasons. First, the above-
mentioned three solutions rely heavily on accurate linkghiy information to select the
best relay nodes. Second, applications, such as videarsirgand VoIP, also need the
link-quality information to support QoS guarantees over WVINThird, diagnosing a net-

work, especially a large-scale WMN, requires accurate kengr statistics of link-quality
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information to pinpoint the source of network failures, arduce the management over-
head [88]. Finally, WMNs commonly use multiple channels [38, 90], and determining
the best-quality channel among multiple available charezjuires the information on the
quality of each channel.

There are, unfortunately, several limitations in usingse®g techniques to measure
the quality of links in WMNSs. First, Broad-cast-based Activelfing (BAP) has been
widely used for link-quality-aware routing [15, 30, 36]. tAbugh it incurs a small over-
head (e.g., 1 packet per second), broadcasting does notsatyeaerate the same quality
measurements as actual data transmissions due to diffektsettings (e.g., modula-
tion). Thus, BAP provides inaccurate link-quality measoeats. Moreover, its use of an
identical type of probing irboth directions of a link generatds-directional results, thus
un-/under-exploiting link asymmetry. Second, unicasidabprobing provides accurate and
uni-directionalresults owing to its resemblance to the use of actual datartrssions, but
it incurs significant overheads. Finally, passive monitgrj65] is the most efficient and
accurate since it uses actual data traffic. However, it aisors the overhead of probing
idle links.

To overcome the above limitations of existing measuremesfirtiques, we propose a
high-accuracy and low-overhead distributed measuremamswork, called EAR, that has
the following three salient features. First, EAR consistthcee complementary measure-
ment schemes—passive, cooperative, and active moniteitingt commonly usenicast
for its accuracy and “opportunistically” exploit the egsasoss traffic of each node for ef-
ficiency. Using unicast, all three schemes measure linkitguander the same setting as
the actual data transmission, thus yielding accurate tees@ly exploiting data traffic in
the network as probe packets, and dynamically and adapsestcting the most effective
of the three schemes, EAR not only reduces the probing osdrhmit also decreases the
measurement variations, thanks to the large number of fakitprobe (i.e., real traffic)
packets.

Second, EAR’s link-quality measurement is matiection-awareto effectively capi-
talize on link asymmetry. Wireless link quality is often asyetric due to such environ-

mental factors as hidden nodes, obstacles and weathetiomsdB30, 69, 73]. The better-
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quality direction of an asymmetric link might often be goauwagh to transmit data frames
in that direction, instead of taking a longer detour path. Bgaion-aware measurement
of link quality from actual data transmissions and ACK recaps, EAR can identify and
exploit link asymmetry, thus improving the utilization ofétwork capacity.

Finally, EAR is designed to run in a fully-distributed faghiand to be easily deployable
on existing IEEE 802.11x-based WMNSs. It runs on each node andgically measures
the quality of link to each of its neighbors to maintain update link-quality information.
On each node, EAR is implemented at the network layer and ealeviver, and intelli-
gently uses several features of the MAC layer, such as triasgm results and data rate,
by interacting with the MAC Management Information Base (M[BQ)]. Moreover, this
design does not require any system change or MAC firmwarefroation, thus making its
implementation and deployment easy.

We conduct an in-depth evaluation of EAR via bost2based simulation and exper-
imentation on a Linux-based implementation. Our simutatiesults show that EAR’s
unicast-based techniques decrease the root mean-squ@reneneasurements by at least
a factor of 4 over the broadcast-based approach, while neglilce overhead by an av-
erage of 50%, even in large-scale WMNs. Moreover, EAR’s dineeaware link-quality
measurement enables the opportunistic use of asymmeikis éind helps the underlying
routing protocol find the best-quality relay node, thus iayimg channel efficiency by up
to 49%.

EAR is implemented as a routing component along with theagedriver of Orinoco
802.11b, and then evaluated on our experimental testbegertxental results show that
EAR effectively exploits existing application traffic in m&urement (up to 13 times more
probing packets than BAP’s). In addition, our measuremestlts show that there exist
many asymmetric links in different time scales (from a fewdtzens of minutes), and
that EAR’s uni-directional measurement helps the routirggqmol improve the end-to-end
throughput by up to 114%.

The rest of this chapter is organized as follows. Sectiond2stribes the motivation
of this work. Section 2.3 presents the EAR architecture dgorighms. Section 2.4 evalu-

ates EAR usingis-2based simulation, and Section 2.5 describes our impleatientand
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experimental results on our testbed. Section 2.6 discuksagmaining issues associated

with EAR, and finally concludes the chapter.

2.2 Motivation

We first advocate the importance of accurate measurememnasryihg wireless link
quality to WMNs. Then, we identify the limitations in applgrexisting measurement

techniques to WMNs.

2.2.1 Why Accurate Link-Quality Measurement?

Wireless link quality varies with environmental factors¢h as interference, multi-path
effects and even weather conditions [3, 46, 60]. Especialynulti-hop WMNSs, due to
their usual deployment in large and heterogeneous areesless link quality fluctuates
significantly, and thus, the various network protocols,hsas the shortest-path and geo-
graphic routing protocols, designed under the strong djn&lity assumptiohoften suffer
performance degradation or weak connectivity [3, 31, 60].

Accurate link-quality measurement is essential to soheegdtoblem associated with

varying link-quality in WMNSs, as one can see from the follog/nse-cases.

e Selection of the best relay nadéccurate link-quality information can reduce the
recovery cost of lost frames caused by link-quality fludtuzt. For example, EXOR
[14, 15] and MASA [120] attempt to reduce the number of trailssimans with the help
of intermediate relay nodes in retransmitting lost frant&sth solutions are based on
capture effectshat allow in-range nodes to cooperatively relay “overbédrames,

but one key question is how to select the relay node that lealsest link-quality.

e Supporting Quality-of-Service (QaSVireless link-quality information enables appli-
cations and network protocols to effectively meet usersS@equirements. For ex-
ample, applications, such as VoIP and IPTV, can dynamiealjyst their service level

that can be sustained by varying link-quality in the netwddk the other hand, link-

For exampleif | can hear you at all, | can hear you perfectly.
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quality-aware routing protocols [30, 36] can accuratebyake a path that satisfies the

QoS (e.g., throughput and delay) requirements based omttiguality information.

e Network failure diagnosisLink-quality statistics can be used to diagnose and isolat
faulty nodes/links (or faulty areas) in WMNSs, facilitating@twork management [29,
88]. WMNs covering shopping malls, a campus or a city, usuadlysist of a number
of nodes, and each node must deal with site-specific linkitiond. Thus, WMNs

require a clear picture of local link conditions for netwaréubleshooting.

¢ Identifying high-quality channeld.ink-quality information helps WMNs identify high-
quality channels. WMNs usually use multiple channels to cedaterference between
neighboring nodes [36, 46, 90]. However, due to the use afeshaireless media,
link-quality differs from one channel to another, and hendetermining the best-
guality channel is of great importance to channel-assignmlgorithms, such as those
in [8, 59].
Motivated by these and other use-cases, we would like toeaddrow to measure link-
guality and how beneficial accurate measurements can belizingt the given network

capacity.

2.2.2 Limitations of Existing Techniques

There has been a significant volume of work on link-qualityasweement. We discuss

pros and cons of using existing techniques for WMNSs.

Accuracy and efficiency A measurement technique must yield accurate results ahas lo
a cost as possible. First, Broadcast-based Active ProbiA§)Bas been widely used for
adopting link-quality-aware routing metrics such as Expéclransmission Count (ETX)
[30] and Expected Transmission Time (ETT) [36]. It uses $aripoadcasting of probe
packets from each node and derives link-quality infornmabip multiplying the percentage
of successful transmissions in each direction. Althoughiitexpensive, broadcasting uses
a fixed and low data rate (2Mbps), which is more tolerant ofebibrs than other rates,

and which may differ from the actual data-transmission tatg., 11Mbps). Thus, as we
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will show later (in Figure 2.13), BAP yields less accuratéiguality information than a
unicast-based approach (e.g., 10.2% error by broadca%t6%. error by unicast).

Next, the unicast-based approach to measuring link barid@d, 35, 36] can yield
accurate results as it uses the same data rate for probinkg adithat for actual data trans-
missions over the link. However, frequent probing of linkech neighbor incurs a higher
overhead than BAP. As the number of neighbors increaselsegackets might throttle the
entire channel capacity.

Finally, without injecting probe packets, passive monitgiyields accurate link-quality
measurements without incurring any overhead. Signaldés®&lRatio (SNR) monitoring
may be the cheapest, but it is shown to be not strongly relatedtual link-quality [3].
Self-monitoring [65] could be attractive due to its use ofuat data-frame transmission
results. However, it also incurs a large overhead in probimig when there are no data

packets sent over them.

Link-asymmetry-awareness Measurement schemes must be able to identify and exploit
wireless link asymmetry that results from interferencestables, or weather conditions
[30, 69, 73]. For example, if there is interference in thanitg of node A, then signals
from a remote nod8 to A might be disrupted, whereas signals from nddare normally
strong enough to overcome the interference. WBil@ight reachA via nodeC that has
high-quality links to bothA andB, nodeA can use the direct link tB, thus saving network
resources.

First, BAP has limited asymmetry-awareness. It was oritjirgesigned to be aware
of link asymmetry [30, 36]. BAP independently measures thality? of the link’s both
directions, and then multiplies them. However, the resaflesbi-directional—giving the
same link quality in both directions—due to the same typerobmg used in both direc-
tions, and often under-estimate the quality of asymmeinicsl Figure 2.1 is a sample
measurement result of BAP over an asymmetric link on oub&ektThe figure shows that
although one direction of link has good quality (upper clirlee measurement result via

bi-directionality often under-rates the quality of thekimboth directions (lower curve).

2For the time-being we use the delivery ratio of data frames of linkBA\as the link quality. We
will elaborate on this in Section 2.3.2.
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Figure 2.1: Measurement results with BAP for 4000s: BAP often under-estimates #tigyqu
of an asymmetric link between A and B due to its bi-directionality, even though
one direction (from A to B) has good quality for data transmission.

Even though BAP might overcome this limitation using muditypes of probing, such an
approach incurs additional overheads, and using broadeagtstill under-/over-estimate
link-quality as we will show in Section 2.5.3.2.

Next, unicast-based probing and passive monitoring arellysuni-directional in the
sense that their measurement includes the delivery rataats#f and ACK frame trans-
missions. Thus, the measurement results accurately réfledink-quality of actual data
transmission. Again, in the first example, because unietioral results are calculated by
using the high-quality link direction and the reverse-diilen quality of ACK transmis-
sions, the results are accurate regardless of the oppagtidn’s quality, and allow node

Ato directly transmit packets to nodewithout taking a detour path.

Flexibility and feasibility ~Measurement techniques must be flexible enough to cope with
time-varying link-quality. Firstaperiodicmeasurements, which capture link-quality only
for a certain period as in [47, 75], might be the simplest waynbnitor link conditions.
However, it yields poor measurement accuracy in wirelesg@mments due to frequent
link-quality fluctuations or requires significant efforts determine the optimal measure-
ment period.

On the other hand, the simpt&-demandink-quality measurement used in MANETs
[56, 83] might be cost-effective. However, it mainly focasen link connectivity (i.e.,

a binary value) instead of actual wireless link quality. EMkRough several approaches
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(e.g., [43]) have been proposed to elaborately measureayliakity using SNR, their main
purpose is to maintain stable connectivity, rather thamptg to the link dynamics in real
time.

Finally, the measurement techniques have to be easily mgieable and deployable
in existing WMNs. BAP and unicast-based approaches can bkeingmted at any pro-
tocol layer without requiring any significant system changgassive monitoring can be
developed in the network and MAC layers. However, it needaciess and exploit the

information from the MAC layer, which might not be availalitethe public [49].

2.3 The EAR Architecture

This section details the architecture of EAR. First, the glesationale and main algo-
rithm of EAR are outlined. Next, we define the link quality tE8AR deals with, and then

describe its three measurement schemes. Finally, we anddgzomplexity of EAR.

2.3.1 Overview of EAR

EAR is a low-overhead and high-accuracy measurement frankethat is aware of
asymmetric wireless links and also easily deployable in.BD:based WMNs. EAR has

the following distinct characteristics.

e Hybrid approach EAR adaptively selects one of three measurement scherass (p
sive, cooperative, and active) to opportunistically ekmaisting application traffic as
probe packets. If there is no application traffic over a lIlBRR uses active probing
on the link at a reasonable cost. Otherwise, EAR switche¥ iis passive or coop-
erative monitoring that gratuitously uses existing trafificcollecting the link-quality

information.

¢ Unicast-based uni-directional measuremeBAR usesunicast(instead of broadcast)
in each direction of a link for measuring its quality. Unitashich uses the same
settings as the actual data transmissions, allows diffesg@remes to generate homo-

geneous measurements. Moreover, since the quality of @dck dlirection is inde-
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pendently measured via unicast, the measurement reseltsadirectional.

e Distributed and periodic measuremerEAR independently measures the quality of
link from a node to its every neighbor in a fully-distributady. This measurement
is also taken periodically to cope with the varying link-tityaand the measurement

period is also adapted based on a link-quality history.

e Cross-layer interaction EAR is composed of “inner EAR"IEAR) that periodically
collects and derives link-quality information in the netlwdayer and “outer EAR”
(oEAR) that monitors egress/cross traffic at the device driveese two components
interact across the two layers to intelligently exploit MA&er information without

any modification of MAC’s firmware.

EAR'’s overall operation can be described in four sequentegssas shown in Algo-
rithm 1. First, during a measurement peridd,(), every node monitors link quality us-
ing one of passive, cooperative, and active measuremeatrghper neighbor. Then, at
the end of)M,, a node records the measured link quality and exchangesfibreniation
with neighboring nodes, if necessary. Next, during an up@atiod (/,), nodes process
link-quality reports from their neighbors, if any. Fingllgfter an ordered pair of/, and
U, (called themeasurement cycl€;,®), each node updates its local link-state table with
directly and indirectly measured link-quality informaticand then decides on its measure-

ment scheme for the next cycle.

2.3.2 Link-Quality of Interest

EAR focuses on link cost and capacity as link-quality paramse which are defined as
follows. First, the link cost is defined as the inverse of takvery ratio (/) of MAC frames.
This definition reflects the expected transmission countachedata frame. Specifically,

the cost C) of link A—B is calculated by

1 Ny
C:d_z anddi:(l—a)xdi,l—l—axﬁt (21)

SWe setC, to 10 seconds (=99\(,.) + 1s (U,)) in our evaluation.
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Algorithm 1 EAR at node duringC,

(1) During a Measurement-Periade (Cy—1, M,,)
for every neighbor node do
S;; < a monitoring scheme for the link from nodéo nodey
if S;; == PASSIVE or ACTIVEthen
monitor egress traffic to node
else if S;; == COOPERATIVEthen
monitor egress traffic from noddo nodek that nodej overhears
end if
if node: received a cooperation requeéifrom nodej then
overhear cross traffic from nogeo node/
end if
end for

(2) At the end of a Measurement-Periods M,
for every neighbor;j do
record measurement results from nede nodej
if nodei received a cooperation requeétffom node;j then
send nodg a report of overhearing traffic from noddo node/
end if
end for

(3) During an Update-Period,c (M,, M, + U,)
process a measurement report(s) from other nodes, if any

(4) End of an Update-Period= M, + U, (or,t = C,)
for every neighbor;j do
calculate the quality of link from nodgto j using Eq. (2.1)
run the transition algorithm (in Figure 2.2) for nogle
if transition to COOPERATIVEhen
choose nodé that nodej can overhear
send a cooperation reques) (0 nodej
else iftransition to ACTIVEthen
schedule active probe packets
end if
end for
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whered; is the smoothed delivery ratia, a smoothing constart)N, the number of suc-
cessful transmissions, amd the total number of transmissions and retransmissionsgluri
a measurement period of thxh cycle.

EAR also measures link capacity by using the data rate adlairom MAC frame
transmissions. The data rate can be an upper bound of capaitthe link can achieve,
and is used to derive a net capacity along with link cost viahsuetrics as ETX [30] and
ETT [36]. In EAR, the rate is derived based on the recent $izgi®f dominantly-used
rate at the MAC layer during the previous measurement cyidies is done jointly with the
collection of the link cost¥,, N;). Upon completion of data transmission to its neighbor,
EAR updates the frequency of the data rate used. At the engeaihtasurement cycle,
EAR uses the frequency to infer the MAC’s current data ratéfemeighboring node. This
simple algorithm enables EAR to work with any rate-contiieme (e.g.fixed, autd in
MAC and yields accurate link-capacity information withaaturring any communication
overhead.

Note that even though EAR can be easily extended to meadwee pdrameters, such
as delay and jitter, as described in Section 2.6.1, we wiligoon the link cost and capacity

as main link-quality parameters in the remainder of thigtha

2.3.3 Hybrid Approach

As mentioned earlier, EAR consists of passive, cooperatne active measurement
schemes, which are complimentary to each other. On the am#, ladl of these schemes
unicast probe packets through which any of the schemesda®wonsistent measurement
results. On the other hand, although one scheme (i.e.eqotabing) provides accurate
measurement results (e.g., 7% errodias we will see in Section 2.4.2) compared to BAP
(34%), the other schemes can further improve the accura®@a)lby opportunistically
exploiting a node’s egress/cross traffic, if any.

Figure 2.2 depicts the EAR’s hybrid measurement approaddaasthe three schemes.

When a measuring nodej has egress traffid.,,, to a neighbor nodenj), m passively

“We setr to 0.3, but other values are also evaluated in Section 2.5.
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Figure 2.2: Three measurement schemes and their inter-transitions: EAR consists-of pa
sive, cooperative, and active measurement phases. Based on thatarho
egress/cross trafficl,,, T..ss), EAR adaptively switches from one measure-
ment scheme to anotheP,,,..., andCyy...s; are the thresholds for passive and
cooperative schemes, respectively.

monitors the traffic. Whefl,,, decreases below a certain threshdhy,...,, m finds an-
other neighbor node to which has egress traffic and thatcan overhear the traffic, and
cooperatively(with noden) measures the quality of linkb—n. Finally, when the actual
traffic over the link is low € Cy,c51), m activelymeasures link quality by unicasting probe
packets over the link. Next, we give a detailed account ofi@aeasurement scheme with

its rationale.

Passive measurement via egress traffic

When there is enough egress traffic, EAR favors passive nromgtover active mon-
itoring for its accuracy and efficiency. The passive scheeng.,[65, 104]) can collect
accurate and stable link-quality information from a larggume of existing data traffic
without incurring any overhead. By contrast, many activeesods (using either broadcast
or unicast probe packets as in [30, 34, 35]) must consumeoankt@sources for probing,
yet cannot provide as accurate results as the passive s¢tteahases the actual traffic).

In a WMN, there is usually enough egress and relay traffic djnoeach node. EAR
employs the passive scheme to accurately measure linkybglcapitalizing on this real
traffic while minimizing the measurement overhead. Thees however, several design

issues to be resolved before using the scheme as follows.
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e Heterogeneous packet sizd$e packet size greatly affects the delivery ratio [3], and
thus, a measurement scheme has to derive the ratio by ustkgtp@f same or similar
size in order to obtain accurate and consistent link cosREfassive scheme moni-
tors packets within a 100-byte range of each of three popidas used in the Internet
[112]—60, 512 and 1448 bytes—and derives the link cost spording to each size.
EAR can also measure the link costs for other packet sizetagiynor by using the

estimation technique in [65].

e Network-level vs. MAC-levelPassive monitoring can be implemented at either the
network layer or the MAC layer. The network layer solutiorsisiple, but requires
a neighboring node’s feedback on each successful packeegel This consumes
network bandwidth, and its result is oblivious of the resmamssion results at the MAC
layer. EAR eliminates this overhead by placing itself ataackedriver and monitoring
transmission results based on MAC'’s built-in ACK mechanisitheuat additional cost

or MAC modification (see Section 2.5.1).

e Use of MAC information:EAR obtains (and uses) MAC information via a device
driver’s interface to get around the difficulty of modifyiMAC firmware. Proprietary
MAC firmware makes it very difficult, if not impossible, for signers to modify MAC
for direct use of channel information. Through a device elf&vinterface, EAR can
access MAC management variable®xRet r yLi mi t Exceeded, TxSi ngl eRetry

Franes, andTxMuil ti pl eRet r yFr ames®—to infer transmission results.

Suppose, as an example, that nédeas (statistically) enough egress traffic to n&de
Then, A requests its device driver to record the status of each ghitket transmissions.
The device driver then keeps track of the three variables|&f #dr the traffic, and derives
the number of successful transmissiong)( the total number of transmissiond’,§, and
the data rate. Next, at the end of a measurement pefifl] EAR at the network layer
obtains the measurement results from the device driveralligirat the end of an update

period ({;), it derives link quality using Eq. (2.1).

SNote that these variables are specified in IEEE 802.11 standard [5@]mast of 802.11
chipsets, including Prism, Hermes and Atheros, provides interfacesdaesitese variables from a
device driver or above [68, 87].
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Cooperative measurement using cross traffic

EAR switches to cooperative monitoring when a measuringr{edy. B in Figure 2.3)
has no egress traffic to a neighbor no@®, (but to others &). We call the neighbor node
with no traffic a “cooperative” node. Due to the broadcasturebf wireless media, the
cooperative nodeQ) can overhear the traffic from the measuring noBgtp the other
neighbors A)—we call the trafficcross traffic The overhearing result is then used for
the measuring node to derive the quality of liBk-C. This scheme not only helps the
measuring node avoid the active probing, but also imprdvesiteasurement accuracy by
using a large amount of cross traffic. Note that all nodes in VéMMN assumed to faithfully
cooperate. Preventing malicious behaviors, such as Da&kattis beyond the scope of this
work.

To incorporate this scheme into EAR, we must resolve thevatg design issues.

e Overhearing cross trafficThe promiscuous mode in IEEE 802.11 NIC allows each
node to overhear data frames destined for nodes other telh iDue to the broad-
cast nature of wireless media, packets with the same netilo(ar ESSID) can be
captured by MAC and sent up to the upper layer. EAR at a devigerdcan choose
this mode upon making/accepting a cooperation requestyamitor the cross traffic

immediately.

e Selective overhearingA cooperative node has to selectively overhear cross draffi
whose data rate is the same as the rate from a measuring nadeltas if it were
the destination of the traffic. Because the data rate affeetsly the delivery ratio as
we will show in Section 2.5.3.2, overhearing all cross tcaffith different rates yields
inaccurate and noisy results. In EAR, the measuring nBlledlects, based on its local
information, neighbor node#\J that the cooperative nod€) has to monitor, and then
includes the selection in its cooperation request messagedoper at eREQAA)) sent

to the cooperative node.

e Ambiguity of retransmissionsRetransmissions cause both the measuring node and
the cooperative node ambiguity in counting overheard packe Figure 2.3, because

the cooperative nodeCj cannot receive duplicate frames from its MAC layer even
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Figure 2.3: Example of nod&’s cooperative monitoring with node. Once nodd requests
cooperation withC, nodeC switches its NIC into a promiscuous mode and starts
overhearing traffic from nodB to nodeA. Then, it sends overheard results back
to nodeB. Note that due to the ambiguity of retransmitted packets, the coopera-
tive scheme only counts the overheard packets whose retry bit is not set.

in the promiscuous mode, the measuring nBdmnnot use the retransmitted packets

for measurements (e.g., the fourth overheard packet)., Alsbere are multiple re-

transmissions, the cooperative node cannot count thertotaber of packets that are

successfully delivered to nodg, due to a single retry bit in the frame and the igno-

rance of duplicate frames at MAC (e.g., the last overheadkgiadelivered to node

Q).

Let's consider the example in Figure 2.3. In the first upda&tegol, nodeB decides to

use the cooperative scheme, based on the algorithm in R2g2iréeo measure the quality of

link B—C by using trafficB—A. Next,Cooper at eREQ(A) is sent to nod€. On receiving

the request, node€ switches its NIC mode to the promiscuous mode, and startgstitnear

the traffic fromB to A. At the same time, nodB also begins counting first-time successful

transmissions(,.) within the cross traffic. In the second update period, antegioover-

heard resultsGooper at eREP(C})) from C is sent toB, and then a new delivery ratio (i.e.,

Cy

3 -
o = 3)is calculated.
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Active measurement using shared unicast

When there is no egress/cross traffic, EAR switches to actweitoring and oppor-
tunistically sends unicast probe packets to neighbor no@sce it uses unicast-based
probing, EAR can collect more accurate results than braadmssed probing. On the
other hand, by employing “cooperative” monitoring, EAR caduce the active probing
overhead to as low as BAP’s overhead (e.g., 1 packet per dgcaiso, it can further re-
duce the probing overhead by adaptively adjusting the pirglogiency based on the history
of the link’s quality.

To incorporate this scheme into EAR, one must address th@nioly design issues.

e Minimize the interference caused by probing traffibere are cases when a node needs
to do active probing of link to one of its neighbors even thoagchannel is heavily
used by others. For example, in Figure 2.4 (a), a channekd bhg A, B andD, but
C needs active probing of links to the other three, andXIas enough ingress traffic
(e.g., video streaming), but it needs to probe linkB amdC. EAR reduces the probing
overhead by sharing the probe packets via cooperative ororgt In Figure 2.4 (a),

C' probes only the link tod and also measures the quality of links/Bo D through
cooperation witlB andD, which overhear the probing traffic fro@ to A. Note that
this is different from BAP in the sense that probe packetdraresmitted at the same

rate as that of data transmissions (as opposed to a bromdcade).

e Reduce the probing overhead on stable and idle links link has a small quality-
variance and experiences low activities, EAR need not éngartive probes often.
Thus, it uses an activity-based backoff timer that (i) isangntially increased upon its
expiration, with an upper boundv{ndow), if the variance/activity has been below a
minimum threshold, and (ii) linearly decreases every measant cycle. On the other
hand, if there has been either the minimum activity or gydlitctuation, EAR resets

the timer to 1 and triggers the active probing.

¢ Need to probe at different rate®\ measuring node that uses several data rates to its
neighbors cannot ‘share’ probe packets with all neighbdnstead, the measuring

node needs the same number of sets of probes as the numbea satis the node
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(a) Isolated node case (b) Edge node case

Figure 2.4: Need for active monitoring: In Figure 2.4(&), does not have any egress/cross
traffic and thus, needs active probing while other nodes don't. In Eiguk(b),
D has enough ingress traffic, but needs active probing of the oppasteion.
uses for its neighbors, which might, in turn, generate Ib{srobe packets during one
measurement cycle. To reduce this possibility, EAR distab a set of probing packets
over several cycles during which it is not scheduled to protles due to its backoff
timer. Because links are idle under the active scheme anchitiofi timer increases
exponentially, there are usually enough unused cyclesdonamodate all sets. If the
number of sets is greater than the number of unused cycld?,96Aedules probes for
all data rates in a round robin fashion over available cystethat every rate has an

equal chance to be probed.

Let's consider an illustrative example. Suppose n@die Figure 2.4(a) switches to
active monitoring. Based on its link-quality variance antaedate historyC classifiesA
andB to be in the 11 Mbps-group and the 2 Mbps-group, respectively. Also, based
on the backoff timerC schedules the active probing to the 11 Mbps-group first. muri
the first update period; broadcasts a cooperation requestt(i veCooper at eREQ B) )
indicating B's cooperation. Then, for the following measurement periodriggers the
active probing toA and measures the quality of lik— A andC—B through passive and
cooperative monitoring, respectively. In the second mesmsant periodC schedules the
active probing to the 2 Mbps-group (i.€>) based on the above scheduling rule. In the
third update period, if the link€—A andC—B show stable quality and had no activity,
EAR skips its probing for the 11 Mpbs-group and schedulepthbing for the next group

(i.e.,D) if its backoff timer has been expired.
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2.3.4 Complexity of EAR

The operation of EAR consumes less network resources tleabrdadcast-based ap-
proach due mainly to its use of hybrid monitoring. As the egfeross traffic increases,
EAR in each node passively monitors its traffic at the senidier, liminating the need for
transmitting probe packets. With cooperative monitoriBg\R only requires a periodic
report message per cycle from a cooperating node to the megswde. Since the coop-
erating node sharesello message to send a report every cycle, its overhead is ragligi
Finally, even in case of active monitoring, EAR’s resourcastonption is less than that
of the broadcast approach due to its exponential activertitriggering active probing less

frequently.

2.4 Performance Evaluation

We conducted extensive simulation to evaluate EAR. We firstidee our simulation
model and then present the simulation results in terms afracy, scalability and link-

asymmetry-awareness.

2.4.1 The Simulation Model & Method

ns-2[82] is used in our simulation study, and the simulation was on topologies of
Figure 2.5. First, T1 and T2 are used for evaluating the aoyuof both EAR and BAP.
Second, T3 and T4 are used to measure the benefits of EAR'agiyikimetry-awareness.
Finally, random topologies are used to evaluate EAR’s sdajabNote that nodes in all
topologies do not move (as in mesh networks), and two adjaueates are separated by
150-200 m.

In all simulation runs, we used the shadowing radio propaganodel in thens-2
to simulate varying wireless link quality as suggested id] [@nd adjusted the standard
deviation of the model as a link-quality parameter. The ddat deviation is based on the
values in [82], and a wireless channel is modified so that daelstion of the channel can

be set to the different values to simulate asymmetric linkgy. CMU 802.11 wireless
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Figure 2.5: The simulation topologies: We used four topologies with different traffic and
shadowing model values. T1 and T2 are used for evaluating the aganifrac
EAR. T3 and T4 are used for EAR’s asymmetry awareness and acciodée
selection. The bottom of each topology shows the change of link quality in a
time domain.

extensions ims-2were used as the MAC protocol.

For close interaction with a routing protocol, we implengghEAR in both the network
layer and the device driver as described in Section 2.3. & iadiplemented Dijkstra’s
algorithm for path selection with link-quality-aware romg metrics, including ETX [30]
and ETT [36], and used the sequenced flooding mechanism @84ji$seminating the
measured link quality. Note that dissemination of link-lijyaneasurements is not within
the scope of this work (development of efficient dissemaratnechanisms for WMNSs is
part of our future work).

Throughout the simulation, the following parameter sgiwere used. First, RTS/CTS
handshake at the MAC layer was disabled to study the effdédiskaquality fluctuations
and co-channel interferences. Second, UDP flows were masdyg to emulate users’
traffic with an exponential distribution and a packet sizel@00 bytes. Third, a default
MAC data rate was set to 11 Mbps. Finally, all experimentsearen for 1000 seconds,

and the results of 10 runs were averaged unless specifiedvidbe
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2.4.2 Accuracy

We show the accuracy of EAR with fluctuating and asymmetnk-fuality and com-

pare it with the accuracy of BAP.

2421 EAR

We evaluated the accuracy of each of EAR’s measurement sshehile varying link-
guality. To simulate time-variant asymmetric link-quglitve set the quality of a link’s one
direction (D1) to the default value, 4, of the shadowing mpa#&ile the opposite direction
(D2)’s quality is set to 4 during [0s, 200s), to 8 during [20680s), and to 12 during [600s,
1000s]. Given this scenario, we used T1 of Figure 2.5 to edalthe passive scheme by
measuring the delivery ratio, while running one UDP flow iritbdirections at 1.0 Mbps.
We also used the above settings without UDP traffic for thevacicheme. Finally, we
used the topology T2 and only one UDP flow frdnto A for the cooperative scheme;
while changing the quality of linB—C to the same as D2, we measured the delivery ratio
over the link betweeB andC.

Figure 2.6 shows the progression of the delivery ratio meashy EAR and BAP for
stable (D1) and unstable (D2) directions of a link. First,AFE#\passive and cooperative
schemes show almost the same results as the ideal case asishow upper figures of
Figures 2.6 (a) and 2.6 (b). Specifically, the root mean-sgeors of the passive scheme’s
delivery ratio (mse,) are 0.012 for D1 and 0.015 for D2, and those for the cooperati
scheme are 0.017 and 0.021. Moreover, they quickly adaptgbkres to the change of
link quality—rmseof the ratio’s standard deviatiom.se,) is 0.002 and 0.003 for the
passive scheme, and 0.002 and 0.006 for the cooperativesciespectively—thanks to
the use of a large portion of existing traffic as probe packets

On the other hand, the accuracy of the active scheme liesebetthe previous two
schemes’ and BAP’s accuracies. For example, for stabletaire(D1), the active scheme
increasesmsey (0.064) by a factor of 4 over the passive scheme, whereas B&Rases
rmsey (0.287) by a factor of 26. Even though the active scheme asa®the error rate due

to a small number of probe packets, the error rate (7%) is naweér than BAP’s (34%).
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Figure 2.6: Accuracies of EAR and BAP: Figure 2.6(a) shows that EAR yields ateur
results close to the ideal values (solid lines), while BAP generates fluctuating
and skewed results, affected by unstable direction. Figure 2.6(bxshatEAR
accurately measures the link quality even with unstable link states, wheréas BA
shows inaccuracies and large variances.

Moreover, the active scheme successfully captures lirdtiyuasymmetry (in contrast to

BAP), as shown in two lower figures of Figures 2.6(a) and 3.6(b

24.2.2 BAP

We also evaluated the accuracy of BAP for the purpose of casgrawith EAR. We
used topology T1 in Figure 2.5 with no traffic, and measureditgctional link quality
based on the link cost in Eg. (2.1). As shown in two BAP figureBigure 2.6, BAP yields
poor measurement accuracy (i-ense, is 0.287 for D1 and 0.158 for D2), due mainly to
the bi-directional nature of BAP. BAP’s accuracy is 4 timexse than the active scheme’s
and 26 times worse than the passive scheme’s. On the othdr &een though BAP is
sensitive to varying link-quality (i.e., D2) and yields nse@ements relatively close to the

ideal case, its variance is still (around twice) larger tti@active scheme’s, as shown in
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Figure 2.6(b).

2.4.3 Scalability

We show the efficiency and scalability of EAR in terms of thentner of network nodes,

the number of flows, and traffic patterns.

2.4.3.1 Effects of the number of neighboring nodes

We evaluated the efficiency and scalability of EAR with a é&angimber of neighboring
nodes. To simulate a large and dense WMN, we varied the nuniberdes from 2 to
96 in an area of 200 nx 200 m. We measured a node’s average message rate during
a measurement cycle, including the number of control angeaprobe packets. In this
simulation, we did not transport any traffic to evaluate tiAdEs worst-case overhead (i.e.,
the active scheme) and did compare it with BAP through whadthanode injects one probe
packet (of 1448 bytes) per second.

Even in the worst case, EAR measurement overheads are, agayenly one half of
BAP’s, thanks to its activity/variance-based backoff im&hile maintaining a given mea-
surement variance, EAR effectively avoids unnecessatyipgoof idle links. As shown by
Figure 2.7, in case of low node density (1-10 nodes), EAR’slmad is a one-sixth (e.g.,
window=4, or “EAR-W4”) of BAP’s. Even though the timer expires eadilyus increas-
ing the overhead) as the number of nodes increases (10—8)&AR also reduces the
overheads by an average of 50% (ewgndow=16, or “EAR-W16") of BAP’s, by adjust-
ing the maximum window size of the timer. Even in a highly deesvironment$ 70

nodes), EAR’s overhead does not surpass BAP’s.

2.4.3.2 Effects of the number of flows/traffic patterns

We also evaluated the effects of the number of flows and trpfftterns on the mea-
surement overhead. Measurements were taken on 32 nodesnigrdistributed in an area
of 1 Km x 1 Km. To show the effects of the number of flows, we randomlyseligairs

of nodes, where is in {1,2,...,15}, and ran one UDP flow at 300 Kbps for each pair.
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Figure 2.7: Effects of the number of neighboring nodes

Next, to show the effects of traffic patterns, we chéogairs of nodes with random, sink-
to-many, many-to-sink, and many-to-sink/sink-to-maraffic patterns, and ran one UDP
flow for each pair. Heresinkandmanyare a central node and randomly-chosen nodes,
respectively.

Even when the amount of egress/cross traffic increases, BAles its measurement
overhead by using the traffic as measurement packets. Asishdvigure 2.8, EAR’s aver-
age overhead decreases by 27.8% with different numbers &f iléiivs under the random
traffic pattern. This savings mainly comes from EAR'’s hybnigbeoach which effectively
exploits existing traffic (also see Figure 2.12).

The traffic pattern is also an important factor in the ovaralasurement overhead. In
Figure 2.8, given the same amount of traffic, EAR under thdoantraffic pattern reduces
the overhead most among all patterns due mainly to the iseteehance of having a large
number of relay nodes. It rarely has one central node, susmkthat transmits or relays
most of the traffic. On the other hand, in the sink-to-manyguat EAR reduces overheads
by at most 9.7% because of the smaller number of relay nodetirgy fromsinkand the
short average path length (i.e., 1.71) betwsmk andmany Finally, under the many-to-
sink pattern, due to the increased number of nodes thantitreday traffic, resulting from

many EAR reduces the probing overhead by up to 33.4% as the nushBews increases.
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2.4.4 Link-asymmetry-awareness

We now show two notable benefits—network efficiency and seleof a relay node—

of EAR’s accurate and direction-aware link-quality meaments.

2.4.4.1 Opportunistic use of asymmetric links

we evaluated how much asymmetry-awareness contributestierk efficiency. We
used the topology T3 in Figure 2.5 and set the following patans based on asymmetric
links observed from our testbed (see Section 2.5.3.3)t, Ms set link quality betweeA
andB and betwee andC to a good condition{=4) in bothdirections, but set the quality
of link A—C to a good condition4=4) and the quality of linkKC—A to a bad condition
(s=12). In addition, we set data rates betweeandB, and the linkA—C to 5.5 Mbps,
and the rate between nodBsandC to 11 Mbps to mimic asymmetric links. Next, we
used two routing metrics, ETX and ETT, which use the measlm&djuality for making
routing decisions. Finally, we ran one UDP flow on liak-C at 5.5 Mbps, and measured
the flow’s goodput ;) and the total number of transmissiong ) at the MAC layer.

Link-asymmetry-awareness, gained from EAR'’s directiora@vmeasurements, not
only enhances end-to-end throughput, but also improvegonkefficiency by up to 49.1%
even on a single asymmetric link. Table 2.1 shows the medgyoedput (V,), the total
network capacity used\;) and network efficiency (defined as normalized goodput with

respect to total packet transmissions \oy/ V;). First, ETX with EAR improves network
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efficiency by up to 23.9% thanks to EAR'’s uni-directionalityhile ETX with BAP often
takes a detour around asymmetric links, as a result of BARJrbctionality. Even though
BAP is not aware of link asymmetry, since ETX penalizes longgths [36], ETX with

BAP unintentionally uses link asymmetry more often thaneeted.

Table 2.1: Benefits of EAR’s asymmetry-awareness: EAR improves network eftigiever
BAP by up to 49.1%. ETX and ETT are used as routing metrics.

] [ G)BAP [ (i) EAR [ [(i) — (i)| (Benefits)]

Ny * 333,553 370,450 46,897 (11.1%)
N, 482,362 432,936 49,426 (10.2%)
Nu/N, 0.691 0.856 0.165 @3.9 %)

(a) Network efficiency with ETX

] [ (G)BAP [ (i) EAR [ [(i) — (i)| (Benefits)]

Ny 302,781 370,455 67,674 (22.3%)
N, 527,835 432,929 94,906 (18.0%)
Nu/N, 0.574 0.856 0.282 4:9.1%)

(b) Network efficiency with ETT

Second, by considering the data rate in link quality, ETThvBEAR effectively uses
asymmetric links, and improves network efficiency over ETHhvBAP by up to 49.1%.
Since ETT and ETX with EAR constantly identify/use asymnedinks, their performance
is the same as shown in the third colunffi)s) of Table 2.1. By contrast, ETT with BAP
shows a worse performance than ETX with BAP because ETT sav@ath with the least
sum of transmission time over the shortest-length patenathosen by ETX. Due to BAP’s
underestimation of the delivery ratio on an asymmetric,IBKT with BAP overestimates
the transmission time over the asymmetric link. Thus, ETINBAP always takes a detour
via B in the topology T3, consuming more network resources (BAP’s % isonly 0.574
in Table 2.1 (b)).

2.4.4.2 Selection of the best relay node

We also evaluated how effectively EAR helps routing prote¢bs, 30, 36] find the best
relay nodes. We used the topology T4 in Figure 2.5, and ratu@tflow fromAtoD at a
maximum rate with two randomly-selected background UDP$lon0.5 Mbps. In the first

run, to simulate asymmetric links and varying link qualitye initially set the quality of
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Figure 2.9: Effects of accurate node selection: EAR makes an about 30% improvément
achieved throughput via selection of the best relay node.

link B—D to a worse conditior (>4) for 500 seconds, while keeping the others in a better
condition (s=4). Then, the worse-conditioned link became betterd], while the quality

of link C—D became worse. In the second run, we also applied the samgehafs to

link D—B to simulate another asymmetric link with the same traffioaly, we measured
the goodput of the UDP flow while varyingand tracking the relay node selection by both
EAR and BAP.

Using EAR'’s accurate and direction-aware measurementsingoprotocols can im-
prove the goodput by up to 28.9% through constantly findirgglibst relay nodes in the
presence of varying link-quality and link-asymmetry. A®win in Figure 2.9, for all val-
ues ofs, EAR achieves the goodput of the better-conditioned lingeically, in both
runs, EAR improves the goodput over BAP by up to 18.6% (onenasgtric link) and
28.9% (two asymmetric links), respectively. EAR accurasalects the best relay nodes
(i.e., nodeC for 0-500s and nod8 for 500-1000s in the topology T4), whereas BAP
often chooses worse-relay nodes (e.g., nBder 54% of 0—500s period and nodzfor
45% of 500—-1000s period, wher12) mainly because of BAP’s bi-directional link-quality

measurement and large measurement variance.
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2.5 System Implementation and Experimentation

We also implemented EAR in Linux-based systems and evaluiabd® our experimen-
tal testbed. We first give the architectural details of tmplementation, and then describe

our experimentation setup. Finally, we present the expanrtal results.

2.5.1 Implementation Details

We implemented EAR in Linux-based systems with both Pertbaxsed devices (e.g.,
laptops) and StrongARM-based devices (e.g., Stargate®AQ) and Lucent IEEE 802.11b
NIC.

IEAR at the network layer

As shown in Figure 2.10EAR is implemented in the network layer as a loadable mod-
ule of netfilter [79] and is composed of the following six coonents. Firsttask queue
with timersis responsible for releasing periodic EAR messages, sudo@seration re-
guest/reports, and triggering measurement/update evderig¢, message and task proces-
sor processes the EAR messages and dispatches them to thgoadieg) task functions
in IEAR. If necessary, it sends/receives periodic reports agaests to/from neighboring
nodes.

When measurement timers expiragasurement componenitsthe middle of Figure
2.10 take measurements and derive link states as followst, Fie measurement scheme
selected by EAR records the measurement results obtaioedtfreoEAR (stamper), and
then exchanges the results with neighboring nodes durmgiplate-period, if necessary
(exchanger). Finally, it updates link states and deterswmieich measurement scheme to
use for the next measurement period (transitioner).

Link-state table and disseminatapdates the local link-state table at the end of mea-
surement cycle. Then, the updated information is peridigidésseminateito every other

node through a sequenced flooding message and is reflectétamodes’ link-state table.

8\We set a dissemination timer to 30s in our evaluation.
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Figure 2.10: EAR’s software architecture: EAR is composed of &R at the network
layer and aroEAR at a device driver.

Based on the update information, tteeiting-table managelocally calculates new routing
paths with Dijkstra’s algorithm and invokes a kernel fuontthat updates the kernel rout-
ing table, if there are route changes. Finafigighbor discoverynaintains neighbors by

exchanging periodibello messages.

OEAR at a device driver

OEAR is implemented as sub-functions in an Orinoco 802.1uxlidevice driver, and
is composed of two monitoring functions (i.e., outgoing amtbming traffic monitoring)
and several interfaces witEAR and MIB, as shown in Figure 2.10. Firstytgoing traffic
monitoringobserves the egress traffic to each neighboring node arettotransmission
statistics such a&/;, N; and a data rate, based on MAC MIB information. Nextoming
traffic monitoringoverhears cross traffic. When there is a cooperation requesti EAR,
OEAR switches the mode of NIC into a promiscuous mode and Begwerhearing the
cross traffic between two neighbors. Finat)eAR has severahterfacesthrough which
it requests transmission/reception results from the MA@idi.e.,Event Tx, Event Rx)

and periodically delivers collected statisticSEAR (i.e.,ioctl).
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Figure 2.11: EAR testbed: 10 EAR nodes are placed on either ceiling panels or high-leve
shelves to send/receive strong signals in the same floor of our Department
building (70 mx 50 m).

2.5.2 Experimental Setup

To evaluate our implementation, we constructed a testb#tiilectrical Engineering
and Computer Science (EECS) Building at the University of Mjahi. This building has
rooms with floor-to-ceiling walls and solid wooden doorsg &xas relatively straight corri-
dors. This environment provides enough multi-path effécis obstacles and interference
from public wireless services.

In this environment, we deployed 10 nodes in the topologyigfife 2.11. We placed
5 laptops (V1-N5) in different offices and 5 stargate¥ §—/N 10) along the corridors. All
nodes were deliberately placed on either ceiling panelgbrlevel shelves to send/receive
strong signals to/from neighbors.

All nodes were equipped with the same Lucent IEEE 802.11b P@GM@td and were
equipped with EAR. Each card operated at channel 11 (2.462, &ss crowded channel
in the building, and was set to use a built-in automatic raterol algorithm (i.e.auto) for
its data rate. Next, each node dynamically loaded EAR inth tiee device driverdEAR)
and the network layeiEAR). Finally, BAP was implemented and tested for the purpose

of comparison.
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2.5.3 Experimental Results

Using the above setup, we first show how effectively EAR usatdata traffic with its
hybrid approach for measuring link quality. Then, we shouat thy using the data traffic,
EAR’s unicast-based approach measures link quality moreraty than the broadcast-
based approach. Finally, we show that EAR’s uni-directidinélquality effectively iden-
tifies link asymmetry, and improves the efficiency of utiigithe channel capacity over

BAP’s bi-directional link quality.

2.5.3.1 Effective exploitation of data traffic

We evaluated the effects of EAR'’s hybrid approach by meaguha number of probe
packets per link. We ran several different numberg) (of UDP flows at 100 Kbps for
40 minutes, each pair of which were randomly chosen onceyeveninutes. While in-
creasingn;, we measured the average number of packefy sed for measurement of
each link’s quality per cycle and derived the percentageyolies during which each mea-
surement scheme is used. Figure 2.12 plots representatigewith different amounts of
measurement packets.

While the broadcast-based approach uses a fixed number & paalets (i.e., 10) per
cycle, the hybrid approach in EAR indeed increasgsas the number of flows increases.
As shown in Figure 2.12y, of links with high egress traffic approaches 130, andf
links with high cross traffic grows up to 135 packets. On theeohandj, of links with
low traffic is even smaller than BAP’s since EAR reduces agbirobing based on an expo-
nential backoff timer.

Next, the percentage of each measurement scheme per liekdiepn the link’'s geo-
graphical location and traffic pattern. In Figure 2.12, inkith low traffic are located in
edge nodes in our testbed such as N3, N4 and N5, whereas littkhiigh egress traffic
are located at center nodes such as N1, N2 and N9, where langedte often relayed. On
the other hand, links with high cross traffic can be placecater nodes that have lots of

relay traffic, but might not use some links to transmit théfizaften.
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Figure 2.12: Benefits of EAR’s hybrid approach: EAR effectively exploits existindfica
for their measurements through the hybrid approach. While increasing the
number ;) of UDP flows in our testbed, we measured the average number
of probe packets that are used for measuring the quality of each linkhand
number of cycles (in percentage) used by each measurement scheme.

2.5.3.2 Improved accuracy with unicast packets

We also evaluated the accuracy improvement of unicastbasasurement in EAR
over the broadcast-based measurement. We used two adjexbsd (N1, N2) and mea-
sured the delivery ratio of link N:N2 with both BAP and EAR'’s active probing for 400
cycles (i.e., 4000s). As a reference (called ‘Ideal’), weasately ran one UDP flow at 1
Mbps from N1 to N2 and measured the delivery ratio by EAR’s passcheme. Note that
the passive scheme provides accurate results as it dankeguality information from the
transmission of a large number of actual data packets.

Due to its low, fixed data rate, BAP yields less accurate teshan the unicast-based
approach. The top line in Figure 2.13(a) shows the prograssione direction quality of
link N1—N2 with broadcast probing. Since actual data transmissses @1 Mbps, BAP
generates a higher delivery ratio than the ideal does dus tow data rate (i.e., 2 Mbps),
which is more tolerant of bit errors. By contrast, owing totise of unicast packets, EAR’s
measurement results (average is 0.778 (1.6% error), sthddaiation 0.032) are closer to
the ideal results (0.791, 0.014) than those (0.872 (10.2%6)e0.064) of BAP, as shown
in Figure 2.13(b).

On the other hand, the bi-directional link-quality inforiiaa derived from BAP (the

bottom line in Figure 2.13(a)) provides worse results tHaniteal case. This is due to
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data transmission (top curve in Figure 2.13(a)). By contrast, EAR'sectiv

probing provides almost the same results as ideal passive monitoringvas sho
in Figure 2.13(b).

the poor quality of link N2-N1 and yields under-estimated quality of link N\N2. This

bi-directionality is evaluated in the following experinten

2.5.3.3 Gains of uni-directionality on link asymmetry

Before showing the uni-directionality benefits on asymmetvg first measured the
asymmetry of wireless links in our testbed and evaluatetirtii@tion of BAP’s bi-directionality
on the asymmetry. To this end, we repeated the experimergdtidd 2.5.3.1. This time,
we fixedn, to three, and measured the delivery ratio of all links in ediclction as well
as bi-direction with BAP.

From extensive measurements, we found that wireless liftka bave significant link
asymmetry and show various interesting characteristic$gnms of lifetime and degree
of asymmetry. Figure 2.14(a) shows the number of links intestbed that have different
asymmetry lifetimes with different link quality in each dation. For the case of diff>0.1
(i-e.,|d forward — dbackwara| >0.1), @ small degree of asymmetry occurs very often for short
(4 minutes) to long periods (40 minutes). On the other hamaheslinks experience a high
degree of asymmetry (e.g., diff>0.4) for more than 25 minutes of a 40-minute runtime.

Observing the various link-quality asymmetry, we foundt thiadirectional link qual-

ity measured by BAP is often affected by the worse-qualitgation of an asymmetric
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mainly by the poor-quality direction as shown in (b). By contrast, EAR’s uni-
directional link quality improves capacity efficiency as shown in (c)

link, thus yielding under-estimated results. To illustréis, we derived the correlation
coefficient @) between bidirectional link quality and the quality of a werdirection link
measured by BAP. As shown in the bi-direction cases of Figutd(b), BAP generates
skewed measurement results. More than 75% of links arelgloskated to poor asym-
metric links (p > 0.8). By contrast, EAR’s unidirectional link quality is indepeamt of
each other direction (Solid line in Figure 2.14(b)). Morarnh75% of links show weak
correlation 0.2 < p < 0.2).

Finally, we evaluated the improvement of EAR’s uni-direotiblink quality on utiliza-
tion of asymmetric links. We began with a simple case usinggimodes (N2, N5 and N10)
and one UDP flow from N10 to N2. Since the quality of link NAI10’s one direction
is worse than the opposite direction, BAP’s under-estiohdiiedirectional measurement

makes the flow detour through N5. By contrast, EAR’s uni-dioeal link quality enables
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the flow to directly route to N2, improving the good-put by £5% as shown in Figure
2.14(c). Similarly, N9~N6—N7 and N1-N6—N7 have 35.2% and 12.87% good-put
improvements, respectively.

We further evaluated how much uni-directionality improttes overall network perfor-
mance. This evaluation is done with six nodes (N1, N2, N5,WgG,and N10), two asym-
metric links (N2-N10, and N}-»N7), and one UDP flow from N10 to N7. As shown in the
fa’s result of Figure 2.14(c), EAR’s asymmetry awareness ivgsdhe network efficiency
over BAP by up to 114%, mainly by finding shorter paths (e.d.0NN2—N1—N7) with
asymmetric links than detouring paths (e.g., Nd5—N2—N1—N6—N7).

2.6 Conclusion

We first discuss some of the remaining issues associatedB#ith and then make

concluding remarks.

2.6.1 Remaining Issues

Disseminating link-quality informatiorAlthough this chapter focused on how to measure
link quality in WMNSs, dissemination of the measured link-tityainformation is an equally
important problem. Broadcast-based sequenced floodingig8dije popular solution to
this problem in small networks. There are also a couple of-kedwn approaches to the
dissemination problem in MANETS [26, 105]. However, theoimhation dissemination in
WMNSs has several challenges to overcome, including scélabihd fault-tolerance. We

will address these issues in a separate forthcoming work.

Measuring other link-quality parameterfn this work, the packet-delivery ratio and data
rate—suitable for high-throughput metrics—are consida®the link-quality parameters.
However, QoS parameters, such as delay and jitter, shouttebsured to support real-time
applications. These parameters can be accurately meadsyfedR, based on MIB [50]
and NIC buffer clearing time [55]. Thus, along with the hitfitoeughput parameters, EAR

can support such applications as VolP and IPTV that userietelated parameters.
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2.6.2 Concluding Remarks

In this chapter, we have presented a novel link-quality mesment framework, called
EAR, for wireless mesh networks. EAR is composed of three éemg@ntary measurement
technigues—passive, cooperative, and active monitorivgieh minimize the probing
overhead and provide highly accurate link-quality infotima by exploiting each node’s
egress and cross traffic. Moreover, based on accurate aadidir-aware link-quality mea-
surements, EAR identifies and exploits under-utilized asgtnic links, thus improving
the utilization of network capacity by up to 114%. FinalhAR is designed to be easily
deployable in existing IEEE 802.11-based wireless meshari&s without any change of
MAC firmware or system kernel compilation. EAR has been eatald extensively via both
ns-2based simulation, and experimentation on a Linux-bas@tementation, demonstrat-

ing its superior accuracy and efficiency over existing messent techniques.
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CHAPTER 3

Self-Reconfigurable Multi-Radio Wireless Mesh Networks

3.1 Introduction

Wireless mesh networks (WMNSs) have also been evolving irouarforms (e.g., using
multi-radio/-channel systems [11, 36, 61, 89]) to meet tioeaasing capacity demands by
a variety of applications such as public safety, environmaonitoring, city-wide wireless
Internet services, and other emerging applications [7,74R, However, maintaining the
performance of such WMNSs is still a challenging problem, dwsnhy to heterogeneous
and fluctuating wireless link conditions [3, 5, 123] in margses. For example, other
co-existing wireless networks may cause some links of a WMBfgerience significant
channel interference. Varying Quality-of-Service (Qo8jénds from new mobile users
can lead to mismatched network resource allocation. Speattiquette or regulation can
restrict access of some frequency channels in a certain(arga hospital) or during a
certain time period [71].

Even though real-time recovery from such wireless linkuiiat is essential for main-
taining network performance, previous approaches sfi¢saritical limitations as follows.
First, existing network configuration algorithms [8, 17] 6&n provide (theoretical) guide-
lines for network planning. However, they may require “@btlbnetwork configuration
changes for every local link failure, thus incurring a verglthmanagement overhead or
network disruption. Next, greedychannel-assignment algorithm [91] can reduce the re-

guirement of network changes for failure recovery, but ael greedy reconfiguration
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could cause QoS degradation or another failures at neigigpoodes, triggering “propa-
gation” of QoS failures (i.e.ipple effec}. Finally, fault-tolerant routing protocols, such
as local re-routing [77] or multi-path routing [26], can b#oated to avoid those side ef-
fects. However, their reliance on detour paths or redunglansmissions can require more
network resources than network reconfiguration.

To overcome the above limitations, we propose a novel LoedIsElf-reconfiGuration
framewOrk (LEGO) that allows a multi-radio WMN (mr-WMN) to automously recon-
figure its local network settings (e.g., channel and radsogasnent) for real-time recovery
from wireless link failures. In its core, LEGO includes thiamming algorithm that gen-
erates a localized reconfiguration plan using a constgaayph-basetbp-downapproach.
The top-down approach allows LEGO to minimize changes oftimeaetwork settings,
while allowing for local changes around the failure locati&pecifically, LEGO first iden-
tifies network configuration changes available around ayarea based on current chan-
nel and radio associations. Then, by imposing current mitaettings as constraints, the
planning algorithm reduces the number of changes that esxdnfiguration plan has to
make.

Next, LEGO is also equipped with monitoring and reconfigoraprotocols that es-
sentially automate failure recovery in real time. The plagralgorithm requires accurate
link-quality information, and any reconfiguration plan gested has to be applied. Run-
ning in every mesh node, the monitoring protocol in LEGO pdigally measures wireless
link-conditions using efficient wireless probing techregy57] and provide the condition
information to the planning algorithm. In addition, usitgtinformation, LEGO periodi-
cally checks and detects link failures. Finally, upon detecof failures, LEGO triggers a
distributed group formation algorithm that minimizes djstion during network reconfig-
uration through cooperation and synchronization amongl lmesh nodes.

LEGO is implemented and evaluated extensively via experiat®n on our multi-
radio WMN testbed as well as vies-2based simulation. Our evaluation results show that
LEGO outperforms existing failure-recovery methods, saglstatic or greedy channel as-
signments, and local re-routing as follows. First, LEGQOanming algorithm effectively

identifies reconfiguration plans that maximally satisfy éipplications’ QoS demands, ac-
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commodating two times more flows than static assignmentt,N&GO avoids the ripple
effect in its planning via accurate bandwidth estimatioé%®Oaccuracy). Third, LEGO’s
on-line reconfiguration protocols improve network thropghand channel-efficiency by
up to 26% and 92%, respectively, over the local re-routirigeste.

The rest of this chapter is organized as follows. Sectiom8sZribes the motivation be-
hind this work. Section 3.3 provides the design rationatkalgorithms of LEGO. Section
3.4 describes the implementation and experimentatiortsesu LEGO. Section 3.5 shows
in-depth simulation results of LEGO. Section 3.6 discusisesemaining issues associated

with LEGO and concludes this chapter.

3.2 Motivation

We first describe the need for self-reconfigurable multicad/MNs (mr-WMNSs).
Next, we discuss our network model and assumptions. Fina#yexplain the limitations

of existing approaches to achieving self-reconfigurapititmr-WMNSs.

3.2.1 Why is Self-Reconfigurability Necessary?

Maintaining the health of WMNSs’ performance remains a chgjlag problem [88].
One of the fundamental reasons for this difficulty is the dygita(or probabilistic) and
distributed nature of wireless links, which, in turn, cau$equent and severe channel-
related link failures. However, these failures, which artaal to the WMNSs’ performance,
can be overcome by allowing an mr-WMN to autonomously reconéighannel and radio

assignments, as in the following examples:

e Recovering from link-quality degradatioifhe quality of wireless links in WMNs can
degrade (i.e.Jink-quality failure), due to severe interference from other co-located
wireless networks [3, 60]. For example, Bluetooth, cordlg@ssnes, and co-existing
wireless networks operating on the same or adjacent checaeke significant and

varying degree of losses or collisions in packet transminssias shown in Figurere

We interchangeably use “radio” and “interface” in this chapter.
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Figure 3.1: Wireless link failures due to interferenc&iven an interferer that uses adjacent
channels from 250s, neighboring links experience different levetiegfada-
tions in packet-delivery ratio (i.e., link-quality failures). Note that the mesasur
ments are taken in our testbed using IEEE 802.11a NIC.

3.1. By switching the tuned channel of a link to other intezfere-free channels, local

links can recover from such a link failure.

e Satisfying varying QoS demandsnks in some areas may not be able to accommo-
date increasing QoS demands from end us@x(failure$,> depending on spatial or
temporal locality [48]. For example, links around a confex@ room may relay too
much data/video traffic during the session. Likewise, rétays outside the room may
fail to meet requests of attendees’ Voice-over-IP callsmiua session break. By re-
associating their radios/channels with under-utilizedlas/channels available nearby,

links can avoid the failures.

e Coping with heterogeneous channel availabilitynks in some areas may not be able
to access certain wireless channels during a time pesgpdcfrum failures due to
spectrum etiquette or regulation [18, 71]. For example,edinks in a WMN need
to vacate current channels if channels are being used folgemey response near the
wireless links (e.g., hospital, public safety). Such licks seek and identify alterna-

tive channels available in that area.

Motivated by these three and other possible benefits of uscanfigurable mr-WMNSs,
in the remaining of this chapter, we would like to develop stesn that allows mr-WMNs to
autonomously change channel and radio assignmentss@léreconfigurablieto recover

from the above-mentioned channel-related link failures.

2We consider link bandwidth as a QoS parameter of interest.
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3.2.2 Network Model and Assumptions

Multi-radio WMN A network is assumed to consist of mesh nodes, |IEEE 802a%ge
wireless links, and one control gateway. Each mesh nodeuipged withn radios, and
each radio’s channel and link assignments are initiallggife.g., see Figurere 3.2) through
global channel/link assignment algorithms [8, 59, 89]. tifié orthogonal channels are
assumed to be available. For example, an IEEE 802.11a/bige®CMCIA card can tune
16 orthogonal channels. The interference among multigl®san one node is assumed to
be negligible via physical separation among antennas osingshields.

QoS support During its operation, each mesh node periodically sergifoial channel
usage and the quality information for all outgoing links mi@nagement messages to the
control gateway. Then, based on this information, the gayesontrols admission of re-
quests for voice or video flows. For admitted flows, the infation on QoS requirements
is delivered to the corresponding nodes for resource raservthrough the RSVP pro-
tocol [16]. Next, the network runs routing protocols sUCVESETT [36] or ETX [30]

to determine the path of the admitted flows. This routing ool is also assumed to in-
clude route discovery and recovery algorithms [56, 77, B&] tan be used for maintaining
alternative paths even in the presence of link failures.

Link failures Channel-related link failures that we focus on result mafnbm narrow-
band channel failures. These failures are assumed to onduast in the order of a few
minutes to hours, and reconfiguration is triggered in theesarder. For short-term (last-
ing for milliseconds) failures, fine-grained (e.g., paeletl or milliseconds) dynamic re-
source allocation might be sufficient [11, 61], and for a kwegn (lasting for weeks or
months) failures, network-wide planning algorithms [8, 58] can be used. Note that
hardware failures (e.g., node crash) or broadband-chdaihgles (e.g., jamming) are be-

yond the scope of this work.

3.2.3 Limitations of Existing Approaches

Given the above system models, we discuss the pros and carsnof existing ap-

proaches to self-reconfigurable WMNSs.
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Figure 3.2: Multi-radio WMN: A WMN has an initial assignment of frequency channels as
shown above. The network often experiences wireless link failure aadsto
reconfigure its settings.

Localized reconfiguration: Network reconfiguration needs a planning algorithm thaplse
network changes necessary for link failure recovery asl lasgpossible, as opposed to
changing the entire network settings. Existing channebassent and scheduling algo-
rithms [8, 17, 59] provide holistic guidelines such as tlyloput bounds and schedulability
for channel assignment during a network deployment stageveMer, the algorithms do
not consider the degree of configuration changes from puswnetwork settings, and hence
they often requirglobal network changes to meet all the constraints, akin to edgeiog|
problems [44]. Even though these algorithms are suitablesttic or periodic network
planning, they may cause network service disruption and #ne unsuitable for dynamic
network reconfiguration that has to deal with local link tiads.

Next, thegreedychannel-assignment algorithm, which considers only lacahs in
channel assignments (e.g., [91]), might do better in redpthe scope of network changes
than the above-mentioned assignment algorithms. Howibiegpproach still suffers from
the ripple effect, in which one local change triggers thenggaof additional network set-
tings at neighboring nodes (e.g., nodes using channel 3ur&i3.2), due to association
dependency among neighboring radios. This undesiredteffight be avoided by trans-
forming a mesh topology into a tree topology, but this trans@tion reduces network
connectivity as well as path diversity among mesh nodes.

Finally, interference-aware channel-assignment algorst [89, 108] can minimize in-
terference by assigning orthogonal channels as closelpssilpe geographically. While
this approach can improve overall network capacity by usidditional channels, the al-

gorithm could further improve its flexibility by considegrboth radio diversity (i.e., link
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association) and local traffic information. For exampleigure 3.2, if channel 5 is lightly-
loaded in a faulty area, the second radio of nGdzan re-associate itself with the first radio

of nodel, avoiding configuration changes of other links.

QoS-awarenessReconfiguration has to satisfy QoS constraints on each Bnkach as
possible. First, given each link’s bandwidth constraietasting channel-assignment and
scheduling algorithms [8, 59, 89] can provide approximatgitimal network configura-
tions. However, as pointed out earlier, these algorithmg maquire global network config-
uration changes from changing local QoS demands, thusmgaostwork disruptions. We
need instead a reconfiguration algorithm that incurs orggllchanges while maximizing
the chance of meeting the QoS demands. For example, if linknEiyure 3.2 experiences
a QoS failure on channel 1, then one simple reconfiguratian plould be to re-associate
R1 of node H to R2 of node E in channel 5, which has enough bankwidt

Next, the greedy algorithm might be able to satisfy paréiclinks’ QoS demands by
replacing a faulty channel with a new channel. However, mgiging links, whose channel
has been changed due to ripple effects (e.g., links GH andHAigure 3.2), may fail
to meet QoS demands if the links in the new channel experigniederence from other

co-existing networks that operate in the same channel.

Cross-layer interaction: Network reconfiguration has to jointly consider networkisgs
across multiple layers. In the network layer, fault-tolgraouting protocols, such as local
re-routing [77] or multi-path routing [26], allow for flow cenfiguration to meet the QoS
constraints by exploiting path diversity. However, thepwsome more network resources
than link reconfiguration, because of their reliance onuaepaths or redundant transmis-
sions. On the other hand, channel and link assignmentssattresietwork and link layers
can avoid the overhead of detouring, but they have to takefarence into account to avoid

additional QoS failures of neighboring nodes.

3.3 The LEGO Design

This section details LEGO. We first present its design raf@@and overall algorithm.

Then, we detail LEGO’s reconfiguration algorithms. Finale discuss the complexity of
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LEGO.

3.3.1 Overview

LEGO is a distributed system that is easily deployable o&H802.11-based mr-
WMNs. Running in every mesh node, LEGO supports self-recordlglity via the fol-

lowing distinct features:

e Localized planningBased on multiple channels and radio associations avejlaBGO
generates reconfiguration plans that allow for changest@fark configurations only
in the vicinity of link failures, while retaining configurians in areas remote from

failure locations.

e QoS-aware planningLEGO effectively identifies QoS-aware and cost-effectige
configuration plans by (i) estimating the QoS-satisfiapoitgenerated reconfiguration

plans and (ii) deriving their expected benefits in channékation.

e Link-quality monitoring and fault detectioh EGO accurately monitors the qualfitgf
links of each node in a distributed manner. Furthermoregdas the measurements

and given links’ QoS constraints, LEGO detects local linkufes in real time.

e Cross-layer planningLEGO actively interacts across the network and link layers
planning. This interaction enables LEGO to exploit a rogifanotocol for maintaining
connectivity during recovery period and to include a retirgy for reconfiguration

planning.

Algorithm 2 describes the operation of LEGO. First, LEGOwery mesh node moni-
tors the quality of its outgoing wireless links at every(e.g., 10 sec) and reports the results
to a gateway via a management message. Second, once isdete failure(s), LEGO
in the detector node(s) triggers the formation of a group regriocal mesh routers that
use a faulty channel, and one of the group members is elestademder using the well-
known bully algorithm for coordinating the reconfiguratiorhird, the leader node sends

a planning-request message to a gateway. Then, the gatgwelgrenizes the planning

3For example, the quality parameters include packet-delivery ratio or @atsntission rate as
will be explained in Section 3.3.2.
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Algorithm 2 LEGO Operation at mesh node

(1) Monitoring period ¢;,,)
1: for every link j do
2. measure link-qualityl§) using passive monitoring;
3: end for
4: send monitoring results to a gatewgy

(2) Failure detection and group formation periog)(

5: if link [ violates link requirements then

6: request a group formation on channeif link I;

7: end if

8: participate in a leader election if a request is received;
(3) Planning periodq/, t,,)

9: if nodei is elected as a lead#dren
10: send a planning request messagé/{) to a gateway;
11: else ifnodei is a gatewayhen
12. synchronize requests from reconfiguration graufs
13. generate a reconfiguration plar for M;;
14: send a reconfiguration plarto a leader of\/;;
15: end if

(4) Reconfiguration periog(t,)

16: if p includes changes of nodehen

17: apply the changes to links#@t

18: end if

19: relayp to neighboring members, if any

requests—if there are multiples requests—and generageoafiguration plan for the first
request. Fourth, the gateway sends a reconfiguration plidne teader node and the group
members. Finally, all nodes in the group execute the cooredipg configuration changes,
if any, and resolve the group. We assume that during the fimmand reconfiguration, all

messages are reliability delivered via a routing protooal per-hop timer.

3.3.2 Top-Down Approach

LEGO generates reconfiguration plans by using channel afd diversities in &op-
down manner. Here, a reconfiguration plan is defined as a set of’ lcdnfiguration
changes necessary for a network to recover from a link()réadbn a channel and to sat-
isfy the QoS requirements, and there can be multiple recarign plans for each failure
recovery. Existing channel assignment and schedulingi#thgas [8, 59, 89] consider QoS

constraints on all links in its initial planning, and thusedeo search a large configuration
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Figure 3.3: Top-down approach in LEGO’s planning

space for an optimal solution. This approach often becoméfacomplete problem [89],
and moreover, one requirement change might lead to conhptéifeerent network config-
urations. By contrast, as depicted in Figurere 3.3, LEGO d¢wsisiders loose constraints
(e.g., connectivity) in its planning to reduce search spawt generates setof feasible
reconfiguration plans. A feasible plan is defined as a recordigpn plan whose changes
can handle link failures but are not proved to meet the QoSireaents. Then, within the
set, LEGO applies strict constraints (e.g, bandwidth) twosle a reconfiguration plan that

satisfies the QoS requirements and that improves chanheatiin most.

Feasible plan generation Generating feasible plans is essentially to search atiriegte
changes in links’ configuration and combinations therediijevminimizing configuration
changes of mesh routers around a faulty area. Thus, the @faration algorithm in LEGO
finds a set of configuration changes that maximally maintaigireal links’ connectivity
and that avoid the use of a faulty channel for the failed li{gkg., nodes using channel 3 in
Figure 3.2).

To find such a set of configuration changes for the reconfiguragroup, the plan-
ning algorithms follow a two-step procedure, which corsstgt(1) enumeration of per-link
changes and (2) combination of the enumerations. SpedbfficalStep 1, the algorithms
generate legitimate link changes given current networKigaration as well as available
channel/radio diversities. For each (faulty or non-faulityk that uses a faulty channel in
the group, the algorithms apply primitive link changes, ebhis defined in Table 3.1, as-
suming that neighboring links’ configurations do not changjlee generated link changes
are then examined by the following constraints for both dwvigj the use of a faulty channel

and improving network utilization:

(c1) It > 0 for every radioi in noden;
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Table 3.1: Definition of link-change in LEGOEach change represents a primitive link
change in channel, association, or route. Multiple changes can be joiettly us
to represent changes of multiple links.

Primitive changes Description

Channel switch | RadiosA; andB; of link AB switch their

(S(Ai, Bj)a—p) | channel &) to other channel).

Radio switch RadioA; in nodeA re-associates with radiB;

(R(A;, Bj)a—p) | innodeB, tuned in channeld).

Detouring Both radiosA; and B, of link ABremove their
(D(A;, By)) associations and use a detour path.

(c2) ¢t # ¢ for all different radios in node; and

(c3) ¢, # f.for radio: with a faulty link.
wherel! is the number of links associated with the radim noden, ¢, the channel of
radio: in noden, andf. the faulty channelc; implies that all radios of a node must have at
least one association to improve radio resource utilimatdext,c, enforces that each radio
of a node has to use a non-interfering channel with othepsadtinally,c; requires new
configurations to use the non-faulty charfrith node has a faulty link. Let us consider an
example illustrated in Figure 3.4. As shown in the figure ygralumns), Step 1 generates a
set of possible changes per link while assuming other linksfigurations do not change,
and then excludes changes that violate the above constrdiur examplep(l,H) may
or may not violater; depending on neighboring changes but is valid in current/owt
configurations. On the other harflC,l) obviously causes one radio of nodeto violate
c3.

Next, in Step 2, the algorithm integrates all possible corations between per-link
changes of adjacent changes’ sets, as shown in Figure it (@dhumns). These combi-
nations are basically to connect valid neighboring pet-6hanges that maintain network

connectivity by imposing the following constraints:

(cs) It > 0 for all radios that have changes; and
(c5) ¢, = ¢* for a joint noden of adjacent links.

wherei and:’ are channels assigned by two adjacent links’ changegrevents waste of

4We will also consider the case where only a small number of non-faultynglisare available
in Section 3.6.1.
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Change (Cl) ‘Combine (CIH)‘ Change (IH) ‘Combine (IHG)‘ Change (HG)

Examples of feasible plans after step 2:

P1=[S(C2,12)3-6,5(12,H2)3-.6,S(H2,G2)3-6], P2=[S(C2,12)3-6,D(I2,H2),S(H2,G2)3-3],..., P11.

Figure 3.4: Example of network planning. EGO generates per-link changes (blue columns)
and then connects them for feasible reconfiguration plans (white coluioms)
recovery of the failure in Figure 3.2.

a radio. c; ensures that adjacent links have at least one common chakRoekxample,
adjacent links’ plans$(C,1x_¢ andS(H,l);_.3 in Figure 3.4 cannot be connected because
each plan requires the same radio of nbtteset up different channels. Now, the planning
algorithm has 11 feasible reconfiguration plaf¥I§y traversing connected changes of all

links considered in the planning, as illustrated in Figuee 3

QoS-satisfiability evaluation Among a set of feasible plaig the planning algorithms
now need to identify QoS-satisfying reconfiguration plagschecking if the QoS con-
straints are met. Although each feasible plan ensures tfailty link(s) will use non-
faulty channels and maintain its connectivity, the planimigpt satisfy the QoS constraints
or even cause cascaded QoS failures on neighboring linksltdfoout such plans, LEGO
checks the following two requirements: (i) the links recgufied by a feasible plan have to
meet their bandwidth requirements; and (ii) reconfigurekidimust not cause the violation
of neighboring links’ QoS requirements.

To check these constraints, LEGO needs to accurately dstie@h link's capacity
and its available channel air-time. In multi-hop wireles$works equipped with CSMA-
like MAC, each link’s achievable bandwidth (or throughpuindoe affected by both link
capacity and other links’ activities that share the chamnetime. Even though numer-
ous bandwidth estimation techniques have been proposadnibstly focus on the aver-
age bandwidth of each node in a network [30, 117] or the erghtbthroughput of flows
[26]. By contrast, LEGO first estimates an individual linkapacity (), based on mea-
sured or cached link-quality information—packet-delweatio and data-transmission rate
measured by passively monitoring the transmissions of @apaobing packets—and the

formula derived in Appendix A.
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Figure 3.5: Busy Air-time Ratio (BAR) of a directed IINnRAR (e.qg.,l;) is affected by activ-
ities of neighboring linkslf, [2,andls) in channel 1 and is used to evaluate QoS
satisfiability of a link.

Having the estimated capacity'] of each link, LEGO defines and uses the expected
busy air-time ratio of each link to check link’'s QoS satisfiio Assuming that a link’s
bandwidth requirementy is given, the link’s busy air-time ratio (BAR) can be definexd a
BAR = & and must not exceed 1.0 (i.e., BAR1.0) for a link to satisfy its bandwidth
requirement. In addition, if multiple links share the amé of one channel, LEGO deter-
mines QoS satisfiability by calculating aggregate BABAR of end-radios of a link as

follows:

aBAR(k)= Y % (3.1)
leL(k) ¢

wherek is a radio 1D,/ a link associated with radib, L(k) the set of directed links within

and across radi®’s transmission range. Fig. 3.5 illustrates the usageB#Rfor evaluat-

2Mbps
"10Mbps

ing a feasible plan. Assuming BAR of each directed lihki€ 0.2 (e.g. ) in atuned
channel, theaBARof each radio tuned in channel 1 does not exceed 1.0, satjséach
link's QoS requirement or the constraint (i).

Second, to identify the ripple effect from a plan (constrdii)), LEGO also estimates
the QoS-satisfiability of links one-hop-away from membede®whose links’ settings will
be changed by the plan. If these one-hop-away links argXiiB-satisfiable, the effects of
the changes do not propagate thanks to spatial reuse of @hddtimerwise, the effects of

local changes will propagate, causing cascaded QoS failli@ example, assuming that
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BAR(l;) increases from 0.2 to 0.4, { in Fig. 3.5. To accommodate this increase, reconfig-
uration plans that have a detour path through n@d not affect the QoS-satisfiability of
the neighboring nodes. On the other hand, plans with raditzises (e.g., R(k, M1); _.2)
satisfy the QoS of link MN but causeBAR(Q;;) to exceed 1.0, resulting in cascaded QoS

failures of links beyond node.

Choosing the best plan LEGO now has a set of reconfiguration plans that are QoS-
satisfiable without causing the ripple effect, and needshtmse the best plan within the
set. For this selection, the planning algorithms in LEGOraeéind use a benefit function
B(p) that quantifies the improvement of channel utilization eordiguration plary can
make.

The benefit function is defined a(p) = <> | 5(k), where3(k) is the relative
improvement in the air-time usage of radio This definition allows the benefit function
to identify a reconfiguration plan that improves the oveeatitime usage most among

multiple plans based on the following quantitative impnoet indexs(k):

€1 (k) — Gg(k) if 61(k), Eg(k) >0

Bk = ea(k) — €1 (k) if €1(k),e2(k) <6 .
e1(k) +ea(k) =20 if (k) > 0 > eax(k)

20 — €1 (k) — 62(k> if GQ(k) >0 > €1 (k)

wheree, (k) ande, (k) are estimate@BARs of a radiok in existing configurations and in
new configurations, respectively, afidhe desired channel utilizationEqg. (3.2) implies
that if a reconfiguration plan makes overall links’ chann@laation closer to the desired
utilizationd, theni (k) gives a positive value, while giving a negative value otlisewSup-
posed is 0.5 as shown in Fig. 3.6; LEGO favors a plan that reconfiglinés to have 50%
available channel air-time (e.g., plan 1 in the figure). Ifampeconfigures a WMN to make

the links heavily utilized while idling others (e.g., plaj) then the benefit function consid-

SNote thatd is a system parameter set by network administrators, depending on theatipplic
scenarios of a WMN.
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Figure 3.6: Benefit function B prefers a reconfiguration plan that improves overall channel
utilization close to the desired parameder

ers the plan ineffective, placing the plan in a lowly-rankedition. The effectiveness of

andé will be discussed further and evaluated in Section 3.4.3.5.

3.3.3 Complexity of LEGO

Thanks to its distributed and localized design, LEGO incaesonable bandwidth and
computation overheads, compared to the centralized cqanteas follows. First, the net-
work monitoring part in the reconfiguration protocols is rm&ighly efficient by exploiting
existing data traffic and consumes less than 12 Kbps prol@angwidth (i.e., 1 packet per
second) for each radio. In addition, the group formationunes onlyO(n) message over-
head (in forming a spanning tree), wherés the number of nodes in the group. Next, the
computational overhead in LEGO mainly stems from the plagiaigorithms. Specifically,
each node is responsible for generating its possible liakglwhich incurg(n+m) com-
plexity, wheren is the number of available channels andhe number of radios. Next, a
gateway node needs to generate and evaluate feasible wlaink,incurs search overhead
in a constraint graph that consists@fi(n +m)) nodes, wheréis the number of links that

use a faulty channel in the group.

3.4 System Implementation

We have implemented LEGO in a Linux OS and evaluated it in estbed. We first
explain the implementation details, and then present itaporexperimental results on
LEGO.
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Figure 3.7: LEGO’s implementation and prototypéa) LEGO is implemented across net-
work and link layers as a loadable module of Linux 2.6 kernel. (b) LEG® sof
ware is then installed in Soekris wireless routers and evaluated extensively
our multi-radio WMN testbed.

3.4.1 Implementation Details

Figure 3.7(a) shows the software architecture of LEGO.tFIEGO in the network
layer is implemented using netfilter [79], which provides&® with a hook to capture and
send LEGO-related packets such as group-formation messageaddition, this module
includes several important algorithms and protocols of CE@) network plannerwhich
generates reconfiguration plans; @joup organizey which forms a local group among
mesh routers; (iiifailure detector which periodically interacts with a network monitor in
a device driver and maintains an up-to-date link-statestabid (iv)routing table manager
through which LEGO obtains or updates states of a systermgptable.

Next, LEGO components in a device driver are implementechiogen source MAD-
WiFi device driver [68]. This driver is designed for Atherdsipset-based 802.11 NICs [9]
and allows for accessing various control and managemerdteeg (e.g.,| ongretry,

t xrat e) in the MAC layer, making network monitoring accurate. Thedule in this
driver includes (i)network monitoy which efficiently monitors link-quality and is extensi-
ble to support as many multiple radios as possible; antll{() managerwhich effectively

reconfigures NIC’s settings based on a reconfiguration ptan the group organizer.
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3.4.2 Experimental Setup

To evaluate our implementation, we constructed a multi-vaeless mesh network
testbed on the fourth floor of the Computer Science and EngimeéCSE) building at the
University of Michigan. The testbed consists of 17 mesh saaled has multiple (up to
5) links. Each node is deliberately placed on either ceipagels or high-level shelves
to send/receive strong signals to/from neighboring nod&s.the other hand, each node
will experience enough multi-path fading effects from alo$ts and interference from co-
existing public wireless networks.

As shown in Figure 3.7(b), each mesh node is a small-sizdessaouter—Soekris
board 4826-50 [106] (Pentium-111 266 Mhz CPU, 128 MB memoiif)is router is equipped
with two EMP IEEE 802.11 a/b/g miniPCI cards and 5-dBi gain imdomni-directional
antennae. Each card operates at IEEE 802.11a frequencyavaieudo ad-hoc mode,
and is set to use fixed data rate and transmission power. Bliéxtpdes run the Linux
OS (kernel-2.6), a MADWiFi device driver (version 0.9.2) feireless interfaces, and the
LEGO implementation. In addition, ETX [30] and WCETT [36] rong metrics are imple-
mented for routing protocols. Finally, the Iperf measuratteol [51] is used for measuring
end-to-end throughput, and the numbers are derived by gingrthe experimental results

of 10 runs, unless otherwise specified.

3.4.3 Experimental Results

We evaluated improvements achieved by LEGO’s planningalgos, including through-

put, channel efficiency, QoS satisfiability, and reductibnpple effects.

3.4.3.1 Throughput gains

We first stuided throughput gains via LEGO’s real-time rdigamration. We run one
UDP flow at a maximum rate over a randomly-chosen link in osttted, while increasing
the level of interference every 10 seconds. We also set tHe i@quirement of every
link to 6 Mbps, and measure the flow’s throughput progressiary 10 seconds during

a 400-second run. For the purpose of comparison, we alsdheasame scenario under
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Figure 3.8: Gains in throughput and channel efficiendyeGO effectively reconfigures the
network around a faulty link, improving both network throughput and ok&n
efficiency by up to 26% and 92%, respectively. By contrast, locabughng
causes degradation in channel-efficiency due to the use of a detourapath
static channel-assignment does not react to faults in a timely manner.

the local re-routing with a WCETT (Weighted Cumulative Expdcteansmission Time)
metric [37], and static channel-assignment algorithmsteNlbat we do not intentionally
run a greedy algorithm in this single-hop scenario, becasiséfect is subsumed by LEGO.
We, however, compare it with LEGO in multi-hop scenarios étt®n 3.4.3.4.

Figure 3.8(a) compares the progression of link throughphbiteved by the above three
methods. LEGO effectively reconfigures the network on dateof a failure, achieving
450% and 25.6% more bandwidth than static-assignment aablre-routing, respectively.
LEGO accurately detects a link's QoS-failure using linkatjty monitoring information,
and completes network reconfiguration (i.e., channel §witf) within 15 seconds on av-
erage, while the static-assignment experiences sevayeghput degradation. Note that
the 15-second delay is due to one measure-cycle (10 secplhugsihe 5-second recon-
figuration delay. This delay mainly stems from a back-offam(0.5 second per link) for
exchanging the group formation messages and can be fugtieced. On the other hand,
the local re-routing improves the throughput by using a dlepath, but still suffers from

throughput degradation because of an increased loss ceig ié detour path.

3.4.3.2 Channel-efficiency gains

LEGO also improves channel efficiency (i.e., the ratio of nkenber of successfully-

delivered data packets to the number of total MAC frame trassions) by more than 90%
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over the other recovery methods. Using the data collectedglthe previous experiment,
we derive channel efficiency of the UDP flow by counting the benof total MAC frame
transmissions and the number of successful transmissions.

As shown in Figure 3.8(b), LEGO improves channel efficiengyip to 91.5% over the
local re-routing scheme, thanks to its on-line channelmégaration. On the other hand,
using static-channel assignment suffers poor channétattdn due to frame retransmis-
sions on the faulty channel. Similarly, the local re-rogtoften makes traffic routed over

longer or low link-quality paths, thus consuming more chelmasources than LEGO.

3.4.3.3 QoS-satisfaction gain

LEGO increases chance to meet varying QoS demands. To shewdim, we first
assign links and channels in our testbed as shown in Figdrek3ere, nodes G, A, and
C are a gateway, a mesh router in a conference room, and a mésh in an office. We
assume that mobile clients are in the conference room anegségideo streams through
the router A during a meeting, and after the meeting, thayrmeto the office room and
connect to the router C. While increasing the number of videzasts, we measure the
total number of admitted streams after network reconfigumat\We use static, WCETT
routing metric that finds a path with diverse channels and QE@ reconfiguration.

LEGO’s QoS-aware reconfiguration planning improves thexchdor a WMN to meet
the varying QoS demands, on average, by 200%. As shown imd=8)9, a static channel-
assignment algorithm cannot support more bandwidth thamihal assignment (e.g., 9.2
Mbps from C to G). In addition, using the WCETT metric helps finzh#h that has channel
diversity (e.g., WG in Figure 3.9 favors the path-€F—l—H—G, and WG favors the
path C-F —E—H—G), but consumes more channel resource. On the other ha&DLE
effectively discovers and uses idle channels through fegation, thus satisfying QoS
demands by up to three times more than static-assignmemitaigs (e.g., the bandwidth

from C to G in Figure 3.9).
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Figure 3.9: QoS-satisfaction gainLEGO reconfigures networks to accommodate varying
QoS demands in time and space.

3.4.3.4 Avoidance of ripple effects

We also studied LEGO'’s effectiveness in avoiding the ripgffects of network re-
configuration. Figure 3.10(a) shows initial channel and f&@signments in a part of our
testbed. In this topology, we run 6 UDP flows (- - - , fs) each at 4Mbps, and measure
each flow’s throughput while injecting interference intoaaget channel. We run same
scenarios with 2 different interference frequencies (288 5.2 Ghz) to induce failures
on different links. In addition, we use four failure-recoyenethods (i.e., static, local re-
routing, greedy, and LEGO) for comparison.

Since LEGO considers the effects of local changes on nergidbnodes in its planning
via aBAR it effectively identifies reconfiguration plans that avtie ripple effects. Fig-
ure 3.10(b) shows the average throughput of each flow afterank reconfiguration with
each of the four recovery schemes. First, with interferemitie 5.28 Ghz, nodes 1, 3 and
5 experience link-quality degradation. Via LEGO’s recoufagion, each flow achieves an
average 98% of the ideal throughput, whereas the flows vad teerouting achieves 82% of
the throughput because of the use of detour path54—3, f;:1—2—3). On the other
hand, while partially recovering from the original link liaies, the greedy approach causes
throughput degradation of neighboring links. This is baeaane local greedy channel-
switching (from 5.26 to 5.32 Ghz) requires the neighboringd’ channel (e.g., between
nodes 5 and 7) to change, creating interference to othehlbeigng nodes’ link (e.g., be-
tween nodes 6 and 7) that use adjacent channels (e.g., 5)3 Ghz

Next, in the second interference case (5.2 Ghz), LEGO aksatiiies Qo0S-satisfying

reconfiguration plans, achieving 97% throughput of the ligtee lower figure in Fig-
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Figure 3.10: LEGOQO’s avoidance of ripple effecttEGO finds a local reconfiguration plan
that avoids the ripple effects by considering neighboring nodes’ elatitiza-
tion, whereas the greedy channel-switching (the upper figure in FigLo¢d)
and local re-routing (the lower figure in Figure 3.10(b)) often causmitput
degradation of neighboring nodes.

ure 3.10(b)). On detection of an interference, LEGO sw#dhe channel on the “problem”
links according to its planning algorithm. Naturally, thésult (configuration and through-
put) is the same as that achieved by the greedy method. Onthle lmand, the local

re-routing causes heavy channel contention for detousspd#grading neighboring flows’

performance (i.e.f5) as well as others’fg, f4).

3.4.3.5 Effectiveness of the benefit function

Finally, we studied the effectiveness of LEGQO’s benefit tiorc B in finding the most
beneficial plan among QoS-satisfying plans. Furthermoeegvaluated the effect of the
system parameterin the benefit function. First, we analyzed the output froen enefit

function on QoS-satisfying plans (38 plans) for the presibok-failure experiment (5.28
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Figure 3.11: Effectiveness of the benefit function in LEG@)} the benefit function effec-
tively ranks plans in the order of desired channel utilizatiord&t.2—prefer
the plan with the highest), and (b)J is an effective parameter for the benefit
function to rank the plans.

Ghz case). Here, we sétto 0.2 for LEGO to favor a plan that makes more bandwidth
available via reconfiguration. Then, we calculated therpdie residual air-time ratia(=
1.0—aBAR of the network reconfigured under each plan. Note that thefitas a relative
merit among a given set of plans, so we focus on the orderinganis, not their benefit
numbers.

Figure 3.11(a) shows the calculated benefits (bars) of th@#e8& sorted in an increas-
ing order along with the correspondingdots). As shown in the figure, the benefit function
can accurately rank the reconfiguration plans in such a watythie plans providing higher
r values are ranked higher—which is controlled by the assigystem paramet@=0.2.
Note that a Bezier curve in the upper figure shows the trendrof3.

Next, to study the effects of variods/alues, we calculate the correlation coefficignt (
between- and the benefit of the selected plan, while increasifigm 0.2 to 1.0. As shown
in Figure 3.11(b)y effectively reflects the desired channel utilization inkiag the QoS-
satisfying plans. I9 is low, the benefit function gives priority to plans with higésidual
air-times (e.g.p = 0.95 wheno = 0.2). By contrast, a high value causes LEGO to favor
plans with high channel utilizatiomn(= —0.84 whenj =1.0), showing the effectiveness of
J.
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3.5 Performance Evaluation

We have also evaluated LEGO via in-depth simulation. Wedistribe our simulation

methodology, and then present the evaluation results onQLEG

3.5.1 The Simulation Model & Methods

We used ns-2 [82] in our simulation study. Throughout theusttion, we use a grid
topology with 25 nodes in an area of 1k«titKm. In the topology, adjacent nodes are sep-
arated by 180 m and each node is equipped with a different auoflvadios depending on
its location. A gateway is equipped with four radios, ongamvay nodes from a gateway
have three radios, and other nodes use two radios.

For each node in these topologies, we use the following mitprmtocol stacks. First,
the shadowing propagation model [94] is used to simulatgingrchannel quality and
multi-path effects. Next, CMU 802.11 wireless extension sedifor a MAC protocol
with a fixed data rate (i.e., 11 Mbps) and is further modifietidaadle multiple radios and
multiple channels. Finally, a link-state routing protga@modification of DSDV [84], and
multi-radio-aware routing metric (WCETT [36]) are used foutiog.

Given these settings, LEGO is implemented as an agent inthetMAC layer and a
routing protocol as explained in Section 3.3. It periodicabllects channel information
from MAC, and requests channel switching or link-assocratibanges based on its deci-
sion. At the same time, it informs the routing protocol ofvaetk failures or a routing table
update.

There are several settings to emulate real-network aesvitFirst, to generate users’
traffic, one UDP traffic with either a gateway or a randomlpsén mesh nodes is used.
Each flow runs at 500 Kbps with a packet size of 1000 bytes. r#kdo create network
failures, uniformly-distributed channel faults are irigt at a random time point. Random
bit-error is used to emulate channel-related link failuaed lasts for a given time period.
Finally, all experiments are run for 3000 seconds, and thelt®of 10 runs are averaged

unless specified otherwise.
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Figure 3.12: Satisfying varying QoS constraintSigure 3.12(a) shows requests with differ-
ent QoS requirements. Next, Figure 3.12(b) explain improved (or cldngé
work capability (i) before and (ii) after reconfiguration. Finally, Figur&2Xc)
depicts results of network reconfiguration given the scenarios.

3.5.2 Evaluation Results
3.5.2.1 Effectiveness of the QoS-aware planning

We measured the effectiveness of LEGO in meeting varying @qg8irements, espe-
cially for a large-scale multi-radio wireless network. W&ewa grid topology that initially
is assigned to symmetric link capacity as shown in Figur@@)L while changing QoS
constraints in gray areas at different times (il, ..., 7'5), we evaluate the improvement
in available capacity LEGO can make.

As shown in the tables of Figure 3.12(b), LEGO reconfiguresral@ss mesh network
to meet different QoS requirements. Before each QoS chattyegray areas can only
accept 1 to 9 UDP flows. On the other hand, after reconfiguratie network in the areas
can admit 4 to 15 additional flows, improving the average nétveapacity by 3.5 times.
Figure 3.12(c) also confirms the benefits from LEGO'’s recaméijon given different re-

quests. For each request, LEGO increases local capaaityghreconfigurations.
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Figure 3.13: The impact of reconfiguration rang&he hop length can help LEGO search ex-
haustive reconfiguration plans. However, the benefit from the inettkength
is small, whereas the number of total changes for the reconfiguratiomsege

3.5.2.2 Impact of the reconfiguration range

We evaluated the impact of the reconfiguration range. We husesame experiment
settings as the previous one and focus on reconfiguratiarestsjaf/'1. As we increase
the hop count from each group member, we measure the cajpragtgvement achieved
by the reconfiguration plans. In addition, we calculate thprovement per change as the
cost-effectiveness of reconfiguration planning with a#f& hop counts.

Figure 3.13 plots the available capacity after reconfigomadver different hop counts.
As shown in the figure, LEGO can improve the available bantwiy increasing the re-
configuration range. However, its improvement becomes imalrgs the range increases,
because of the limited number of radios around the faulty lfrurthermore, because recon-
figuration plans with a larger range are required to incurexabranges in network settings,

the bandwidth gain per change degrades significantly.

3.5.2.3 Efficiency in link-condition monitoring

We evaluated how efficiently and accurately a monitoringgmol in LEGO measures
network state information. We measure the active probirgtwad of LEGO. At the same
time, we measure a packet-delivery ratio and compare it aatival link throughput to
evaluate its probing accuracy.

As shown in Figure 3.14(a), LEGO efficiently monitors thematk state, while provid-

ing highly accurate link-quality information. The moniitog overhead (the upper figure)
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Figure 3.14: Effectiveness of reconfiguration protocolsEGO efficiently and accurately
monitors the network state (Figure 3.14(a)). Next, it locally forms a recon-
figuration group in a distributed way (Figure 3.14(b)). Finally, LEGO's-sy
chronization at a gateway allows the network to recover from multiple cthanne
faults (Figure 3.14(c)).

of each radio in a node ranges from 3.8 Kbps to 7.6 Kbps—0.07% dMbps—thanks to
adaptive measurement based on link history [57]. Next,hbs-tmeasured information is
close to the actual link throughput (the lower figure) withearerage of only 3.8% error in

the delivery ratio.

3.5.2.4 Effectiveness of reconfiguration under multiple lik failures

We also evaluate the benefits of LEGO’s local group formatsspecially in the pres-
ence of multiple channel faults. We randomly move nodes énghd topology of Fig-
ure 3.12(a) to generate a random topology, and introduceipteuchannel faults (i.e.,
F1,..., F8). We trace the result of LEGO’s group formation and identtifg benefit from

the use of the synchronization at the gateway.
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Figure 3.12(b) shows different local reconfiguration gigr different channel faults.
As shown in the figure, LEGO locally forms the group and reganis the network. More-
over, thanks to the synchronization mechanism in the gatdvizGO can effectively mask
the adverse effects of the race condition on network inféiona For example, if G1 and
G5 are formed simultaneously, both might might reconfigheeghannel of their problem-
atic links to the same channel, degrading network througagshown in the lower figure
of Figure 3.12(c). By contrast, LEGO can synchronize mudtigrloups with a reasonable

delay (10 sec.), improving end-to-end throughput by 92% (ibper figure).

3.6 Conclusion

We first discuss some of the remaining issues associatedL&@B0O and then make

concluding remarks.

3.6.1 Remaining Issues

Joint optimization with flow assignment and routindg=GO decouples network recon-
figuration from flow assignment and routing. Reconfiguratiaghhbe able to achieve
better performance if two problems are jointly considereden though there have been
a couple of proposals to solve this problem [8, 89], they qumlyvide theoretical bounds
without considering practical system issues. Even thotsyiasign goal is to recover from
network failures as a best-effort service, LEGO is the firsp 4o solve this optimization

problem, which we will address in future work.

Use of LEGO in IEEE 802.11b/g WMNSEGO is mainly evaluated in IEEE 802.11a net-
works, where 13 orthogonal channels are available. Howe#sO can also be effective
in a network with a small number of orthogonal channels (8.¢n IEEE 802.11b/g). Be-
cause LEGO includes a link-association primitive, it caarteavailable channel capacity
by associating with idle interfaces of neighboring nodes, iafurther limits the range of a

reconfiguration group (e.g., nodes within 4 hops).
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3.6.2 Concluding Remarks

This chapter has presented a localized self-reconfigur&tmework (LEGO) that en-
ables a multi-radio WMN to autonomously recover from wirsléisk failures. LEGO
generates an effective reconfiguration plan that requindg local network changes by
exploiting channel and radio diversity as well as a constrgiaph. Furthermore, LEGO
effectively identifies reconfiguration plans that satighpkcations’ QoS constraints, admit-
ting up to two times more flows than static assignment, thind@gS-aware planning. Next,
LEGO’s on-line reconfigurability allows for real-time faile detection and network recon-
figuration, thus improving channel-efficiency by up to 92%ur@xperimental evaluation
on a Linux-based implementation and-2based simulation demonstrated the effective-
ness of LEGO in recovering from local link failures and inisiging applications’ diverse
QoS demands.
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CHAPTER 4

Mobile Autonomous Router System for Dynamic

(Re)formation of Wireless Relay networks

4.1 Introduction

In multi-hop wireless networks, fading and shadowing oftegrade the quality of
wireless links and require time-consuming and expensiveaor& deployment and man-
agement efforts, especially for manual adjustment of nquasements and configurations
[107]. Significant efforts have been made to improve Qualitgervice (QoS) and reduce
management costs of wireless relay networks. For exammasuanrement-driven deploy-
ment of relay nodes determines their placement positioatsnieet the required network
QoS [19]. Rate-adaptation and transmission-power-coatgarithms allow for dynamic
selection of modulation schemes and transmit-power leaelsxed positions [101, 113].
Multiple-input-multiple-output (MIMO) or multiple intdaces enable a node to exploit spa-
tial diversity by adaptively choosing the best antenna ¢erama element [2, 102].

In spite of these efforts, wireless relay networks stilfsufrom several fundamental
limitations. First, changes in the physical environmerd wfireless relay network (e.g., due
to dynamic obstacles and interferences) often callsrfanuallink-quality measurement
and node relocation over a large coverage area which areusdiime-consuming and
costly. Second, even if relay nodes can make simple movert@imhprove link bandwidth,

these adjustments determined by geographic distance @& deakity [25, 111] are not
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guaranteed to improve the overall QoS [3, 31]. Third, relagies may be able to relocate
themselves “optimally” (in some sense) by using simple 8kgo-Noise Ratio (SNR) or
traffic volume information, but accurate characterizatbspatial wireless link-quality and
efficient node relocation are key to the optimal relocatibretay nodes [115].

To overcome the above limitations and challenges, we stoelyeasibility of using a
commodity mobile robot for each wireless relay node. Speadlfi, we propose anobile
autonomous router syste(MARS) that enables a wireless relay node to (i) character-
ize wireless link conditions over the physical space andséek and relocate to, the best
reception position to form string-type relay networks. sEitMARS is equipped with a
measurement protocol that defines and characterizeslspagkess link-quality. Mounted
on a mobile robot, each MARS node moves and measures wir@isguality over the
deployment space using the measurement protocol. FurtimerfARS captures unique
correlations of link-quality with environmental factojch as distance, obstacles, or in-
terference sources, which are useful in reducing measuntespace (see Section 4.5.3).

Next, MARS includes a spatial probing algorithm through whibe node can effi-
ciently find its optimal position that satisfies the bandWwidemand on its link. Alternating
between measurements and movements, this algorithm gihe@sbot to identify ‘inter-
esting’ space to probe. This space is then explored at sigedy finer resolutions until
a locally optimal position is found. Moreover, the algonitlenables a set of MARS nodes
to cooperatively form and adjust wireless relay netwaoirkg€ase link conditions or QoS
demands change.

Finally, MARS includes a light-weight positioning systenatiprovides location infor-
mation to the robot, and is currently implemented for indexavironments. This position-
ing system does not require any expensive infrastructymeat, such as cameras and other
sensors, but uses natural landmarks, which are easilynaitiai with a semi-automated col-
lection procedure (as detailed in Section 4.6.3). Moreaen though MARS is designed
for challenging indoor environments, such as office buddior large retailer shops, it is
flexible enough to use any type of positioning system, dejpgnoh deployment scenarios
(e.g., Global Positioning System (GPS) in outdoor envirents).

A prototype of MARS has been built with commodity mobile rabanhd IEEE 802.11-
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based wireless routers, and its algorithms have been ingoltad in Linux using a combi-
nation of kernel- and user-space functionalities. Our grpental evaluation results on
a prototype implementation of MARS indicate that MARS achsven average, 95%
accuracy for spatial measurements, and finds locally opiiocations with 3 times less
measurement overhead than exhaustive spatial probingllysithe positioning system in
MARS achieves an average location error of 7cm.

The rest of this chapter is organized as follows. Sectiondéstribes the motivation
behind this work. Section 4.3 presents the software arcoite and a hardware prototype
of MARS. Sections 4.4-4.6 detail the core components of MARStiISBNn 4.7 presents the

evaluation results of our MARS implementation. The chapteictudes with Section 4.8.

4.2 Motivation

We first argue for the need of a mobile autonomous router sSyWARS) in wireless

relay networks, and then discuss why existing techniquesatebe used for MARS.

4.2.1 Why Mobile Autonomous Routers?

Due to their open and continuously-changing deploymentemments, wireless relay
networks often incur high measurement and (re)configuratasts [7, 24, 98]. Even after
their deployment, relay networks may experience severe d@@gfadation, require addi-
tional measurements, and/or need to adjust placement oéldyenodes, as their physical
environment changes. Even though various techniques {egsmission-power control,
rate adaptation) and technologies (MIMO, multi-radiosyeheen proposed, their band-
width improvement is essentially limited by the surrourgdenvironment. For example,
assuming that nodes already use their maximum transmipsiwar, astationarynode be-
hind the wall might not be able to improve the bandwidth oklio another node on the
opposite side of the wall using the existing techniques.

In contrast, by utilizing their mobility, mobile wireleselay routers can overcome the

spatial dependency of link-quality. Being aware of diveis&-fhuality at different loca-
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tions, mobile wireless routers can automatically improeework performance and also

offer several benefits in wireless relay networks as follows

e Extension of AP’s rangeusers near the boundary of an AP’s coverage might experi-
ence intermittent (dis)connectivity. A mobile wirelessiter can extend the AP’s range
by relocating itself near the limit of the AP’s communicati@nge and relaying users’

traffic.

e Deployment of wireless relay networki®r rural areas or outdoor events, multi-hop
relay networks are an inexpensive way to provide connégtivut their optimal place-
ment is still a challenging task. A group of mobile routers wientify a proper position

of each router, forming a relay network [32].

e Adjustment of wireless routers’ placemembany nodes in a relay network need to
re-adjust their position to deal with environmental chan{gg., dynamic obstacles
in urban areas), but manually adjusting locations of eaahgbanodes incurs signifi-
cant time and management costs [92]. Equipped with (allmeitdd) local mobility,
mobile routers can cooperatively and automatically adjusir locations to improve

connectivity and link-quality.

e Improved resilience to DoS attacksvireless networks are vulnerable to denial-of-
service (DoS) attacks such as jamming, and channel hoppmgdes limited re-
silience to wide-band jamming. However, because of theadatality of such at-
tacks, mobile wireless routers in a relay network can impmsilience to such attacks

by physically moving away from the jammed area [115].

Motivated by the above and other likely scenarios, our gasedsto (i) design an au-
tonomous robot-based router system that accurately dieaizzes the quality of wireless
link over space and that effectively optimizes a router'sifion based on the thus-obtained
characteristics, and (ii) prototype and evaluate such aleatuter, especially for string-

type relay networks, as illustrated in Figure 4.1.
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Figure 4.1: A group of mobile routers can cooperatively move and form string-typeless
relay networks by being aware of spatially diverse link-conditions ovploge
ment areas.

4.2.2 Limitations of Existing Approaches

There has been a significant volume of work on link-qualityaeemess and the use of
mobility. We discuss pros and cons of using existing apgreado designing a mobile

router.

Link-quality awareness. Mobile routers (relay nodes) must be able to accurately-mea
sure wireless link-qualifyover physical space. There have been numerous link-quality
measurement studies and techniques in wireless mesh hkeivlange-scale WLANs, and
wireless sensor networks [23, 27, 57, 70, 116]. Their insighd solutions, however, focus
on stationary networks where the physical space of measnsis fixed. The authors of
[43] considered the link-quality change resulting fromdtioen changes in mobile ad-hoc
networks (MANETS). However, their solution only deals wétlvinary (ON/OFF) connec-
tivity model based on simple metrics such as SNR and disfamzthus, is not suitable

for capturing various channel conditions over deploymesaas [3].

Node mobility: Mobile routers must be able to exploit their mobility in ganction with
link-quality-awareness. Mobility in wireless networksshiaeen considered from various
perspectives. First, flip-type mobility has been proposgdsénsor nodes to make a one-
time random movement [25]. Second, use of sophisticateatsab hybrid sensor networks
has been proposed, and the tradeoff between node densitypdadanobility has been stud-

ied [111]. Third, using mobile sensors against radio jangnatiacks has been considered,

n this chapter, we consider the packet-delivery ratio or bandwidth asjlimkity parameters of
interest.
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and movement-decision metrics (i.e., SNR and the amoumaffic) have been proposed
[115]. Finally, in MANETS, users’ mobility is exploited famobile devices to improve

their end-to-end throughput [45, 67]. However, the mopilised in existing approaches
is not closely coupled with link-quality-awareness, radgdhe chance of making optimal

movements.

Position-awarenessMobile routers with limited battery and CPU power must beipged
with a light-weight positioning system that does not reguny extensive computation or
expensive infrastructure support. On the one hand, pasitpin an open sky outdoor
environment is relatively easy and fast since GPS providesrate position information.
On the other hand, positioning in an indoor environment ooatdoor urban canyon is
challenging, and many solutions have been proposed. Inr#eed robotics, the use of
different hardware (sonar, laser, compass, and video @rhas been explored [20, 85],
and various assumptions (e.g., known or unknown landmarks)algorithms (training or
search) have also been investigated [109]. However, tlaetvimre and computation costs
have to be carefully considered, depending on the underigpplications. In the field of
wireless networks, using AP-based landmarks [12], ceitim@inted sensors and listeners
[86], and video cameras [33] have been proposed, but theseaghes need installation of

a positioning infrastructure or cooperation from the netnofrastructure (e.g., APS).

Feasibility: Mobile routers have to be easy and fast to build with commecomponents
and should be readily available for system evaluation. Ddpg on their deployment
scenarios, the robots may need various capabilities, ssicirabing stairs or obstacles,
withstanding fire, and carrying extra batteries. Howeve,rbbots in this work have only
basic driving capabilities (forward/backward/spin), btg adequate for evaluating the pro-

posed design of mobile routers.

4.3 MARS Architecture

We now present the architecture of MARS. We first describeatsgh rationale and

software architecture. Then, we present our current haewatotype of MARS that is

79



used for link-quality measurement and system evaluation.

4.3.1 Design Rationale

MARS is designed as a distributed system in which each MARS aotznomously
adjusts its position to meet the network requirements,(bandwidth and network cover-

age) via the following distinct features.

e Patch-based spatial measurement characterize link-quality over a wide area, MARS
divides space into fixed-size squaresgatche} and measures the link-quality in se-
lected patches. This divide-and-conquer approach en&Aé&sS to locate subspaces
or areas where the quality of links meets the QoS requiresngithin the entire de-

ployment area.

e Hierarchical spatial probing MARS takes a hierarchical approach to finding locally
optimal positions. Unlike exhaustive spatial probing, MARSrementally probes
space as needed. By repeating the loop of spatial measuremerbcal spatial-

probing decision, MARS reduces the probing overhead.

e Infrastructure-less hybrid positioningMARS includes a positioning system for the
case where no external positioning system is available. Bjoéing the benefits of
both dead-reckoning and physical-landmark-based pasitip MARS achieves posi-

tioning accuracy at a reasonable training cost.

e String-type relay networks$’rototyped with commodity robots and IEEE 802.11 wire-
less cards, MARS supports the formation of a string-topologlgly network with
neighboring MARS nodes for the purpose of wireless rangensida, as illustrated in

Figure 4.1.

2In this chapter, we consider link bandwidth (or packet delivery ratioRP@s the QoS param-
eter, and the two terms are used interchangeably.
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Figure 4.2: MARS Software architectureMARS is designed across the application, net-
work, and link layers in a router, and controls sensors for measuringnges
and a robot for movement.

4.3.2 Software Architecture and Operations

Following the above rationale, the software architectdiARS is designed as shown
in Figure 4.2, and operates as follows. Initially, a MARS noeleeives the bandwidth re-
qguirement of link to AP or a neighboring node and then cheftkeinode’s current position
meets the requirement, labeledZetisfiability Checkn the figure. If the current position
does not satisfy the requirement, MARS then decides whiatction it has to move-and-
measure $patial Probing based on previous link-quality informatioQqality). Next,
if further measurements are necessary, MARS moves to adifféocation Movement
and measures the link-quality at the new locatibteésurement Based on the measured
link-quality, MARS again checks the bandwidth satisfiailiThis procedure is repeated
until MARS finds the position that satisfies the bandwidth rezmaents. Finally, for each
movement, MARS maintains the node’s position informatiBasftior) using the distance
information periodically measured by sonar sensbistance.

We will detail the three core components of MARS: spatial measent protocol in
Section 4.4, spatial probing algorithm in Section 4.5, andifpning system in Section
4.6.

4.3.3 Hardware Prototype

Before detailing the algorithms of MARS, we describe its haprototype built for
our measurement and evaluation of MARS. Figure 4.3 depiethéndware prototype of

MARS, which consists of a mobile robot, a multi-radio wiredasuter, and sonar sen-
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Figure 4.3: MARS hardware prototypé MARS node is prototyped with an iRobot, a wire-
less router, and sonar sensors.

sors: (i) MARS uses iRobot Create [53] for mobility, which prdes a well-defined API
for movement control (e.g., a granularity of 1cm movement) & powerful enough to
carry a network node as in [33, 96]; (i) MARS is equipped withRB230 wireless router
(233Mhz CPU, 128MB memory) [100], and the router is equippét wwo IEEE 802.11
miniPCI NICs, each with a 5 dBi omni-directional antenna. Iniadd, this router includes
a serial port for communication with the robot and sonarsensnd is connected to an ex-
ternal battery that can provide 5 hours of continuous CPU drelegs usage at maximum
capacity; (iif) MARS is equipped with a sonar sensor on eadh sf the robot to measure
the distance between the robot and the surrounding obstabiés sensor is cheap (about
$25 apiece) and provides accurate distance informatioor(efless than 2.5cm) to objects

placed at up to 6m in line of sight for the positioning system.

4.4 Measurement Protocol

We first overview challenges in designing a link-quality sw@&ment protocol, and

then propose novel point and spatial link-quality meas@mrtechniques tailored for MARS.

4.4.1 Overview

Key challenges in measurements are (C1) how to measure khedimdwidth at a given
position/time and (C2) how to characterize the quality okdiras a function of physical

space. First, to determine if the current position’s linkissees the bandwidth demand,
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the measurement protocol has to be able to accurately @stthmlink bandwidth at each
position. Moreover, the protocol has to capture the linkdvadth as quickly as possible,
to reduce probing time, or equivalently node’s energy consion.

Next, MARS has to be able to derive the overall quality of limksa certain space,
mainly for intelligent selection of measurement space withlarge deployment area. Even
though wireless link-quality may change depending on theeisolocation [93], MARS
needs to be able to characterize and differentiate spatiesespect to the quality of links.
In addition, this characterization must be accurate evetheénpresence of adverse envi-
ronmental factors, such as moving obstacles or short-tetenference, which may cause

temporal variations in link-quality measurement.

4.4.2 Point Measurement Technique

To meet the accuracy and time constraints, MARS includesa@ast-based active prob-
ing technique along with aross-layer design principleThere have been numerous tech-
nigues for estimating wireless link bandwidth. First, tHéRSbased approach has been
extensively investigated for the PHY layer based on infdiomatheory [93], but the cor-
relation between SNR-based bandwidth estimation and péakaltbandwidth estimation
is shown to be weak [3, 97]. Second, the broadcast-basecipdekvery ratio (PDR)
measurement technique has been widely used in multi-hapgometrics such as ETX
(Expected Transmission Count [30]) and ETT (Expected Tragsson Time [36]). How-
ever, due to different underlying communication settirgg.( modulation schemes) of the
broadcast from those of actual data transmission, the igaéras limitation in yielding
measurement accuracy, even if the broadcast is modifieeétean®us modulation schemes
[42, 58]. Next, the packet-pair technique used in [36] isdvaidth-efficient, but sensitive
to the short-term fading effect due to its use of a small nurobprobing packets. By con-
trast, the measurement technique in MARS uses a set of uipicashg packets to mimic
actual data transmissions for accuracy, and evenly sphegsackets throughout a given
measurement period (e.g., 1 packet every 50ms for a 2sep)@éoianinimize the undesirable

effect of channel fading.
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Figure 4.4: Point measurement accuraclink-quality (PDR) measured by MARS (bottom
figure) is accurate enough to capture the actual bandwidth (top figlaerk
over a line of 7m from a remote AP.

Furthermore, as shown in Figure 4.2, the measurement tpoliim MARS is designed
and implemented across the network and link layers to fuithprove measurement ac-
curacy. After receiving a point measurement request fraensgatial probing algorithm,
the measurement protocol at the network layer sends a seticdsai probing packets to
a neighboring node. At the same time, the protocol at thecdedtiver passively moni-
tors their transmission results based on MAC'’s feedback. uBeeof this feedback at the
sender side allows for capturing the total number of (raRgmissions made by MAC for
delivering the probing packets, yielding an accurate PDRefink. Next, to capture link
asymmetry, MARS requests the neighboring node to executsatime probing procedure
in the opposite direction. Finally, the PDRs of both directi@re stored in th@uality
database at the MARS node, and the protocol notifies the ctiompl the point measure-
ment to the spatial probing algorithm.

Our measurement evaluation of the above protocol showshbaictive probing tech-
nique in MARS achieves higher than 95% accuracy in estimditikgoandwidth. Figure
4.4 shows the progressions of actual UDP throughput (upgerd) and PDRs measured
via the point measurement technique (lower figure) of a liakween MARS and an AP
over a straight line of 7m. As shown in the figures, MARS’s measient is indeed close
to the actual link bandwidth at the cost of 20 probing packats 2s-period at each posi-
tion. Moreover, from the point measurements, MARS can algptitly a network boundary

(gray bar in the lower figure) that may marginally satisfy link bandwidth.
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4.4.3 Spatial Measurement Protocol

Next, to characterize link-quality as a function of spaceAR& essentially uses a
divide-and-conquer approach built upon spatial localityimk-quality. There have been
numerous technigues proposed to model spectrum propagatey space. First, empiri-
cal models such as log-distance path loss model[93] deterthie propagation based on
mathematical models and empirical off-line measurementther similar environments.
However, the temporal and spatial granularities of suchsonegments are too coarse (e.g.,
retail stores during daytime) to predict the propagatioa lreterogeneous deployment en-
vironment. Next, ray-tracing-based models can predicptbpagation of a signal by trac-
ing rays from a transmitter at uniform angular intervals linda&ections [103]. However,
this model requires the locations and thickness of wallgings, and floors along with
information about construction materials. Third, neuraetwork-based models such as a
multiplayer perceptron algorithms have been proposeddttular networks [78], but they
need an extensive training set of terrain information arfthaestive SNR measurements.

By contrast, MARS relies purely on on-line link-quality meesmaents over unit space
without requiring information about physical environmenSpecifically, MARS divides
space into rectangles patchef fixed size (e.g., 50cn 50cm in indoor environments
and measures the quality of link between itself and a fixedhimring node, while chang-
ing its location within the patch. These measurements aredkieraged for deriving spatial

link-quality as follows:

1 & 1 &
PDR; =~ PDR;,, PDR,= — 4.1
SPDR n; R; R; m;m (4.)

where SPDRis the spatial link-quality of patclh, PDR; is an average PDR of: point
measurements at vertgxandr is the PDR of one point measurement at a given orientation
angle. The intuition behind this definition is to exploit §pblocality among the quality of

links within a small space [116]. By using a small number of genmeasurements within

3This size is chosen according to our measurement study, but it chaymgwidally, depending
on space to probe (outdoor or corridor) and link parameters (transmissieer).
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Figure 4.5: Spatial link-quality measuremen) MARS measures point link-quality at each
vertex of a patch. (b) The point measurement results are then useeriangd
SPDR of the patch.

the space, SPDR can represent an average bandwidth oftinke space. Furthermore,
as we will describe in Section 4.5, the patch-based defimiidows the spatial probing
algorithm to selectively and incrementally probe an areiatefest, as opposed to probing
the entire area.

Finally, to reduce temporal and spatial variations in lquality measurements, MARS
not only takes multiple measurements per patch, but alsodates randomization. As
shown in Figure 4.5(a), a MARS node conducts point measureateach vertex: times.

In addition, for each point measurement, the node randohyges its direction so that
measurements can reflect as diverse links as possible. heiedynamically adjusted,
depending on the variance of point measurements3(by default). MARS also adjusts the
number of verticesr{=4 by default) within each patch, if the link-quality var@mamong
the vertices is larger than a given threshold. Figure 4.8lllo)vs SPDR measurements in
the topology of Figure 4.5(a). As shown in the figure, SPDRmadizes the quality of

links for each patch given a variance constraint (0.1 in PRRJ, effectively differentiates
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spaces with respect to link quality.

4.5 Spatial Probing Algorithm

With the measurement protocol, we present a spatial prodiggrithm that guides

MARS nodes to find locally optimal positions in a string-tyjeday network.

45.1 Overview

With a group of nodes, the objective of the spatial probirgpathm in MARS is to
cooperativelyform a relay network by efficiently finding a locally optimabde position.
However, main challenges are (i) how to coordinate a grouplARS nodes to form a
relay network and (ii) how to find an ‘interesting’ space fack MARS node to probe.
First, coordinating a group of relay nodes is challenginggose the link-quality between
neighboring nodes depends heavily on each other’s posikarthermore, this coordina-
tion is not an one-time operation, but a recurring operatioa to changes in the physical
environment or bandwidth demand.

Next, during the formation of a relay network, each MARS nods o efficiently
find anoptimal position at the least measurement cost. Finding an optiode position
in a relay network is essentially equivalent to maximizihg physical distance between
adjacent relay nodes, while satisfying the bandwidth detsani their links. On the one
hand, exhaustive measurements over a target area mighlieie abovide globally optimal
location information, but it might require significant anmdsi of energy and time. On the
other hand, finding a locally optimal position may cause alleosaximum, which may

result in either poor link-bandwidth or reduced networke@ge.

4.5.2 Iterative Network Formation & Adjustment

For deployment and adjustment of a relay network, the dpatiding algorithm uses
an iterative approach for both energy-efficiency and radnobf the coordination over-

head. Let us consider the following deployment scenariarti®g from a gateway, Sam,
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a network administrator, periodically drops a MARS nodeARS,,--- , MARS,) along
corridors like a trail of breadcrumbs [107], in a way thatgidioring MARS nodes can hear
heartbeats of each other. After deployimghodes in a chain, Sam requests the deployed
nodes (e.g.M ARS;) to cooperatively optimize their position for meeting thendwidth
(bw) requirement of link to a previous nod#&/(4RS,_1) or the gateway. One way of coor-
dinating the optimization would be use of a centralized apph in which each node sends
its measurement results to the gateway, and the gatewayatarate the best position of
each node. However, this approach requires each node taucoextensive link-quality
measurements over the entire local space. Furthermoe gie bandwidth of one link
depends on both end-nodes’ locations, the number of maasuts that each node con-
ducts increases quadratically. For example, assuminglieet arem patches that each
node needs to explore, the node has to measure: thatches for each patch of the previ-
ous node—©(m?). Next, a distributed approach would help avoid the needxbraastive
measurements and allow adjacent nodes in the chain toyadelhtify optimal positions.
However, due to the nature of the chain topology in a relawag, even if nodes of one
intermediate link locally optimizes their position, thedas might need to re-adjust their
positions after their “parent” or upstream nodes close ¢oghaiteway optimize their posi-
tions.

By considering such measurement overhead and dependemspatial probing algo-
rithm in MARS optimizes its location only after the previousde finds its locally optimal
position, based on the iterative approach. As explainedigothm 3 (1), the first node
(M ARS,) optimizes its position with a gateway, and then the childemoptimize their
positions in ordef. Because a parent node’s location of a link is fixed, a child nusksls
to measure onlyn patches over the parent node, which can be further reducaatcby
porating a hierarchical approach (see the next sectiorddiition, the iterative approach
facilitates other complex topologies, such as tree or DA@ ilinear increase of com-
plexity. For example, once a string relay network is formeath intermediate node in the

network can create another relay network starting fronifjtaad apply the same iterative

“We assume that during the optimization, each node can maintain link conneciithitpeigh-
boring nodes, because the heartbeat is transmitted using low-rate, andlthable, broadcasts.
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Algorithm 3 Spatial probing in MARS

(1) Main function for formation in MARS(bw, nextloc)

. * bw: bandwidth demand of link with MARS */

. I* nextloc: location of the next node, MARS */

: wait until node receivegone message from MARS 1;
. optimize node location by calling the function (2);

. senddone message to MARS 1;

(2) Coarse-grained spatial probingu, nextloc)
6: face towarchextloc;
7: for i=0;7 < Ng;, i++do  /[* N, is the number of gridy
8: move-and-measure corner patches of grid
9: if SPDR of the patches is greater thanthen

a s wN PP

10: Gid— 1,
11: endif
12: end for

13: move to the grid;; and call the function (3)
(3) Fine-grained spatial probing;, bw)
14 p,< current position;
15: while SPDRp,) satisfiesdw do
16: move-and-measure neighboring patches of the patch
17:  pp, <+ the patch with the maximum SPDR among neighbors
18: if SPDR{,,) > bw then

19: po<— location of the patch,,,;
20: endif
21: end while

procedure to build a tree topology.

In addition to the formation of a relay network, MARS also takige iterative approach
to handle link-quality fluctuations in intermediate linkEach MARS node periodically
monitors the quality of link to the next (or child) node, aridhat link’s quality is be-
low the bandwidth requirement, then the child node showld e adjustment procedure.
Subsequently, the child nodes in the remainder of the redyark optimize their position
iteratively. We show the effectiveness of this optimizatapproach in Section 4.7.3. Note
that this iterative adjustment can be extended for an iredrate node to move and opti-
mize links to both its parent and child nodes in order to atteédpropagation of adjustment
requests. This is an interesting, but challenging problehmch is a matter of our future

inquiry.
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Figure 4.6: Spatial correlation with distanceSpatial link-quality is correlated with distance
between the two end-nodes of a link. MARS can identify the boundary (lotte
line) that satisfies bandwidth demand (SPDR = 0.7).

4.5.3 Hierarchical Position Optimization using Correlation

For each link, a child MARS node optimizes its position by figlia patch whose
SPDR meets the bandwidth demand, and further among measamediate patches, the
node chooses the farthest one from its parent node to maxiconzerage of networks. In
fact, there may exist multiple optimalositionsthat meet the bandwidth demand, and a
greedy measurement/movement strategy could lead the na@ach one of the farthest
positions. However, relying on a point measurement is ofl@oneous due to spatially
diverse link-quality. Moreover, even after its initial depment, the robot may need to
frequently (re)adjust its position to cope with temporaliagons in link-quality. Instead,
by using SPDR, MARS positions itself in a patch where the migja@fi positions meet the
demand with a certain variance bound.

A main challenge now is how to “efficiently” find such a patch,apposed to relying
on exhaustive search over the entire deployment area. Twawe this challenge, the
spatial probing algorithm in MARS exploits characteristitspatial link-quality measure-
ments. If the measurements can capture correlations dakpak-quality with stationary
factors such as distance, obstacles, or interferenceesaimen the probing algorithm can
adaptively adjust the granularity of measurements. To oorthis characteristic, we have
conducted two interesting measurement studies as follbwst, we study the correlation
of SPDRs with distance. We use an empty room (600c®0cm space) in our lab and
an idle IEEE 802.11a frequency to exclude the other effeath as interference, obstacles
and moving objects. In addition, we use a reduced transomgsdwer of 5dBm to iden-

tify the correlation given the limited room spat&hen, we place one stationary node and

SNote that the results from these controlled settings are also consistent wsth ithoeal-life
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Figure 4.7: Spatial correlation with an obstacld-igure 4.7(b) plots MARS’s measurement
result of SPDR in our office (Figure 4.7(a)). SPDR shows diversdiadink-
quality and correlates with the stationary node and the obstacle. The dotted
line also shows MARS's identification of an interesting network boundary tha
satisfies the bandwidth requirements.

one mobile robot at one corner and measure the spatial liaktg while letting the robot
move away from the stationary node. Here, we use an exhawsgtatial probing algorithm,
which measures SPDR of every patch in the area. As shown uré-#6, the correlation
between spatial link-quality and distance is captured.tifeumore, this correlation helps
MARS find locations that satisfy the bandwidth demand (dditex). Second, we study the
correlation of SPDRs with physical obstacles as well as thecgoof signal. We first place
an obstacle, a stationary node, and a mobile node as showgurer.7(a). While mov-
ing toward the end-position, the mobile robot measures aildats SPDR of each patch.
Figure 4.7(b) also confirms that the measurements reflecsttbag correlation. These
confirmed correlations suggest that the robot may take eega@ned measurements until
the robot reacheareaswhose SPDRs are close to meeting the bandwidth requirements
(correlation with distance). On the other hand, in suchregtngareas the robot may
need to take fine-grained measurements to optimize itsipodecause of the irregular
link-quality distribution resulting from obstacles (celation with obstacle).

Based on the above observations, our spatial probing algotikes a hierarchical ap-

settings, as we will show in Section 4.7.2.
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Figure 4.8: Two-step spatial probing procedure of MARBARS first finds the best among
8 grids. Then, within the grid, it identifies a locally optimal patch

proach. As explained in Section 4.4.3, existing spectruopagation models either suffer
from unmatched physical parameters or require compreveirgormation about physical
environments to predict optimal node positions. Exhaastpatial probing requires exces-
sive time and system resources—an area ok5m with a 50cnmx50cm unit requires 100
measurements. Instead, MARS takes a two-step hierarchimadgure as explained in Al-
gorithm 3 (2) and (3). In the first step, it divides the probspgce using a grid large enough
to identify the correlation with distanéeand then measures a subset of patches inside each
grid (coarse-grained measurement). Among them, MARS ifiesippatches beyond which
spatial link-quality does not meet the bandwidth requiretseln the second step, within
the grid including the identified patches, MARS uses finergrdimeasurements to find a
locally optimal location.

Let us consider an example of optimizing one link from an APsAown in Figure 4.8,
a MARS node in grid 1 needs to find a location far away from thegrid 2. MARS first
measures the spatial link-quality of a corner patch (5080cm) in each grid (5m5m),
and then identifies grid 6 as the farthest grid that contaibaradwidth-satisfying patch,
shown with a cross in the figure. Next, within the identifiedlgMARS uses Newton’s
method, which recursively selects the best neighboringhpantil the node reaches a lo-
cally optimal position. Note that MARS uses Newton’s methadits simplicity, but other
optimization methods such as second moments or extrapioledin also be used for fine-

grained measurements/movements. Nevertheless, usiiietiaechical approach, MARS

6The grid size is determined based on the wireless technology used and/ittmeent. \We
will show one measurement-based grid size for indoors 802.11a in Secii@n 4
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significantly reduces the probing space, as shown in the pbean®ur evaluation results
in Section 4.7.2 also confirm the benefits of the two-stepgumare against the exhaustive

spatial probing.

4.6 Positioning System

We present the final component of MARS, a positioning systéat, pirovides the lo-

cation information of a node.

46.1 Overview

The function of a positioning system is to continously maimtthe accurate location
information of a node for both derivation of spatial linkadily and relocation to previous
measurement areas. Although it is flexible enough to adgppasitioning system, MARS
uses annfrastructure-lessybrid positioning system, especially for indoor enviramnts.
The system is designed for using dead-reckoning (DR) cordbwith landmark-based
positioning. Although the system deliberately adopts walwn positioning techniques
from the robotics, the main purpose of this section is toesbar experience in building an
inexpensive positioning system tailored for a mobile rgutéhile completing the design

and evaluation of MARS.

4.6.2 Hybrid Positioning Algorithms

The positioning system in MARS consists of (i) continuousatomn tracking or dead-
reckoning and (ii) periodic landmark-based position measent. First, DR positioning
has been widely used in many navigation systems due mainkg simplicity. Adopt-
ing DR, the positioning system in MARS simply maintains theakban information of a
robot by constantly updating the robot’s position. Using tbbot’s previous positionz]
and previous movement informatio)  the system can easily estimate the robot’s current
position ¢ + 0).

However, this technique accumulates errors, due to unég@bstacles, floor condi-
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tions, or physical inertia, which are difficult to avoid. Fexample, assume that MARS
requests a 90rotation followed by a movement of 2m but the robot physicaditates 93
instead, while still believing it has rotatedQ@®\fter a forward movement of 2m its physi-
cal position is 10cm away from its believed-to-be positidhese small errors accumulate
over time and may render the robot unable to follow its plahinajectory. While use of a
compass would greatly improve the performance of DR whiainase sensitive to angu-
lar errors, we found that stray magnetic fields (HVAC, powdsles, metallic structures)
render all compasses unusable.

One method to avoid accumulation of positioning errors iganodically measure the
robot’s true position and update the DR-based position. Nauoseposition measurement
techniques have been proposed, but many require infrasteusupport such as sensors
and access points [12, 33] or incur extensive computatiarh@ad for processing im-
age/training data [20, 85]. Instead, MARS exploits natyraticurring landmarks in the
environment. Briefly, given positiong:;, y;) of at least three landmarks and distandgs
to each landmark from the current position, one can derigectirrent positionA, y) by

solving the following equation:

(x—2)* + (y —w)* = d2. (4.2)

However, the main challenges in using this technique aretbagentify the landmarks
(x;,y;) and how to accurately derive the position in the presencesaisurement uncertain-
ties ofd;. First, to sense landmarks near the robot, MARS uses sonamisga Spinning
around 360, the robot collects the information of distances to its sunding obstacles.
Figure 4.9(a) shows one scan result from the robot locatéal &). Because the sonar has
a 43 wide beam shape, the resulting polar plot has regions oftaohdepth (RCDs) only
for some of the objects in the environment.

Next, using the above scanning, the positioning systemsieederive the robot’s cur-
rent position. However, as shown in Figure 4.9(a), the seaultincludes many candidate

landmarks (measured as argGs. . ., ag), and the robot has to determine which arcs in-
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Figure 4.9: Landmark-based positioning(a) A sonar scanning primitive identifies land-
marks around the robot’s position. (b) MARS determines landmarks that are
visible from at least three different locations. (¢) MARS discovers riagudks
using a semi-automated procedure, which is based on DR and manual @aeasur
ments of a few positions.

deed represent landmarks and how these arcs are assocititdchown landmarkg. To
solve this association problem, MARS uses a matching algaréimilar to the one in [66].
Briefly, given a set of arcs and known landmarks that are liteehe visible from the robot’s
current believed-to-be position, MARS first generates a kktasible matchings between
arcs and landmarks. Then, each feasible matching is eedlaad considered only if from
the estimated robot’s position, landmarks are actuallgsgmat measured distances in the
scanning results. Finally, if there are multiple valid nibgs, then MARS chooses the

matching that minimizes the residual error, defined asvidlo

"We assume the position information of landmarks has already been collentbdhea next
section will discuss how to collect the position information.
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S N ) + () — ) (4.3)
=1

wheren is the number of landmarksy(y) the estimated position of a robot;;( ;) the

position of a landmark, andd; distance betweer(y) and @;, ;).

4.6.3 Landmark Collection Procedure

To build the landmark information, the positioning systeroludes a semi-automated
landmark collection procedure. This procedure consis@B8Rfbased collection of RCDs
over deployment areas, followed by offline processing thtabets landmarks from a large
set of collected RCDs. Initially, a robot navigates deploytrameas (corridors), and pe-
riodically stops and measures RCDs via scanning. These RCD&amdlot’s scanning
position information are then used to calculate the passtiof potential landmarks. How-
ever, for this calculation, accurate information on scagmoints is essential, and the robot
obtains it in the following semi-automated way. The robatorels the scanning positions
using DR during the navigation, and a few positions are midnuaeasured. Then, the
manual position measurements and the DR-based positiofsdair®o a trajectory fitting
optimization technique, described in Appendix C for getiegatrue scanning points. Fi-
nally, based on the true scanning points and collected RCEBgydkitioning system can
obtain accurate positions of candidate landmarks.

Figure 4.9(c) depicts the result of the landmark-colletgwocedure on the corridor
of an office building. The robot starts at the circle markethrts, drives in a counter-
clockwise loop, and periodically stops and takes a sonartsceollect RCDs. At the same
time, the robot’s DR-based positions are recorded (denot@tdsses). As expected, DR-
based position becomes erroneous toward the end of the drivere the robot is 60cm
away from its DR-based position. On the other hand, using anfieiwual position mea-
surements (denoted by circles), the robot’s actual trajgdthe solid line) and scanning

positions (omitted) are also collected.
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Next, based on the information of RCDs and scanning pointspdiséioning system
identifies “good” landmarks that have robust visibility. @blandmarks should be visible
from different places, and we found that corners, door figme even cracks in the walls
are good landmarks mainly because they are fixed and re8ectisonars. MARS only
includes landmarks that are visible from at least threersogrpoints. Figure 4.9(b) shows
the detection from the scanning results at three differesitions denoted as 1, 2, 3. Good
landmarks like the top two dots are heavily intersectedh(ligibility). On the other hand,
the candidate landmark at the lowest spot is not good, shre@tersection is weak—it is
in fact a flat wall. Using this technique and RCD collections, RB\effectively collects
landmarks as shown in Figure 4.9(c) that are used later fsitipning during the spatial

probing.

4.7 Performance Evaluation

We now present the evaluation results of the current impteaten of MARS. We
first describe an experimental setup, and then present lriexental evaluation results.

Finally, we discuss some of the remaining practical isssee@ated with MARS.

4.7.1 Experimental Setup

We extensively evaluated MARS in a challenging indoor emnment consisting mainly
of office rooms and corridors (Figure 4.10). This environimecdudes floor-to-ceiling con-
crete walls and wooden doors, thus providing natural npath fading effects on the radio

signal. In addition, IEEE 802.11a is used for wireless ligik&e this standard provides high

sJojoW G|

40 meters B
3 A

Figure 4.10: Topology for corridor experimentationVe evaluate the spatial probing algo-
rithm of MARS in our Department Building.
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data-rates and many idle channels. Throughout the enfrerexentation a fixed data-rate
is used to exclude the effects of rate-adaptation algostimNICs, and each radio is tuned
to a medium transmission power of 10 dBm to allow multi-ho@yslin a limited space.
Finally, we prototype and use three MARS nodes for our expamtation, which are suffi-
cient to demonstrate MARS’ potential benefits for wirelesayr@etworks. By performing
the same experiment recursively, one can realize expetatien on an arbitrary number

of hops.

4.7.2 Reducing Space to Probe

We first studied the effectiveness of the spatial probingrélgm of MARS in reducing
space to probe. We place node 1 in one corridor shown in Fijd@and let node 2 find
the position farthest away from node 1 given QoS constraitsfirst collect spatial link-
guality using exhaustive probing-visit every patch and snea SPDR—over 15m 1.2m
on the corridor. Then, we run the spatial probing algoritixpl@ned in Section 4.5.3, 20
times with the same settings. We measure the final positiolwdé 2, the number of point
measurements, and the number of patches visited.

Figure 4.11 shows the spatial link-quality measurementthercorridor using the ex-
haustive probing. We measure the link-quality on every patch of size 50ci80cm. As
shown in the figure, the spatial link-quality shows coriielatvith several obstacles (doors,
walls, etc.) along the corridor as well as with distance ®wgtationary node. In addition,
this link-quality shows several interesting boundariesaded by white lines, or areas (e.g.,
the one labeled with SPDR=0.85) that satisfy link's QoS deinatowever, even though
this exhaustive probing provides a comprehensive SPDR mnapery expensive in terms
of energy and time to build. For example, the above spati@bipg for constructing the
entire map requires more than 450 point measurements.

The spatial probing algorithm in MARS reduces this overheadeamaintaining rea-
sonable accuracy in finding a locally optimal position. Feyd.12 shows the distribution of

MARS'’s final positions from 20 runs for each QoS demand (SPD&=0r 0.45). Starting

8Note that we ran the same experiment more than 5 times over 2 days and sawrsisuilis:
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Figure 4.11: Spatial link-quality measurement on a corridd@patial link-quality in a real-
life environment also shows correlation with distance and many obstacles. Ar
eas with blue shades and white dot lines are interesting places for MARS to be
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Figure 4.12: Accuracy of spatial probingThe spatial probing finds locally optimal positions
with 86% accuracy for given QoS requests, while reducing the measnteme
overhead by two-thirds, compared to exhaustive probing.

from (0, 0), the robot is guided by the spatial probing altjoni to find the farthest position
that satisfies the given SPDR. As shown in the figure, MARS’s ipgpalgorithm effec-
tively determines a locally optimal position; 86% of the fifecations are located within
the area of required SPDR boundary, whereas the remaintgidiates from the bound-
ary by, on average, 54 cm. Some of runs yielded local maxitillesatisfying the required
QoS, but without reaching the farthest position. MARS cowfgiéthis local maximum by
using other optimization techniques, such as extrapaiaiiofine-grained measurements,
and we will explore these in future. On the other hand, thanks hierarchical approach,
MARS reduces the number of measurements, on average, bynisgs-bver the exhaus-
tive probing, as shown in Table 4.1. For example, MARSeduces the total number of
measurementsy(,,) from 465 to 150. Moreover, an interesting feature is thatititrease
in number of measurements from MARS to MARS, 45 is only 19%, although the navi-
gation space of the former is twice larger than that of thietaindicating the scalability of
the spatial probing algorithm.

Throughout our experimentation, the spatial probing allgor is set to use the 2.0m

x 0.6m size of a grid. This value is determined based on oulir@fmeasurement study,
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Table 4.1: Efficiency benefit of the spatial probing in MARS. MARS reduces the nneas
ment effort by two-thirds over the exhaustive spatial probing, whileitiigpch
locally optimal position. The number in a parenthesis is variance.

] | Exhaustive| MARSy.4s | MARSyss | Benefit§ |
Np, * 465 (0) 150 (32) 126 (43) 67.3%
N, I 120 (0) 24 (6) 18 (5) 80.0%

§ Overhead reduction of MARS;; over exhaustive
probing.

* Total number of measurements.

9 Total number of patches visited.

which helps identify the degree of link-quality attenuatia corridor or indoor environ-
ments. As increasing the grid size by 1m, we measure theeliiée between two SDPRs
in both ends of the grid, and repeat this measurement ustillifference becomes greater
than the minimum threshold (10%). Under current experinsettings, the use of a 2.0m
x 0.6m grid provides 10-100% more efficiency than the use dérith This efficiency
results from the trade-off in the two-step procedure of igparobing. For example, the
larger the size of grid, the faster the algorithm can find anldawy of interest. However, it

is likely that the algorithm needs more fine-grained measerdgs within a large-size grid.

4.7.3 Optimizing Multi-Hop Links

We also studied the effectiveness of optimizing multi-hogeless links in the presence
of changes in link conditions. As discussed in Section 4.2adapt to changing link
conditions or QoS requirements, MARS iteratively and coapezly adjusts its position to
maintain the required QoS. To evaluate the performance®athjustment, we place three
nodes as shown in Figure 4.10 along different corridors anthem form multi-hop relay
links (node }»node 2-node 3). Next, we move node 1 to south so that the quality of the
link between node 1 and 2 is degraded, and we let node 2 andr8aimaQoS demand
(SPDR=0.85). We ran the same experiment 10 times and meatharé&dal positions of
node 2 and 3 after their adjustment.

Figure 4.13 shows the effectiveness of our adjustment imngowith link condition

changes. The unshaded part of the figure shows the robotsptisaions (denoted as tri-
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Figure 4.13: The multi-hop optimization resultn MARS, relay nodes optimize each posi-
tion one-by-one when the link conditions changed. Triangles denotetadjus
nodes’ positions.

angles) on the corridor. Starting from their original pmsis, denoted as N2 and N3, node
2 first starts its spatial probing to adjust its position. flexce node 2 finds a location that
satisfies the QoS requirements (0.85), the node informs Barfats adjustment through
a broadcast-based message handshake. Then, node 3 gtatisgds own position with
respect to the new location of node 2 in order to maintain ¢éggiired QoS. As shown in
the figure, each robot successfully senses its directian, (east for node 2) without re-
lying on movement information of node 1 and moves in the dioacthat node 1 moved.
In addition, this iterative adjustment significantly redadhe average measurement over-
head. Compared to the exhaustive probing where node 2 ande3daveasure SPDR of
every patch in the corridor, the spatial probing in MARS sklety measures SPDR over
the fixed previous node. As shown in the inset graph, thetiteradjustment in MARS
reduces the total number of measurements{ N3) by 72% compared to the exhaustive

probing-based adjustment'{.).

4.7.4 Maintaining Positioning Accuracy

We now turn to the quantitative evaluation of MARS'’s positi@nsystem. We first
set up one large square space (240 xn240cm) with four artificial landmarks in our
lab. In the square, we let the robot collect positions of e landmarks through the

landmark collection technique described in Section 4.88expected, the robot properly
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Figure 4.14: Accuracy in correcting location errofThe positioning system in MARS accu-
rately corrects the error in its location information, on average, within 7.3cm

error.
40 T T
Distance to target ==
30
€
o
T 20 I I
S
uj I
10 - d: 7.3 e 'm B I : |
0
0 10 20 30 40 50 60 70 80 90 100 110 120

Time or Moves

Figure 4.15: Histogram of location error from 120 movements requests

detects all the landmarks with error of at most 2cm from theie positions, and this
measured landmark information is used for the robot’s positg during the following
random walks. At each point on the random walk, the robot tgslés position (i.e.,
believed-to-be position) based on its previous positiath evement information. At the
same time, the robot takes a sonar scan (as in Figure 4.9(@)lexives its current true
position using the scanned result. Next, the robot derivegosition error by comparing
the believed-to-be position and the true position from ttaas Finally, the robot updates its
position information with the true position and drives itdeward the next random point.
Figures 4.14 and 4.15 show the robot’s true positions kel believed-to-be positions
(0, 0) and the derived location errors for 120 random wakkspectively. As shown in these
figures, the MARS's positioning system keeps the averageitwcarror less than 7.3cm,
thanks to landmark-based position measurements. In addihe distributions of errors is

found to be independent Gaussianswaandy with an almost diagonal covariance matrix.
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This error is due mostly to the drifts caused by the headingydout it is small enough for
the robot to correct the error using the landmarks and coetits walk without unbounded

growth of error.

4.7.5 Discussion

So far, we have shown the effectiveness of MARS based on ow@riexgntal results.
Now, we discuss some of the remaining practical issues mdedcwith MARS. First,
energy-efficiencis an important issue. MARS relies on batteries to operate ®otireless
router and a robot, and hence, needs to save energy to ptbengtwork lifetime. In Sec-
tion 4.7.2, the MARS'’s spatial probing algorithm reducesrtbmber of measurements by
two-thirds, compared to exhaustive probing, which can aediated into energy-savings.
However, MARS can solve the energy-efficiency issue by cagrgxtra batteries or by
automatically recharing its battery with the help of anraé&ting node.

Next, in a large-scale relay network, MARS’s iterative athusnt strategy might cause
a scalability problem, compared to a “parallel” adjustment strategy. elev, as we il-
lustrated in Section 4.5.2, moving two nodes at the same tinoptimize their positions
rather increases the total number of measureménts?(), compared to the MARS's iter-
ative adjustment@(n)). On the other hand, there is case where an intermediateazode
optimize links to both its parent and child nodes, thus angidhe propagation of iterative
adjustments to child nodes. This is interesting becausatlows MARS to support com-
plex topologies such as trees and meshes. However, suchtiemzapion is proven to be

NP-complete, and studying heuristic optimizations is padur future work.

4.8 Summary & Future Directions

In this chapter, we have presented MARS—a mobile wirelesterdbat is aware of
spatial diversity in wireless link-quality. Using extevisiexperimental evaluation, we have
demonstrated the feasibility and practicality of MARS in nmtaining a target QoS and

in forming a multi-hop relay network. The benefits of MARS stBom its unique view
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on mobility: it targets occasional use of mobility to optemicommunication in a mostly
static network, as opposed to MANETSs which aim to maintaimewnication in a mostly
mobile network.

While the current prototype targets 802.11-based indoolicgtjpns, the idea of en-

hancing communication through mobility can be further digwed in many directions.

e Various scales of spatial probingJsing the current prototype, spatial probing requires
different resolutions in different physical environmentlthough MARS relies on
off-line measurements to determine the scale, a furthelystuneeded on how to use

simple measurements and channel models to determine tiee sca

e Fully automatic landmark collectionThe current landmark collection in MARS re-
quires a few manual position measurements. This may bedonsuming and not
scalable in large networks. We are planning to investigatgswo fully automate this

procedure [109].

e Use of directional antennasDirectionality is another way of reducing interference
and enhancing link quality, which can benefit from the linkimjzation procedures
used in MARS. Jointly considering boglositionandorientationallows MARS to en-
able better link/topology creation, or to directionallgdk specific users for improved

throughput.

e Flexible deployment scenario&ven in cases when routers are deployed by humans
[107], MARS can support the deployment scenario via iteeatidjustments around
each drop point. This is especially useful for inherentlgdrdous scenarios such as
rescue or military applications, but a robotic platformttlamore capable than the

iRobot is necessary for such applications.

e Reconfigurable antennagVhile in this work we experimented with the mobility of the
entire node, we have found from experimentation that eveadlgoomparable to car-
rier wavelength) movements can greatly affect the quafityhe signal. Mobility may
be exploited even in fixed access points at the antenna @mvel,much smaller scale.
For example, studies on MIMO have shown that inter-elemestéidce can be a useful

control for enhancing performance in sparse multi-patiesions (outdoors)[102].
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The MARS demonstration videos are available in a public weliht t p: / / kabr u.
eecs. um ch. edu/ bi n/ vi ew Mai n/ SVART.
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CHAPTER 5

Sybot: A Robot-Based Spectrum Site-Survey System

5.1 Introduction

To deal with the increasing demand for pervasive wirelesseotivity, a large number
of access points (APs) or relay routers are being deployien eedundantly, at many
locations within homes, offices, and campuses [38, 48]. De#s expanded coverage,
such deployment trend makes it difficult for network engmsde manage the performance
and the spectrum usage of wireless networks, due primariheterogeneous deployment
environments and time-varying spectrum-propagationastaristics [5, 88, 92].

To cope with such “chaotic” wireless spectrum environmespectrum site-surveys
have been used widely for numerous network applicationssandces, thanks to their
ability to provide comprehensive information on spatiadcpum characteristics. For ex-
ample, radio signal propagation from each AP is used faairdeployment and assessment
of wireless networks [92, 99]. Accurate spectrum site-sumesults are essential for accu-
rate signal-based localization systems [12, 119]. Spsgiattrum footprints are useful to
pinpoint problematic areas for network troubleshootintgjL

Although numerous spectrum site-survey techniques haee peoposed, they still
have several critical limitations in challenging indoovganments. First, commercial site-
survey tools (e.qg., [4, 72, 80]) can provide the collectidrsmnal-to-Noise Ratio (SNR)
information by having a human navigate through the netweqdalyment area. However,

such tools require expensive and time-consuming humam \@benever there is a change
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to physical (e.g., new furniture) or radio (e.g., new AP)iemvments. Moreover, a hu-
man’s navigation is likely to generate errors or biases imsneement results. Next, a
hybrid approach that uses both measurements and an erhpmgamgation model, has
been proposed (e.g., [99]) for outdoor wireless networlgsitiis approach has limitations
in providing fine-grained survey results—necessary fonardocalization systems [12].
Finally, a sensor-based approach [119] can reduce manuwedurement efforts, but it re-
quires the deployment of a large number of sensors, or pesVichited survey accuracy
due to fixed sensor locations.

To remove these limitations, we present a novel robot-b@eedautomategispectrum
survey system, calle8ybot that provides spatial spectrum-condition informatiospes
cially for large indoor wireless networks, with the follavg salient features. First, Sybot is
nothing but a wireless router mounted on an inexpensive lmotbot [33, 53, 95]. Sybot
intelligently makes use of robot-based mobility to condspmectrum site-surveys, thus au-
tomating labor-intensive manual measurements. Furtherrbg physically controlling the
robot’s movement, Sybot can navigate through target ameés@nduct spectrum surveys
in as fine-grained a manner as necessatry.

Next, Sybot takes dayeredapproach to achieving both accuracy and efficiency in
spectrum surveys. The layered approach allows Sybot totimdgpuse three comple-
mentary probing techniqgueseemplete selective anddiagnostie—for capturing both re-
peatable and time-varying spectrum-condition informgtalepending on network usage or
physical-environment changes. Briefly, when the networlotsmuse or lightly used (e.qg.,
night-time), Sybot performs the complete probing for odiileg information on a baseline
or repeatable network condition over the entire deployraeed. When the network is in
active use (e.g., day-time), Sybot periodically triggées $elective probing through which
the system can capture the time-variance in spectrum ¢ondiy measuring only the sub-
set of the entire measurement space. When the network empesi@bnormal spectrum
conditions in local areas, Sybot uses the diagnostic pgotarefficiently identify such ar-
eas and update a spectrum-condition map of only those aeapposed to an exhaustive
survey.

We have implemented the above software components of Syldohux OS running
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on a wireless router mounted on an iRobot [53]. We have degld2eAPs in our De-
partment building, and conducted an extensive measurestight over more than 10,000
measurement points for a period of four weeks. Our expetiatie@n results show that
Sybot generates a repeatable spectrum condition map tedtsephysical characteris-
tics such as moving or stationary obstacles. Next, the sedegrobing in Sybot reduces
the measurement space by more 56% based on the spectrunticconthp. Finally, the
diagnostic probing effectively identifies abnormal spaetrconditions and maintains the
spectrum map to be up-to-date with 50% less measuremenisetian a navigation-based
exhaustive probing.

Our analysis of the measurement data confirms that Sybaigmegoals are met as
follows. First, Sybot can adaptively determines the grantyl of survey parameters such as
time interval, unit measurement size, or total measuresgate, depending on a specific
site (room or corridor), AP locations (close or away), orxpected events (obstacles or
interferers). Second, Sybot can build and estimate a p#eisc profile on the trade-off
between accuracy and efficiency in spectrum survey. For pbarybot can reduce the
measurement overhead by more than 65% at a 3.5 dBm standaatiaiein the survey
results (see Section 5.5.3.3).

The rest of this chapter is organized as follows. Sectiordbstribes the motivation of
this work. Section 5.3 presents the software architectndesdgorithms of Sybot. Section
5.4 describes the implementation of Sybot. Section 5.5emtssour experimental eval-
uation of the Sybot prototype. Section 5.6 draws conclusiemd discusses some of the

remaining issues.

5.2 Motivation

We first argue for the need of an automated spectrum-sunstgrayand then discuss

the limitations of existing approaches.
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5.2.1 Why Spectrum Site-Survey?

Due to exponentially-growing demands for wireless ses/ared applications, both net-
work administrators and mobile end-users have to deal wélgg number of access points
(APs), often with overlapped coverage, installed at mangtions [38]. Despite their cov-
erage benefits, the increasing number of network nodes fadkenging coordination and
performance problems due mainly to site-specific (hdreterogeneoysspectrum propa-
gation from each AP.

To mitigate these problems associated with the spectruerdgeneity, spectrum site-
surveys have been used in many network applications antcesras can be seen in the

following use-cases.

¢ Deployment & assessment of wireless netwoggectrum site-survey results help en-
gineers determine the placement of network nodes [92] hEurtore, when networks
are incrementally expanded (as is often the case), thedosadf newly-added nodes
can be easily estimated. Even after the deployment of nktnades, a site-survey is

necessary to assess network performance [99].

¢ |dentification of sources of interferenc8pectrum surveys of deployed or neighbor-
ing networks allow network operators to identify interfece areas. Many wireless
devices, such as cordless phones, may cause interfereceetain areas, and mea-
suring and using their spatial footprints are a common walpd¢ate the interfering

transmitters [115].

e Supporting indoor localization system§&pectrum site-survey results or spectrum-
propagation maps can improve the accuracy of location asittmby providing com-
prehensive RF signal signatures [12, 62, 118]. By comparimgntsignal strengths
from multiple APs with those in maps, mobile users can adelyabtain their loca-

tion information.

e Forecasting connectivity of mobile use&pectrum-survey maps can help mobile users
select the best AP among those within their range [81]. Algiomobile devices
can build a connectivity profile of visiting areas, spectrsanvey maps can instantly

provide the profile even for new or changing physical sites.
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Motivated by the above and other potential use-cases faitrgpe site-surveys, our
goal is to develop a novel spectrum site-survey system jppediwith techniques and tools)
that autonomously monitors the spatial characteristiaadib propagation in challenging

indoor wireless environments.

5.2.2 Limitations of Existing Approaches

There has been a significant volume of work on characterigpggtrum propagation.

We discuss pros and cons of using existing approaches w &éspectrum-survey system.

Accuracy and repeatability: A spectrum site-survey system must collect information on
spectrum-propagation characteristics that not only reflacsnapshot of actual network
conditions, but also shows repeatable conditions over.tiMany empirical radio prop-
agation models [93] have been used for calculating the gatpan path-loss. However,
these models are based on extensive measurements ince#tiaork environments and
have limitations in capturing site-specific spectrum ctinds, especially in dynamic and
heterogeneous indoor wireless environments.

Next, ray-tracing techniques [103] and neural network ne[i] have been proposed
to calculate path-loss. Ray-tracing techniques can aadyrptedict the propagation of
a signal by tracing rays from a transmitter at uniform angirgervals in all directions.
However, this model requires information about the locajdhickness, and construction
materials of walls, ceilings, and floors. The neural netwoddels, such as a multiplayer
perceptron algorithm, have been proposed for cellular osdsy but they need an extensive
training set of terrain information and exhaustive SNR measents.

Third, navigation-based on-line measurement tools [4,982,have been proposed.
These tools help network engineers collect spectrum-gate information by traversing
a path within the network deployment area. Even though ttess allow for capturing
a snapshot of each navigation, these manual measurematts i@ often be erroneous
because of its navigation direction, measurement timekirdarference. Furthermore, the

results become obsolete as physical settings change.

Efficiency and autonomy A site-survey system has to incur minimum time overhead
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and human involvement to meet various requirements fronicgtions, including initial
network deployment/assessment and RF-based localizatspenss. First, measurement-
based surveys with portable measurement tools [4, 72] ast popular, but they require
network engineers to navigate through the deployment anedtiple times whenever the
spectrum conditions change.

Next, the use of empirical models may reduce measurememnhesgs (e.g., [99]),
while maintaining the accuracy of a site-survey. Even tloingir models are suitable for
open environments in outdoor wireless networks, they pielimited information to such
applications as indoor localization systems that requirgue signal footprints every 1

meter.

Adaptation and awareness A site-survey system must be able to dynamically adjust the
granularity of measurements by being aware of site-spespictrum characteristics. The
navigation-based measurements rely on samples that deetedl in a fixed unit space or
time interval (e.g., [92]). Even though such an approachpcavide uniform measurement
results, the approach cannot capture spatially heterogsrspectrum conditions. For ex-
ample, if the variance of spectrum conditions with respecrt AP in the room is larger
than one in the corridor, then the uniform spectrum survéikety to have more measure-

ment errors in the room than one in the corridor.

5.3 The Sybot Architecture

This section details the architecture of Sybot. First, wiirelits design rationale and
overall operations. Next, we discuss spectrum-surveyiosetf interest and then detail

site-survey techniques. Finally, we analyze the complexitSybot.

5.3.1 Overview of Sybot

Sybot is a mobile spectrum-survey system that controls titeedying mobility and
collects the spatial spectrum conditions of IEEE 802.14ebawireless networks via the

following salient features.
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e Robot-based automatiorBybot is mounted on an inexpensive®100) mobile robot
for its mobility. This robot-based mobilityallows Sybot to automate the collection of

spectrum-condition information, hence reducing the hutabar significantly.

e Layered approachSybot decomposes a survey task into three distinct but Emmen-
tary layers, and includes a specialized probing techniquedch layer. By selectively
triggering each layer in different time scales, Sybot edfitly collects both compre-

hensive and time-varying spectrum condition information.

e Use of spatio-temporal varianceSybot measures and computes spatial variance in
spectrum condition over time, and further extracts spabiedlity in spectrum con-
dition. These spatial characteristics are then used tdifgespatial network perfor-

mance, such as interference areas and to minimize the nesasut effort.

¢ Flexible designSybot is designed to be easily deployable on existing es®lenabled
robots as used in [41, 52, 54]. Such robots are becoming aojppubur daily lives [10,
40], and Sybot can be installed as a service module (in thécapipn and device-

driver layers) without requiring any specialized hardware

Algorithm 4 describes the overall operation of Sybot, whednsists of the follow-
ing three periods: (1) measurement perigg)(during which Sybot navigates in the unit
space (orid?) determined by a current probing techniqueg,{) and measures spectrum
condition with respect to each AP; (2) navigation perigg furing which Sybot derives
spectrum condition over the grid and then chooses the measmt granularity and the
next grid to be measured. Sybot recursively repeats theursragnt-then-navigation (for
t., + t,) until it covers the entire measurement space updgr and (3) scheduling period
(t;) after completing measurements, during which Sybot canttra spectrum map over
all deployment areas, based on the measurement resultsleteminine the next probing

technique and schedule time for it.

n this chapter, we assume that a robot has basic driving capabilitiegaffdibackward/spin),
which are sufficient for navigating through indoor environments.

2For example, a unit grid can be 26i20in, in which Sybot incrementally moves and measures spact
condition.
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Algorithm 4 Sybot operations fot;-th survey

(1) During the measurement peridg,
1. L+ list of APs visible from current gridg.,,,;
2: for j=1ton do
3: collect selected survey metrics to everg L;
4: randomize a robot’s direction withi,.;
5
6

: end for
. derive spectrum conditions gf,,,- using the measurements;

(2) During the navigation period,,
7: v = variance in measurements g5,;
8: gnert<— determine the next grid usingandp.,,,;
9: if gnert == NULL then /* i-th survey is complete */
10: move arobot to a start-point; enter a scheduling period;
11: else /* continue to explore */
12. move arobot t@,..;; enter the measurement period,;
13: end if

(3) During the scheduling period,
14: M (i)«<—update a spectrum-condition map;
15: ¢; = variance ofM (i) from previous map;
16: if ¢; < athen [* spectrum condition is stable */
17:  ppest = COMPLETE; toeur = Tiay;
18: else ifa < ¢; < G then [* need periodic probing*/
19:  ppest = SELECTIVE; tnewt = Thour!
20: else if¢; > 3 then /[* abnormal spectrum usage exists */
21:  ppest = DIAGNOSTIC; theat = Tonin;
22: end if
23: schedule the next survey 1 With p,e.: attier;

5.3.2 Metrics of Interest

Sybot focuses on characterizing the radio signal propaigats spectrum-survey met-
rics. Specifically, to obtain the signal propagation chiemastic for each unit grid, Sybot
measures a received signal strength (RS¥)( times and uses their megnand standard
deviationo; as metrics, which are defined as follows:
1~ . Is, g\ 1/2
Vo= i) o= (* > (nlh) - %)2> , (5.1)
j=1 j

m
Jj=1

where~;(j) is the j,;, RSS in gridi. Sybot collects information on signal strength by
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passively monitoring periodic beacon messages from thevARh are transmitted every
100 ms [63F These measurement results for an afeat timet¢ are used to construct a
spectrum condition-map/4(t) for both~ ando each—/(v,t) andM (o, t).

In summary, Sybot is to collect the above metrics of to gelraaad maintain an accu-
rate spectrum map for a target wireless network with a minimumber of measurements
(or minimal human involvement). Even though Sybot is flexibhough to survey other
metrics (e.g., packet-delivery ratio), Sybot relies maioh RSS-based metrics, not only
because the RSS is a fundamental parameter to representkg®éormance but also

because many applications such as localization systensighanetrics.

5.3.3 Layered Approach

As described earlier, Sybot adoptdayered approactvia three spectrum probing
technigues—complete, selective, diagnostic—for efficeerd accurate spectrum surveys.
A layered approach allows systems to decompose one congdkxrito several sub-tasks
to improve their performance [28], whereas existing speotsurvey systems rely mostly
on a single measurement technique (e.g., trajectory-bssathing), which is labor in-
tensive because engineers have to repeatedly navigateasaageto detect environmental
changes. Sybot intelligently solve this problem by decosimp a spectrum survey task
into three sub-tasks not only to reduce measurement effautsalso to cope with the un-
predictable spatio-temporal variations in spectrum ciorali

Figure 5.1 describes Sybot's layered approach. Briefly, whiszless networks are idle
(e.g., the night time), Sybot uses thempleteprobing that collects a baseline spectrum
condition, which can capture physical changes in the enaient (e.g., reorganization of
furniture) on large-time scales, such as dakg,(). When networks are actively used and
interfered with by the environment (e.g., moving obstacleso-existing network activi-
ties during the daytime), Sybot uses g®ectiveprobing to capture temporal variance in
spectrum condition on a scale of houis,{,,). When networks experience a large devia-

tion in spectrum conditions in local areas, due to eventh sgcsevere interference or new

3Sybot focuses on downlinks.
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Figure 5.1: Layered approach Sybot triggers different probing techniques, depending on
spatial varianced,) in spectrum conditionc and 3 are thresholds to meet sys-
tem requirements.

obstacles, Sybot uses thdeagnosticprobing to locate such areas and to quickly update a
spectrum map over a short period of time,(,).

In what follows, we will detail the above three probing teicfues and their rationale.

Complete Probing

The completeprobing is designed to obtain a baseline radio propagatianacteristic
specific to each AP’s physical site. Numerous radio propagatodels [93] and computa-
tional methods [78, 103] have been proposed. However, tleegnastly suited for outdoor
environments or require expensive human labor to tune pateamfor each site or even
different corridors’. Next, measurement-based approaches from static APs [@8jpss
[27], or mobile users [1] help detect performance problamtertain areas, but they do not
provide fine-grained spectrum condition information atrgvecation in the entire network
coverage area.

The complete probing automatically performs comprehenspectrum surveys with a
coarse-grained periodic timer (once evéty, ) to collect repeatable spectrum-condition
information governed mainly by physical environments. léwer, to incorporate this com-

plete probing into Sybot, there are several challenges todieas follows.

e Building a comprehensive maprhe complete probing has to provide a spatially-

thorough spectrum map. The approach in [99] estimates therage or boundary

“We will show this characteristic in Section 5.5.3.
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map of outdoor networks with a small number of measuremdnisthe boundary

map is not enough for such applications as indoor locabpasiystems that rely on
fine-grained spectrum condition information (e.g., evexytf. The complete probing
in Sybot virtually divides network deployment areas intaadirgrids and measures the

survey metrics of each grid accessible by a robot.

e Selection of grid sizeThe grid size is an important factor that determines thei@ay
and efficiency of site survey. Using one grid size might n@taee accurate spectrum
condition of areas with large variances or might waste timmeéasure the spectrum
condition of open areas with small variances. The compleibipg adaptively deter-
mines the grid size based on the degree of heterogeneitgatrspn characteristics in
a given measurement area. From a measured spectrum mapdiffdrence in mea-
sured signal strengths neighboring grids is less than aefiredi threshold, then Sybot

linearly increases the grid size for the space and useszbdaithe next survey.

e Eliminating temporal varianceOne-time measurement result of the complete probing
can contain temporal variance, due to unexpected eveng&stairc areas (e.g., moving
people), and Sybot has to remove the variance for constgietibaseline spectrum
map. Sybot maintains a series of spectrum probing mps) = [M(v,t — n +
1),...,M(v,t)] and utilizen recent spectrum maps to generate the baseline spectrum

mapB(vy) = E[M(y)].

Figure 5.2 illustrates the complete probing. From the tsfawint in Figure 5.2(a),
Sybot navigates through the measurement areas and meapacdsim condition in each
unit grid 20inx20in, denoted as dots. After completing the measuremenverlyeyrid,
Sybot accumulates current measurements with the prevpagrsm maps and generates
a new spectrum map, shown in Figure 5.2(b). Finally, for ezatidor or room, if the
variances of most grids are less than a threshold (1dBm),tSyb@ases the grid size to

40inx 40in for the space for the next survey.
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(a) Complete probing in office environments

(b) Probing results (B) and reference grids

Figure 5.2: Example of complete and selective probif@) The complete probing progres-
sively measures RSS over the target areas; (b) the complete probirgises
then used to determine reference points to capture temporal variancecin spe
trum condition.

Selective Probing

Due to changes in spectrum usage and condition over time (@itpe order of hours)
[48], the spectrum map needs to be updated, and Sybot usssléleéive probing technique
to capture such dynamics. Sensor-based network monitbasgeen proposed to measure
such dynamics, especially for diagnosing network perforeeg27] or maintaining accu-
racy in localization systems [119]. However, they requmedeployment of a large number
of sensors (e.g., 8 sensors in 36m.5m), or they have to painstakingly determine or adjust
optimal locations of sensors over time.

The selective probing makes use of robot-based mobilitypaadious spectrum maps
to efficiently maintain up-to-date spectrum condition imi@tion. The selective probing
measures only a small set of reference padiind estimates spectrum condition over the
entire network areas. However, to implement this idea inogythere are several issues to

be addressed as follows.

¢ Finding spatially-correlated gridsSybot has to find a group of grids that are spatially-
correlated in spectrum condition under heterogeneousigalyesnvironments. Sybot

exploits a complete probing historiyl) and characterizes the site-specific spatial cor-
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relation among neighboring grids. Specifically, using theddine spectrum maji),
Sybot finds a block) of neighboring grids whose RSS)(s are close to grid's within

a given tolerancen().

Determining the smallest séBecause the blockof each grid can have different sizes,
multiple combinations of grids can becoiie Sybot has to determine one combination
whose size is minimum. Finding a globally optinifabecomes an NP-hard problem—
O(2"), wheren is the total number of grids. Instead, Sybot uses a heuggfixoach
with which it iteratively includes the grid with the largelsbundary set first in the
reference-point set. This algorithm provides reasonabl&pmance in minimizing
the set size (see Section 5.5.3.3) wittnlogn + nm) complexity, where: is the total

number of grids andh the average block size.

Controlling accuracy There exists a fundamental trade-off between efficienay an
accuracy of measurements, so the selective probing mustankxob for controlling
the accuracy, depending on the network requirements. Sydedr as the control
knob. The lowerr value, the higher accuracy Sybot can achieve at the cost tf mo
measurements, and vice versa. This trade-off profile cawittealnd used based di,

as we show in Figure 5.10.

Let’s consider the example in Figure 5.2. Using a spectrump (eaown in (b)) and a

tolerable system error of 2 dBm, Sybot determines a set ofeeée points, each denoted

as a triangle. Then, the selective probing measures specadition only for 9 grids.

Finally, Sybot updates the spectrum condition of correlgteds with the measurements at

their reference points.

Diagnostic Probing

When wireless networks experience local environmental gbsusuch as appearance

of new wireless interference sources or obstacles, Syles thee diagnostic probing to

identify such areas and quickly update the spectrum-cmdiap of those areas. AP-

or sensor-based network monitoring solutions [27, 80] catréctly detect changes in

spectrum condition. However, they still need human invmigat to estimate the boundary
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of problematic areas that need to be surveyed, or simplyinreguagineers to conduct fine-
grained spectrum survey over the entire coverage areas.

The diagnostic probing in Sybot identifies abnormal speéctalnanges in local areas
and estimates the spatial boundary of the changes usingad®difie spectrum-condition
map from the complete probing. In addition, by quickly measythe spectrum condi-
tion of the identified areas, Sybot updates the spectrum ma@pmplement this probing

technique, there are, however, several challenges to@werc

e Detecting abnormal changeSybot must be able to determine the existence of drastic

changes in spectrum condition over certain areas, and #gnadstic probing makes
use of both complete and selective probing results for ngalecisions. Whenever
the selective probing is completed, Sybot calculates tfierdnce between its current
measurement and the baseline measuremgfif,&|~; — 7,|) of each reference grid.
If the differencedif f; is greater than a predefined threshold (e.g., an integerpteult
of the grid’s standard deviatior ), then Sybot immediately triggers the diagnostic

probing on the suspicious grid.

e Speculating measurement are&3n detecting deviations on the suspicious grids, the
diagnostic probing in Sybot has to estimate the spatial daynof the deviation. By
alternating speculative navigation and spectrum measemesnSybot not only identi-
fies the boundary, but also updates a spectrum map. Spdygjffoaleach suspicious
grid 7, Sybot progressively navigates and measures spectrunitiomsdof the grids
within the gridi’s block until their neighboring grids do not show large a#ions.
Because the grids within the block are likely to experienessiéime spatial deviation,

Sybot updates their spectrum-condition information.

e Exploiting external network monitoring informatiorSybot has to exploit network
information on spectrum-condition changes. Network-rtamg infrastructures [80]
can provide information on network performance degradadibspecific APs. Upon
receiving such information, Sybot triggers the selectnabpg over the APs’ coverage

areas, and initiate the diagnostic probing to update theessaspectrum map.

Suppose that a new obstacle is placed at one location, amshéwgure 5.3 (a). Sybot
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Figure 5.3: The diagnostic probing upon deployment of a new obstdeleSybot periodi-
cally performs the selective probing of the reference grigst¢ the AP. (b) The
diagnostic probing identifies suspicious grids that experience largetidexgan
spectrum condition, and measures their spectrum condition.

periodically performs the selective probing with respectite AP. Once it finishes the
survey, Sybot finds that reference griggsandg; have large deviations from their baseline
conditions B). Next, Sybot starts the complete probing frgmto its neighboring grids
in the block ofg; and applies the same methodgto Finally, Sybot updates the spectrum

map with the measured grids, as shown in Figure 5.3 (b).

5.3.4 Complexity

The algorithms of Sybot incurs only polynomial-time conyit In the compete and
diagnostic probing, Sybot needs to calculate and updatengtdcs ofrm measurements
within each grid, and its computational complexitydénm), wheren is the total number
of grids. In the diagnostic probing, as explained in Secid3, Sybot needs to calculate
the set of reference grids and incup$nlogn + nm) computational complexity per AP,
wheren is the total number of grids and the average block sized(n).

Next, Sybot is scalable in both complexity and energy efficyewith a large number
of APs. In the computational complexi€y(nlogn + nm), sincen is constarit per AP, the
total computational complexity also grows polynomiallytivthe number of APs. Since
the Sybot’s energy consumption is mainly governed by thebairof grids to be measured

and the number is less than or equahtdSybot’s energy consumption linearly increases

5The maximumn is essentially bounded by a maximum transmission range of an AP, which is
constant.
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with the number of APs.

5.4 System Implementation

Using the hardware prototype that we have built in the previeork (see Figure 4.3),
we have implemented Sybot in Linux. Figure 5.4 shows the 8ylsoftware architecture
running in the router, and consists of (1) a mobility contraldule at the application layer

and (2) a spectrum monitoring module at the link layer.

Mobility control module

This module is responsible for controlling a robot’s moveirend managing the mea-
surement results. This module is implemented in the apgmicdayer and is composed
of the following components. First, a graphic user integf@@UI) receives/sends survey
requirements/reports from/to network engineers. Baseti®nequirements, GUI initially
schedules a spectrum survey. Then,sbkeduleradaptively triggers complete, selective,
or diagnostic probing using the algorithms in Section 5.88ring a survey, thenobility
controller physically moves a robot to a target location and triggeestlonitoring module
to take measurements.

Upon completion of measurements by the monitoring moduie, mobility control
module updates a spectrum-conditrmapand schedules the next probing technique, time,
and areas. We have also implemented a robot’s positionstgisyusing techniques in [66].
The system provides high accuraeyl(0 cm error), but we omit the details due to the page

limit.

Spectrum monitoring module

This module is responsible for measuring spectrum-sunadyics within a target space.
Specifically, the module is implemented in an open MADWiFvide driver [68] and is
composed of two components: spectrum monitor and filters.ite monitoring module

receives a measurement request from the mobility contrplia a socket), the spectrum

121



i SetReq ‘

Scheduler Complete GUI

‘ Selective ‘

Mobility
Controller

Diagnostic

épg liyz —————— Socket/proc - — — — — — R —
Reg- Spectrum Raw Y Filters | Update-

Measure Monitor Data

Figure 5.4: Software architecture of Sybofhe Sybot software design includes (1) a mobil-
ity control module in the application layer and (2) a spectrum monitoring module
in the device driver.

monitor starts collecting information on SNR and PDR to AFPBrough a hardware ab-
straction layer (HAL) that Atheros-based chipset [9] pd®s, the monitor can acquire the
above information available in the MAC protocol.

These raw data are then processed through the filters tola@@urvey metrics over

the target space. Finally, the calculated informationfiected into MAP through &pr oc

interface.

5.5 Performance Evaluation

We have evaluated Sybot through extensive experiments aadurement analysis.

5.5.1 Testbed Setup

To evaluate Sybot in an indoor environment, we have depldgedEEE 802.11-based
APs with the topology shown in Figure 5.5(a). Each AP is dalibely placed in the ceiling
or shelves to cover the entire floor. All APs are equipped aittomni-directional antenna
and are operated at the IEEE 802.11a frequencies. Each ARigped with an Atheros-
based miniPCI NIC and is tuned to use heterogeneous tranemg@awers of 3—10 dBm

so that every location can be covered by 3—4 APs, given ldrgpace.
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Figure 5.5: Testbed topology (21& 110 ft) and a spectrum-condition naga) 12 APs
are deployed on the fourth floor of our Department building. (b) Examfpée o
spectrum map constructed by Sybot for AP-9 over three corridotte@ibox in
Figure 5.5(a)).

5.5.2 Experiment Methodology

In the testbed, we conducted extensive spectrum survegg &sibot. Starting from
‘start-point’ in Figure 5.5(a), Sybot navigates throughroors A, B, C, D, and E and
performs the complete, selective, and diagnostic probiriy respect to each AP. We ran
experiments during the night time when all corridors areeasible.

During the spectrum surveys, we used and tested variousstiales and experimental
settings. First, for long-term spectrum measurementsaw&ybot over selected APs three
times a day for 11 days. Next, for short-term measuremergs;aw Sybot 5-10 times a
day for every AP in our testbed. For each run, Sybot measut@8 2orridors per AP and
generates a spectrum map per AP. Finally, we used a<&liim rectangle as the minimum
grid size to generate a high-resolution spectrum map angsasaWe say that the size of

grid ¢ is z if its area isx times larger than that of the minimum-sized grid.
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Figure 5.6: The complete probing results over a long-term periddhe figure shows the
average RSS of every grid over AP-3, measured via the complete probing, and
reflects real radio propagation over corridors.

5.5.3 Experimental Results and Analysis
5.5.3.1 Repeatability

We first studied the repeatability of Sybot's complete pngbiSybot periodically per-
forms a comprehensive spectrum survey and constructs krfgasgectrum map specific to
the surrounding physical environment. To evaluate theatdity of the complete prob-
ing, we randomly selected several APs and analyzed a se¢cdlrspn maps that Sybot built
over corridors using the complete probing. Finally, we i@ baseline spectrum map that
consists of the averade) and standard deviationof measured RSSs for each grid.

Figures 5.6 and 5.7 show the constructed baseline spectapfiy and the histogram
of o, respectively. As shown in the figures, the baseline spexctnap accurately represents
interesting signal propagation characteristics as falofirst, in Figure 5.65 gracefully
diminishes as Sybot moves away from the AP located at (100&n@ shows the spatial
RSS pattern (or gradient) over distance. This pattern issiddepeatable in that the RSSs
are stable (smalt) over the measured corridors. Figure 5.7 shows the disiibof o for
5 APs over 4 corridors (894 grids). As shown in the figure, ntbesn 87% grids show a
small standard deviation<(4dBm). We observed that some areas with high- 6 dBm)
actually experiences physical changes (e.g., trash cassoos), which is also captured in
the map.

This baseline spectrum map enables Sybot to perform otbemg techniques, further
improving the performance of spectrum survey. For exantpieselective probing can re-
duce the space to be measured by skipping areas with simikurthermore, the diagnos-
tic probing can detect abnormal spectrum patterns from #iselme or normal spectrum-

condition information.
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Figure 5.7: Histogram of the standard deviatian based on the complete probing results
More than 87% grids among 894 measured grids show less than 4dBm devia-
tions.

5.5.3.2 Impact of a grid size

Next, we study the impact of a unit grid size on measuremeniracy and efficiency.
While a small (fine) grid size provides a high-accuracy speatcondition map, it incurs
significant time and resource overheads. Furthermorerrdetieg the optimal grid size
is also challenging due to the spatial heterogeneity intgpecconditions. To address
these issues, we analyzed spectrum maps of different oosr{€or-B and Cor-C), while
varying the grid size. While increasing the grid size in npléis of the minimum size (i.e.,
20inx 30in), we analyzed how much error the grid size introducepéattrum surveys. For
this analysis, we use the metric, callR&S distanceao quantify errors, and the error on

grid 4, v4: (1) is defined as:

Vaist (1) = rggf{vi(k)} - rgeigl{%(/f)}, (5.2)

where; (k) is the measured RSS at poihtwithin grid 7. Given a set ofy;(k) mea-
surements in grid, the RSS distance calculates difference between the maxamdnthe
minimum RSS values, and thus represents the degrietefogeneityn RSS within the
grid. Intuitively, the smaller,;;, the smaller deviation or error in the setgfk).

We first compare the impact of grid size at different physsitds (corridors, offices).
Figures 5.8(a) and 5.8(b) show the empirical cumulativéritistions (CDFs) ofy,;.; for
three different grids sizes (i.e., size 2, 4, 6) over Cor-B @ad-C. As shown in the fig-

ures, CDFs grow faster with small-sized grids, indicatingfdyemeasurement accuracy.
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Figure 5.8: Impact of grid size on the achievable accuracy of complete prokisdp) The
accuracy is measured in terms of the RSS distance under various grid.sizes
2, 4 and 6, at two different corridors. The figures indicate that thesigiel must
be adaptively chosen for different measurement spaces. (c) Hiaga/RSS
distance decreases as the distance from the transmitter (AP) increases.

This confirms our expectation that a larger grid size intoedua greater measurement er-
ror. In addition, for each corridor, different grid sizesroduce different impacts on the
measurement error.

Next, we compare the impact of grid size with different distas from an AP. Figure
5.8(c) shows the average RSS distance of three grid sizeseatdifferent distance zones
from AP-10. Given a grid size, the average RSS distance is isliovdecrease as the
distance from the AP increases. This is because that RSS ehang more dynamic in a
close proximity of the AP than the areas far away from it.

Therefore, the grid size for the complete probing shoulddrefally selected, depend-
ing on the physical site and distance to an AP. Using the cetamrobing results, Sybot
can build a profile that estimates the impact of each gridaizsite-specific spectrum char-
acteristics. Furthermore, because of this non-uniformitthe characteristics, Sybot can

apply the selective and diagnostic probing techniques pwore efficiency and accuracy.
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Figure 5.9: Selection of reference points in selective probing (Carfference points are
optimally chosen so as to cover the measurement with a minimum number of
blocks.

5.5.3.3 Reducing the space to measure

Now, we evaluate the effectiveness of Sybot’s selectivdipgin reducing the mea-
surement space during a spectrum survey. As discussed preki®us experiment, the
spectrum condition is very heterogeneous over space. phisafly-heterogeneous spec-
trum conditions can be accurately obtained through the teteprobing with the mini-
mum grid size. Extracting these spectrum characteristiocde very useful in several cases,
such as capturing the temporal variance of the areas orgsthwnsurvey resource/time by
making only a small number of measurements. However, suctxhaustive spectrum
survey requires excessive overheads, thus degrading¢lotrsm survey efficiency.

The selective probing reduces the overheads by identifyiags with similar spectrum
conditions and merging them together as a unit measurenhak. bTherefore, the main
guestions that the selective probing has to answer are:of)dense or large the blocks
are, (2) how to make a trade-off between efficiency and acguend (3) how much of
benefit the selective probing can achieve over the comptetan.

First, to see the blocks formed by the selective probing,ameSybot over Cor-A with
the tolerance threshotd= 3.5dBm, and plot the spectrum map constructed using thésesu
of the complete probing, and the reference grids choseneogdtective probing in Figure

5.9. Figure 5.9(a) shows clear and comprehensive spectrapagation characteristics
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Figure 5.10: Reducing the measurement space and the resultant trad@bié selective
probing minimizes the measurement efforts by reducing the reference points
(top figure), at the cost of measurement accuracy (bottom figure).
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Figure 5.11: Performance comparison of complete vs. selective profihg selective prob-
ing reduces the measurement space by up t@ With grid size of 10.

over distance. One can also observe that the spectrum worgdih close proximity of the
AP, located at (0, 40), are diverse, whereas those far awaytfie AP is almost monotonic.
This spectrum heterogeneity is exploited in selecting #ference grids by the selective
probing (Figure 5.9(b)). The map shows that the referenids gre densely distributed near
the AP, because of large spatial and temporal variations BsR®hile they are sparsely
placed where the signal is out of reach.

Next, we study the tradeoff between efficiency and accuratlyeoselective probing. If
the tolerance threshold) is increased in determining a block, then Sybot reducesuhe
ber of measurements (or reference grids) at the cost of mezasuat accuracy. To show this
tradeoff, we ran the selective probing for Cor-B with the $pen map constructed based
on the results of the complete probing and derives how mubbt®an reduce the measure-
ment space. Figure 5.10(a) shows that as the thresh@iddBm) increases, the selective

probing becomes moggressiven merging grids, thus reducing the number of reference
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grids. For example, whem = 3.5 (dBm), the number of reference grids can be reduced
by 70%, compared to the complete probing results. Figur@(b)ishows, on the other
hand, that the measurement errors increase as the threshuideases. This is because
large thresholdr allows the selective probing to merge less similar gridasttiegrading
the measurement accuracy. Therefore, Figure 5.10 showsaetddeoff between the mea-
surement effort and accuracy, which can be used as a gwedalgpectrum measurement
planning.

Third, to study the advantage of the selective over the cetegirobing, we compare
the average RSS distance;(;) achieved by the complete and selective probing on the
measurement data from Cor-B. Figure 5.11 shows as a function of average grid size.
The figure indicates that the average RSS distance increlasestdinearly with the com-
plete probing, while the distance remains belovdBm under the selective probing. This
advantage comes from its ability to incorporate site-dmespectrum conditions in deter-

mining the measurement grids.

5.5.3.4 Diagnosing abnormal spectrum condition

We now study the effectiveness of Sybot in detecting abnbeimanges in local spec-
trum conditions. When a network faces such changes in loeakathe diagnostic probing
identifies the boundary of such areas and incrementallytepdbeir spectrum conditions
only, as opposed to the entire coverage area of local APs. By Umth the selective
probing results (for detection) and the baseline spectriap (for range estimation), the
diagnostic probing can efficiently maintain an up-to-dgiecsrum map. To evaluate its
efficiency, we placed one obstacle in the middle of Cor-C (480,next to the AP (400,
80). Then, we ran the complete probing without the obstactbtain a baseline spectrum
map and ran both complete and diagnostic probing with th&aoles

Figure 5.12 shows the above three measurement results amahdeates the improve-
ment of the diagnostic probing. The probing result withdwg obstacle (Figure 5.12(a))
appears as regular radio propagation from the AP. Howelvercomplete probing result
with the obstacle shows clear effects of the obstacle anlddes a large deviation in spec-

trum condition in the right side of the corridor. Grids witK’‘show large deviations in
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Figure 5.12: Example of the diagnostic probing with an obstadle-b) The appearance of
an obstacle (next to AP) causes abnormal changes in spectrum cositén
noted as X in Figure 5.12(b)); (c) The diagnostic probing identifies thadbou
aries of areas with abnormal changes with fewer measurements.

their spectrum condition (i.e., for each gritlf f;=|v; —7,| > 2.5x0;), due to the obstacle,

and their boundaries must be identified. Because the diagmebing uses the selective
probing results, Sybot can quickly find the subset of refezegrids that experience the
large deviations (denoted as ‘V’ in Figure 5.12(c)). Theyh@& incrementally updates the
reference grids in the subset (‘O’). As shown in the figure,dtagnostic probing success-
fully estimates the problem areas, while reducing its susgace by 56%, compared to the

exhaustive probing.

5.6 Conclusion

We first make concluding remarks and then discuss some oéthaining issues asso-
ciated with Sybot.
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5.6.1 Concluding Remarks

This chapter presented Sybot, a robot-based spectrumsisitey system, that autonomously
provides an accurate spectrum-condition map for wirelessarks. In addition to its au-
tomation in a labor-intensive spectrum survey, Sybot $icgmtly reduces measurement
overheads by adaptively using three complementary protaogniques. Furthermore,
Sybot also provides important control knobs for deternmgnantrade-off between accu-
racy and efficiency in spectrum surveys. Our experimentaluation results show that
Sybot reduces the measurement effort (e.g., the number asunements) by more than
56%, compared to a traditional exhaustive survey. Moreawmarin-depth analysis of the
measurement data has yielded several important guiddbnesljusting important survey

parameters.

5.6.2 Remaining Issues

Mobility limitations Although the current Sybot prototype has basic mobilitsolaot can
have more sophisticated mobility, such as climbing staiksbstacles, depending on target
environments, and Sybot can be served as a general framé&wsuport them as well.
Use of multiple robotsMultiple Sybot nodes can cooperate to reduce the spectumey
time. For example, Sybot nodes on different floors of a bngdian collaborate to construct
a building-wide three-dimensional spectrum map. This 1$ @lour future work.

Antenna heightSybot is equipped with a omni-directional antenna of 1€hiheight from
the floor. Although its measurement results demonstrateftaetiveness of Sybot, we plan

to study the effects of the height or the types of antenna estinvey results.
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CHAPTER 6

Conclusions and Future Work

This thesis focused on improving QoS support and the autonemanagement capa-
bility of multi-hop wireless networks. Despite the pronss# fast, easy, and inexpensive
wireless access to the Internet, multi-hop networks oftemige poor QoS and unexpected
management costs, due mainly to time-varying and hetesmyeswireless link-conditions.
This thesis has discussed the importance of link-qualitgraness on QoS and manage-
ment in multi-hop wireless networks. Then, the thesis hasgmted novehonitoringand
adaptationtechniques, through which the networks can satisfy théialrpromises.

In what follows, the primary research contributions of thedis are summarized, and

future extensions/directions are discussed.

6.1 Primary Contributions

This thesis makes the following contributions toward Qa&give self-managing multi-

hop wireless networks.

e Accurate link-quality monitoring : Due to the use of an open wireless medium,
wireless link-quality fluctuates with time. This link-qutgfluctuation greatly affects
the performance and the design of multi-hop wireless nédsvorTo mitigate the
fluctuation problem, this thesis has presented an efficietitazcurate link-quality
monitor, called EAR. Designed as a distributed monitorirgfem, EAR is equipped

with hybrid measurement techniques that exploit existiag draffic in measurement
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and yield accurate link-quality information. In this woEKAR has been implemented
in Linux and evaluated in an indoor wireless mesh networtbegs The evaluation
results of the implementation show that EAR improves meament accuracy up to
12 times, over existing measurement techniques, and funéips routing protocols

achieve improved QoS (e.g., end-to-end throughput impneve more than 100%).

Localized network reconfiguration: Because of time-varying environmental fac-
tors (e.g., interference) on wireless link-conditionstivuop networks often experi-
ence performance degradation or QoS failures. To recowsr §uch failures, multi-
hop wireless networks have to be able to reconfigure netveitikgs with minimum
QoS disruption. To this end, this thesis has proposed aitechhetwork reconfig-
uration algorithm, called LEGO. Designed for a multi-ratitMN, LEGO makes
use of multi-channel and multi-radio diversities for reenmg from channel-related
link failures. By cooperatively reconfiguring channel assignt or radio association
among local mesh routers, LEGO enables a multi-radio WMN tdinae meeting
user QoS demands. LEGO has been implemented and deployethuitiaradio
WMN testbed at the University of Michigan. The evaluatiorufessshow that LEGO
outperforms network-level reconfiguration schemes in nbhefficiency -86%) as

well as in QoS-satisfiability.

Dynamic (re-)formation of wireless relay networks Network nodes need to be
(re-)located to satisfy QoS requirements under heteragenand changing physi-
cal environments. In particular, real-time deployment efwork nodes with QoS
constraints requires significant management efforts toualntune node positions.
This thesis has proposed a mobile autonomous router systdiagd MARS. Us-
ing robot-based mobility, MARS includes a spatial link-gtyaionitoring protocol
and a spatial probing algorithm that allow a wireless roteselectively and pro-
gressively measure-and-navigate target areas for findéngptimal positions. In
addition, MARS enables a group of nodes to cooperatively farmulti-hop relay
network or to adjust their placements in response to thegdwmim QoS require-

ments or spectrum conditions. MARS has been prototyped apkkmented using
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open-source software and off-the-shelf products. Ouruewin results on the pro-
totype show that MARS successfully identifies locally optiasitions that satisfy
the QoS requirements. At the same time, it reduces measoteawerhead by two

thirds, compared to the exhaustive measurement strategy.

e Spectrum site-survey automation Even after the deployment of wireless networks,
network operators need to periodically monitor spatiattpen usage over entire de-
ployment areas, which incur labor-intensive managemestscd his thesis has pro-
posed a spectrum survey robot, called Sybot. Using a matiety Sybot automates
labor-intensive site-survey and further characterize®ua spectrum-survey param-
eters that determine accuracy and efficiency in spectrureguiSybot is equipped
with three spectrum probing techniques that allow for thilection of repeatable
spatial spectrum-condition maps as its spatiotemporahwee by measuring only
a subset of entire measurement space. Sybot has been inmpéehaand evaluated
with 12 APs in challenging indoor environments. Its evaluatresults show that
Sybot autonomously generates repeatable spectrum majgrdret reduces survey

overheads more than 65%, compared to traditional spectioveys methods.

6.2 Future Work

This thesis work on improving the QoS and management costulti-hop wireless

networks can be extended further as follows.

e QoS gateway for real-time applications In Chapter 2, EAR has been proposed
to provide accurate link-quality information, and thisanhation can be used for
various network applications and services. As new reag-typplications (e.g., VoIP)
are being introduced, WMNSs need a controller that deterntimeadmission of new
real-time traffic (e.g., voice call, video sessions) to Bmn or maintain network
QoS. In future, we plan to develop such a QoS controller or Qa8way that makes
use of EAR’s link-quality information and manages networkagrces, especially

for emerging real-time applications.
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e Channel reconfiguration over dynamic spectrum access netwks: In Chapter 3,
LEGO has been proposed to dynamically reconfigure netwatikge in multi-radio
WMNs. With the recent advance in dynamic spectrum access &4 and cog-
nitive radio [46] technologies, WMNSs can adopt them to imgroetwork capacity.
However, DSA-based networks inherently face dynamic spetavailability, and
requires efficient and real-time channel reconfiguratiah@ordination systems for
QoS support. In future, we would like to extend LEGO to copthwiynamic spec-

trum availability, especially in cognitive-radio-based \Wisl

e Supporting complex topologies using mobile wireless routs: In Chapter 4, MARS
has been proposed to form a string-type wireless relay mktwa addition to the
string topology, supporting complex topologies such as &med mesh could be inter-
esting, but is challenging due mainly to its complexity. Uture, we would like to
develop heuristic spatial probing algorithms that allow Ri&\to optimize node po-
sitions, with respect to multiple neighboring nodes, toatyically (re-)form various

and complex network topologies.

e Spatial spectrum aggregation In Chapter 5, Sybot has been proposed for automatic
spectrum site-survey, and the survey results can be usa@dpooving spectrum uti-
lization. Because today’s wireless networks are being reduoity deployed in many
places, Sybot can aggregate such multiple network comitéesi to improve QoS.

By using spectrum survey results, Sybot can easily identifations that are cov-
ered by multiple APs. In future, we would like to design andda spectrum aggre-
gation system that opportunistically uses one or multigRs Ao achieve aggregated

bandwidth as well as improve spectrum utilization.
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APPENDIX A

Link Capacity Estimation

Although there are a considerable number of analytical isddelink capacity [13, 21,
22, 114], LEGO uses a simple and realistic model based onNdAtD behavior and actual
measurement results similar to the derivation in [64]. Laalpacity ') can be derived by
estimating the expected packet transmission latehgywhich consists of back-off time

(t,) and actual transmission time,). First, the initial value oft, is determined based

on a uniformly-chosen random value in [0, CWMin]. On averages <W-MinxslotTime,

However, because the window size exponentially increagery éime the transmission

attempt fails¢; becomeg’x “WMinxslotTime on j consecutive failures.

Next, the packet-transmission timgincludes inter-frame time (i.e., SIFS, DIFS) and
RTS/CTS, DATA/ACK frame transmission time. While inter-fratimaes and control/ACK
frames consume a fixed amount of time, a data frame takesatiffamounts of time due
to different transmission rateg)( Thus,t, can be represented §§5FCL5HACK | DATA |
3SIFS + DIFS.

Givent,,t,, and the measured data-delivery rafiothe expected latency @y for a

packet transmission can be derived as:

Ny

=Y (L—dixdx{tj+(i+1)xt}, C=
=0

DATA
t

(A.1)

wheren,. is a retry limit at the MAC layer, and andc are obtained from LEGQO’s monitor-

ing protocol.
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APPENDIX B

Interference Generation Method

To generate interference on a target channel, we use ompldjzt generates one UDP
flow and whose radio is tuned to the channel adjacent to thettahannel in IEEE 802.11a.
Even though IEEE 802.11a uses the OFDM modulation scheméii fBr orthogonal
channels, adjacent channels interfere with each othezcedly when they are used within
a certain range. To study this effect on network performamee measure the achieved
throughput of two different flows while increasing the dista between the two flows’
transmitters. Fig.B.1(a) shows that if two adjacent chafelg., 5.18 and 5.2 Ghz) are
used within one hop, their throughput degrades up to 75%.h@mwther hand, the use of
non-adjacent channels (e.g., 5.18 and 5.22 Ghz) does n&¢ saigch channel interference.

Using this fact, we generate various levels of interferemeenetwork performance.
One interference node generates garbage traffic at diffeaées in the channel adjacent
to a target channel within one-hop range. While generatiegriterference, we measure
the packet-delivery ratio of one UDP flow on the selectedalaehannel. As shown in Fig.
B.1(b), different degrees of channel-related failures, (iiek-quality degradation), and this

scheme is used for injecting channel faults throughout va&uation of LEGO.
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APPENDIX C

The trajectory fitting

Using a few “good” points that are manually measured, theestrijectory of the robot
can be fitted so that the trajectory satisfies two goals: € )thjectory passes through good
points and (ii) the trajectory is close to the length/andleaxch leg from the odometry as

much as possible. This trajectory fit is obtained using thieviang optimization:

n n—1

min [Z derr (1,0 +1) + Kzam(i — 1,4, +1)] (C.1)
=1 1=2

whered,,..(i,i + 1) is the absolute difference between the length ofiledptained from
the odometry and the length imposed by thedfit; (i — 1,4,7 + 1) is the absolute error in
angle at measurement stgmamely, the angle between segmeits 1,7) and (7,7 + 1);
K is a constant that modifies the relative weight of preserangles versus preserving
distances from the original drive. The procedure is impletae using the functiofmins

in octave-forge.
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