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KANG G. SHIN, SENIOR MEMBER, IEEE, AND JYH-CHARN LIU, STUDENT MEMBER, IEEE 

Abstract — In this paper, we propose a cost-effective design of 
circuit switching multistage interconnection networks (CSMIN's). 
Increase of the network bandwidth and reduction of the network 
size (and thus low costs) are both accomplished by network over­
lapping and memory interleaving (NOMI), instead of by increasing 
the number of switches or adding buffers. 

The NOMI and its control principle are described on the basis 
of the structure and interconnection functions of CSMIN's. De­
tailed accounts of both the network design and the drastic reduc­
tion in hardware costs are given. The impact of NOMI on system 
performance is also analyzed. 

Index Terms—Asynchronous and synchronous multiplexing, 
bandwidth, blocking factor, circuit switching, memory cluster, 
multistage interconnection network, network overlapping and 
memory interleaving, pass rate, processor cluster. 

I. INTRODUCTION 

AMONG the many unresolved issues in the realization of 
multiprocessors, development of a cost-effective inter­

connection network is essential. Such an interconnection net­
work must have a high bandwidth at inexpensive costs and 
must also be applicable to large multiprocessor systems. 
There are several candidate solutions to the interconnection 
problem. The first is the well-known crossbar network, 
which is usually ruled out due to its high cost. However, it 
offers a performance upper bound of the second candidate, 
that is, multistage interconnection networks (MIN's). MIN's 
are more attractive than the crossbar since for a system hav­
ing Ν processors and Ν memory modules MIN's require 
0(N log r N) r x r switch elements 1 as compared to 0(N2) 
switches for crossbar networks. Each r x r switch used in 
MIN's is essentially a crossbar with r inputs and r outputs; r 
is defined as the order of the switch. Nonblocking multistage 
networks have capabilities close to those of crossbar net­
works [1], [2]. Nevertheless, their hardware costs are still too 
high to be practical. 

There are two different switching methods that have been 
widely used for MIN's: packet switching and circuit switch­
ing [3], [4]. Since switches are expensive and network delay 
is significant, it is desirable to fully utilize the interconnec­
tion network. Packet switching networks are suitable for 
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'Henceforth, these will be abbreviated as switches. 

transfer of short messages, whereas circuit switching net­
works are known to be most suitable for massive data ex­
changes between processors and memory modules [4]. In a 
conventional circuit switching multistage interconnection 
network (CCSMIN), a unique path must be established 
between a source and its destination to route data or mes­
sages. Each path is established by physically connecting a set 
of switches and links in the network. Usually, semiconductor 
gates are used to direct the data/messages at switches. As­
suming that no tristate components are used, different gates 
and links must be used for transfer of data or messages from 
processors to memory modules, then from memory modules 
back to processors. As shown in Fig. 1, a CCSMIN can then 
be decomposed into forward and backward (sub)networks. 
The forward network routes requests/data from processors to 
memory modules, and the backward network returns re­
quested data to processors. In CCSMIN's, once a forward 
path is established for some processor-memory pair, re­
sources in the backward path are also locked until the memory 
access cycle of the processor is completed. This method is 
straightforward, but results in underutilization of resources. 

Pipelined operation of circuit switching networks has been 
proposed to improve the utilization problem of the CCSMIN 
[5], [6]. Different levels of data registers are added to the 
switches to form pipelines. If a path has been established 
successfully, a burst of data can be transferred. However, 
when the size of the data burst is not large, the performance 
of the network could be worse than nonpipelined networks 
due to the setup overhead. To eliminate this deficiency, the 
operations of the network must be tuned to obtain higher 
bandwidths. To this end, we propose a method of network 
overlapping and memory interleaving (NOMI), leading to a 
cost-effective MIN. For convenience, we term a CSMIN 
equipped with this NOMI method an overlapped circuit 
switching multistage interconnection network (OCSMIN). 

Since modern telecommunication systems make extensive 
use of digital switching networks, it is worth considering the 
similarities and dissimilarities between the interconnection 
networks of multiprocessors and telecommunication sys­
tems. 2 The requirements of multiprocessor systems are dif­
ferent from those of telecommunication systems, although 
they use similar switching networks. For example, parallel 
transmission of data is usually required for multiprocessor 
systems because they have much higher bandwidth require­
ments than acoustic channels. Also, crossbar or nonblocking 
networks are often selected in telephone systems due to the 

2An anonymous referee brought this to the authors' attention. 
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Fig. 1. An Ν x Ν multiprocessor system connected by a CCSMIN. 

tion III the design complexity and the hardware costs as­
sociated with the CCSMIN and OCSMIN are comparatively 
analyzed. Section IV deals with a comparative performance 
evaluation of the two networks. The paper concludes with 
Section V. 

II. OPERATIONAL PRINCIPLES 

Operational functions of the CCSMIN and OCSMIN 
are presented first in this section. Implementation of the 
OCSMIN is then illustrated by an example design of network 
components. 

balking behavior of customers when a waiting queue is 
formed. These facts lead to different design considerations, 
as will be seen in this paper. 

Both synchronous time division and asynchronous multi­
plexing have been widely used in telecommunication systems 
[ 7 ] , [ 8 ] . The first technique is especially important for 
switching networks of modern telephone systems due to their 
high capacity requirements. Synchronous time division multi­
plexing (TDM) is suitable for signal sources requiring iden­
tical transmission bandwidths and encoding 3 word lengths. 
These signals are cyclically sampled and transmitted to their 
receivers. Acoustic signals are the predominant information 
processed by telecommunication systems. A/D and D/A con­
verters are required at both the ends of a digitized switching 
network. A sufficient bandwidth must be assigned in each 
channel to provide a good speech quality. The above facts 
impose a limit on the depth of multiplexing in a commu­
nication switching network. This type of network is often 
called a T-S-T network, which represents Time-Space-
Time multiplexing of signals and the switching network 
[ 7 ] , [ 8 ] . A good example of this type network is the ESS-4 
[ 9 ] . The underlying philosophy of the second technique, 
asynchronous multiplexing, is that resources are assigned as 
needed. Asynchronous multiplexing is usually used when 
there are random requests of resources. However, the over­
head of asynchronous control increases rapidly with the size 
of the system, thus making it unacceptable for large systems. 

In a computer system, shared resources are buses, I/O 
channels, or an interconnection network. For MIN-based 
multiprocessor systems, it is important to match bandwidths 
of its subsystems with each other since unmatched band-
widths lead to bottleneck or underutilization of resources. We 
will focus here on the design and analysis of an OCSMIN for 
large multiprocessor systems. NOMI can be viewed as a type 
of synchronous multiplexing. It results in a significant reduc­
tion of the network size, which in turn shortens the network 
delay and saves hardware. This is made possible by closely 
tuning system components with each other and is thus a novel 
departure from conventional methods of using more hard­
ware to improve performance. 

The rest of this paper is organized as follows. Section II 
describes the NOMI and its operating principles. In Sec-

3Pulse code modulation (PCM) is one of the most popular techniques. 

A. Notation and Interconnection Functions 

There are typically three major subsystems in a multi­
processor system: processor subsystem, memory subsystem, 
and an interconnection network. Although NOMI can be ap­
plied to networks of any topology, it is important to carefully 
select an underlying topology which allows for easy imple­
mentation of the system. This is obvious from the fact that the 
network topology is one of the most important factors in 
deciding the ease of system construction [10], [11]. 

In this paper, we add one more level of abstraction named 
cluster to the system hierarchy of the CCSMIN. A processor 
cluster pct is a set of processors pij9 1 < j < w, and an inter­
face unitpni between these processors and the network, i .e. , 
pci = {pnhpij \ 1 < j < w} for all 1 < / < N' where Ν is 
the number of processors in the system, N' = N/w is the 
height of the network, and w is the number of processors in 
a cluster. Logically, an interface unit is the mechanism which 
allows the network to communicate with processors or 
memory modules. Its functions include voltage level trans­
ferring, control signal encoding/decoding, etc. For clarity of 
presentation, only one interface unit is assigned to each clus­
ter. However, such an interface unit may be implemented 
with several LSI chips, each of which is attached to a pro­
cessor. The processor subsystem can then be defined as the 
collection of processor clusters, PS = {/?c,| 1 ^ i < N'}. 
The memory subsystem can be similarly defined. Let mch 

1 < i < Ν', be a memory cluster, which is defined as a set 
of memory modules m^ and an interface unit m/z, between the 
network and the memory modules, i .e . , mc, = {/mi/, m^ | 1 — 
j < vv}. The memory subsystem MS is the collection of 
memory clusters, i . e . , MS = {mc, | 1 < i < N'}. Fig. 2 
shows a block diagram of these components in the system. 

A network of k stages is needed to connect processor and 
memory clusters where k = log r Ν ' is called the width of the 
network and r is the order of the switches used in the net­
work. Denote a forward switch in the forward network by 
FSij{m, I) where ij is the coordinate of the switch and m and 
/ represent the mth input port and /th output port, re­
spectively, (m and / will be omitted whenever they do not 
present any ambiguity.) The backward switches in the back­
ward network can be symmetrically expressed by replacing 
FS with SS , i .e . , BS^m, I) where m now represents the mth 
output port and / represents the /th input port. The entire 
collection of switches in the network can be represented by 
the set {FS^BSijll < / < Ν', 1 < j < it}. 



1090 IEEE TRANSACTIONS ON COMPUTERS, V O L . C-34, N O . 12, DECEMBER 1985 

M U L T I S T A G E 
[ INTERCONNECTION] 

N E T W O R K j 

Ν 

pnN> rXr switches 

mn ι 

mnN 

M E M O R Y 
C L U S T E R S 

P R O C E S S O R 
C L U S T E R S 

Fig. 2. The hierarchical structure of a multiprocessor system. 

The same notation applies to links. Since no tristate com­
ponents are assumed, separate links must be used in the 
forward and backward networks. The total collection of links 
is represented by the set [FL^BLy] 1 ^ i < N\ 1 < j < 
k + 1} where FLy (BLij) is a link in the forward (backward) 
network. Note that there are only N' interface units between 
processor clusters and the network, and N' interface units 
between the network and memory clusters. Thus, the size of 
the network is decided by the number of clusters, instead of 
by the number of processors or memory modules. Using the 
above model, the CCSMIN is a special case when w = 1 and 
Ν = N'. The forward and backward networks are said to be 
topologically identical if they have identical network struc­
tures except for the direction of routing. 

Definition 1: In a CSMIN, which is composed of topo­
logically identical forward and backward subnetworks, the 
switch BSat is called the partner of FSef9 B S ^ = Il(FSef), 

when a = e, b = / , and Β Sab is set up for later servicing of 
all the requests passing through FSef. 

Similarly, the partner of a forward (backward) link, which 
is also a backward (forward) link, can be defined. For unique-
path CSMIN's, a processor's need for use of a switch or link 
in the forward network implies the same need for use of its 
partner in the backward network. However, we will show that 
the time of locking a forward switch's (or link's) partner 
plays a key role in deciding the efficiency and performance 
of the system. 

Possible interconnections between processors and memory 
clusters can be represented by a relation, termed the inter­
connection relation, 

IR s {(pcttiFPjtmcj.jBPMl < ij < N'} 

where 

iFPj = {(pnhFSlX](iuol),FLly],FS2x2(i2,o2),FL2y2, 

• · · * FSbfik, ok),FLk+]yk+l,mnj)} 

is the set of all possible routes from pct to mcr Similarly, 

jBPi - { { p n h B S U x { l u r u , B L X y x , B S ^ r 2 ) , B L 2 y v 

• · · , BSbck(lk, rk),BLk+iyk+],mnj)} 

represents all possible paths from mc, to pc,. 
For unique-path blocking networks there is exactly one 

element in each iFPj (;·ΒΡ,·)> which is a set of switches and 
links. In such a case, the network resources cannot be shared 
by two or more requests at the same time. The relation IR is 
not sufficient to describe a system with operation over­
lapping. A dynamic model is necessary to describe the be­
havior of both the CCSMIN and OCSMlN. At an instant t, the 
request pattern A(t) is represented by a set of N'-tuples 

/ {(ax(t),a2(t)9 - -' ,aN.(t))\afc) G { 0 , 1 , ,ΛΤ}, 

1 = i < N'} 

where α,·(ί) = j if pc{ makes a request for mCj at time i, and 
Qiit) = 0 if no request is made by pcx. For each request 0/(0» 
there is a corresponding interconnection in the forward net­
work, called a forward path, 

iFPj(t) = 

[iFPj if resources for the path are 
available at time t 

if Ui(t) = 0 or the resources are not 
available at time t. 

Similarly, the corresponding backward path for this request is 

{jBPt 

jBP,(t) = 
0 

if resources for the path are 
available at time t 

if ui(t) = 0 or the resources are not 
available at time t. 

We can define the forward interconnection pattern as 

FIPiO^iFHjit)]! < / J < Λ Τ } , 

where , f W / r ) = (ai(t)9iFPj(t)9mcj), 

and the backward interconnection pattern as 

ΒΙΡ(ί) = { β Η , ( ί ) \ ΐ < U 

where jBH^t) = (ai(t),jBPi(t),mCj). 

FIP(t) and BIP(t) provide services to the requests on the 
forward and backward ne tworks , respect ively . In the 
CCSMIN, both }BHX and its partner t FHj must be dedicated 
simultaneously for a read operation. Actually, BIP(t) = 
U(FIP(t)) for all t in the CCSMIN. This can be represented 
by the total interconnection pattern, 

TIP(t) = FIP(t) x BIP(t) = {(aiiO.iFPjithmcj.jBPiit))}. 

Definition 2: The function CSF:A(t) -> TIP(t) is the in­
terconnection function of an operational CCSMIN, such that 
for all 1 ̂  i, j; ^ N' the following hold. 

1) CSF(at(t)) = ,FHj(t) x jBH^t). 
2) The pattern iTIPj(t) is unique for each a , ( 0 , and for 

each nonnull path, ixFPh(t) Π i2FPh(t) = 0 for all ί, Φ i2. 
3) iBPj(t) = II(,F/> ( 0 ) for all t. 
By ilFPjl Π i2FPj2 = 0, we mean that the requests aix(t) 

and αφ) do not require the same resources. Clearly, the 
underutilization of the CCSMIN is due to its total inter­
connection requirement. The corresponding timing chart and 
interconnection function of a CCSMIN are shown in Fig. 3. 
The gates and links locked in the forward network are forced 
to be idle during periods T2 and Γ3. Similarly, the gates and 
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Fig. 3. Illustration of a CCSMIN. (a) A timing chart, (b) Its interconnection function. 

links locked in the backward network are idle during Tl and 
Tl. To remedy this underutilization problem, we can weaken 
the total interconnection requirement CSF as stated in the 
following definition. 

Definition 3: The function OVF:A(t) TIP(t) is an in­
terconnection function of the OCSMIN such that for all 
1 < /, j < Ν , the following hold. 

1) OVF(ai(t)) = iFHj(t) x fBHr(t), i and j may or may 
not be equal to i' and j 1 . 

2) The pattern ;77Ρ,(ί) is unique for each α,(ί) , and for 
each nonnull path, i,FPh(t) Π i2FPJ2(t) = 0 if ix * 

3) jBPXt) = U{iFPj(t - Δί ) ) for a l i i and some fixed Δί. 
The timing chart and interconnection function of an 

OCSMIN are shown in Fig. 4. It will be shown that the 
function OVF can improve the network utilization and the 
network performance under certain conditions. Note that al­
though mnj (pni) can simultaneously appear more than once 
in iFHj (jBHi) for different requests, the operation will still 
be correct due to the independent input and output ports that 
are used in the interface units. Functions CSF and OVF 
describe the properties of the CCSMIN and its overlapped 
counterpart, OCSMIN. However, it is neither possible nor 
desirable to implement the OVF for all ranges of Δί. Accord­
ing to the definition of OVF, processors can access memory 
modules of the same path only after Δί. The maximum num­
ber of requests that can be routed over one path within Δί is 
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Fig. 4. Illustration of an OCSMIN. (a) A timing chart, (b) Its interconnection function. 

called the number of phases, w; it is also the depth of NOMI, 
as shown in the next subsection. The network cycle or net­
work propagation delay is the time required to route one 
request through the network to its destination. Conditions 
required to satisfy the function OVF will be derived in the 
next subsection. In addition, effects of changes in the number 
of phases on the cost and performance of the system will be 
elaborated. 

B. Principles of Overlapping and Interleaving 

The basic idea of the OCSMIN is that after a processor 
cluster has established its forward path to a memory cluster 
successfully, the backward partner path is not immediately 
locked. Instead, the resources in the backward network are 
just reserved for use by the request only after a delay of Δί. 

Likewise, the resources in the forward network are released 
immediately upon latching the processor's data into the des­
tination memory module. Since the network resources for a 
request are not all locked during the entire service period, 
they can offer concurrent services to other requests, which is 
not possible in the CCSMIN. The necessary and sufficient 
condition to implement the function OVF is given by the 
following theorem. 

Theorem 1: The function OVF can be implemented if and 
only if Δί = TM, andw x TD = TM, where TD is the network 
propagation delay, TM is the memory cycle time, and w > 1. 

Proof: The inequality At < TM cannot hold since the 
system is unable to return service before a memory access is 
completed. When w = 1, the network becomes a CCSMIN 
and is therefore removed from consideration. 
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Suppose w X TD = At = TM and there are w requests 
sent to memory modules and serviced during the period TM. 
Services in one memory cluster will be completed in the same 
order as routed through the forward network to the cluster. 
Obviously, the completed services will then be routed in the 
same order through the backward network to the originating 
processors. Thus, jBP^t + TM) is the partner of iFPj(t) for 
all t. When one completed service is being routed through the 
backward path, its partner (forward) path is available for 
other requests, thus satisfying all three conditions of the 
function OVF. 

Assume now that the network is overlapped in w' ways and 
no buffer is used in the network. For the OVF function the 
forward network must be made to support a full utilization of 
memory modules which have the cycle time TM and are inter­
leaved in w ways. That is, it must be able to deliver at least 
w requests to the memory modules during TM. This requires 
a forward network with the propagation delay TD to satisfy 
TD ^ (TM/w)(ox w' > w). If w' > w, there will be an ex­
cessive number of requests to be serviced by the memory 
modules; those requests will be balked, thereby making it 
impossible to meet the third condition of the function OVF. 
Therefore, w' = w. 

When the memory subsystem is fully utilized, one memory 
cluster must be able to return w data/messages via the back­
ward network to processor clusters during TM. Thus, Δί = 
TM = w x TD is necessary. • 

Accurate estimation of the bandwidth of CPU's or pro­
cessors is still an open problem. The estimation should be 
based on the analysis of system workload, which is known to 
be very difficult for general-purpose systems. There are, 
however, two simpler and more practical design methods 
available. The first is the use of the well-known benchmark 
programs, and the second is the use of the worst case esti­
mation. Let \/Tp be the required bandwidth of processors, 
where TP could represent i) the mean memory request cycle 
of processors for the first approach, and ii) the shortest 
memory request cycle for the second approach. The second 
approach obviously requires a higher bandwidth than the 
first. Note that processors make access requests randomly to 
memory modules. 

A useful corollary follows immediately from the above 
observation and Theorem 1. 

Corollary 1: The maximum number of processors within 
one processor cluster is NP = (TP/TD) where TP is the mem­
ory request cycle of processors and TD is the network propa­
gation delay. 

Proof: Let wP be the depth of processor interleaving, 
which is identical to the number of processors within one 
cluster. To have a matched bandwidth between processors 
and the network, (wP/TP) = (w/TM) must hold. Thus, wP = 
(TP/TD) by Theorem 1. • 

This corollary implies that processors can be interleaved 
only when TP> TD. In view of the complexities of micro­
processor and switching elements, the condition TP > TD is 
much easier to meet by using contemporary semiconductor 
technology. It is also possible to have heterogeneous units in 
a processor or memory cluster for perfectly (bandwidth) 
matched systems. This leads to an asymmetric network struc­
ture, i .e. , consisting of switches with different numbers of 

input and output ports. However, homogeneous clusters will 
be used throughout this paper for clarity of presentation. 

For the multiprocessor system under consideration, one 
memory cycle is divided into w network cycles. If the system 
has Ν processors and Ν memory modules, both processors 
and memory modules are grouped into (N/w) processor clus­
ters and (N/w) memory clusters, respectively. Each cluster is 
composed of w processors or memory modules. By the defi­
nition of the function OVF, one and only one processor (or 
memory module) within a cluster is allowed to be connected 
to the network at a time. That is, processors and memory 
modules in a cluster must be interleaved for NOMI. Memory 
modules in a cluster must by physically interleaved and oper­
ate in phases phi91 ^ i ^ w, where ph, Φ phjioxi Φ j , i .e. , 
a w-phase clock is used in each cluster. Processors within a 
cluster can use any clock phase(s), provided that they attempt 
to access memory modules of different phases. Thus, imme­
diate conflicts among these processors are prevented since 
only one processor can access the network and memory 
modules in each phase. This operation must be controlled by 
proper scheduling so as to maximize the performance. How­
ever, such logical interleaving of processors cannot always 
be achieved due to the random nature of memory accesses by 
processors. The impact of direct conflicts within one cluster 
on performance is analyzed in Section IV. 

One potential complexity in the network operation is the 
routing of microprocessors' control signals. Compared to 
memory access operations, many of the control signals on 
microprocessor chips are rarely used, e.g. , interrupts and 
their acknowledgments. Routing of these signals complicates 
the timing control of the network. However, commercial 
translators between different control protocols are available 
for a similar purpose, e .g . , dynamic RAM (DRAM) con­
trollers, bus controllers of some commercial products, etc. 
Thus, we assume that control signals on microprocessor 
chips can be encoded/decoded by the processor-network in­
terface into the conventional data/addresses format with dif­
ferent identification tags. This encoding/decoding process 
can simplify the control signals of the network. 

In conventional designs, a feedback (or asynchronous) 
protocol, i .e . , handshaking, is often used for a service ac­
knowledgment. To obtain a low propagation delay, hand­
shaking is not adopted in the OCSMIN design. Instead, the 
processor's phase number can be transmitted from pn{ to 
the destination mn-r For both read and write operations, the 
source's phase number can be returned to acknowledge the 
completion of service. On the other hand, if the phase number 
is not echoed within Δί , the source cluster will regard that its 
request is dislodged, and the request must be retransmitted. 
A comparison between the handshaking and nonhandshaking 
methods is shown in Fig. 5. The feedback delay reported in 
[12] can be eliminated in our design. 

The switch arbitrator (control unit) interprets routing tags 
and controls the routing of data according to the switch's 
status. There are two modes of operation for the arbitrator: 
predefined priority and asynchronous. In the predefined pri­
ority mode, the priority of each request is fixed a priori. 
Requests of higher priority must always be honored prior to 
requests of lower priority. This is the simplest mechanism 
and can be implemented by combinational circuitry. Asyn-
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Fig. 5. Examples of different communication protocols, (a) The 

handshaking protocol, (b) The nonhandshaking protocol. 

chronous arbitrators outperform the other in a large system, 
but their design complexity is directly proportional to the 
number of their input signals [ 13]. When the number of input 
signals is large, the required circuitry is too complicated to be 
practical. Thus, the asynchronous mode can only work well 
for low-order switches. The predefined priority mode is 
chosen in our design to achieve a low network delay. 

There are w requests to be routed during one memory 
cycle. Thus, w - 1 switching states must be memorized by 
each switch. Fig. 6(a)-(c) shows the different circuitry re­
quired to support OCSMIN's and CCSMIN's. A two-way 
overlapped network can be designed by using one set of 
registers, as shown in Fig. 6(b). When the network is over­
lapped in w ways, w - 1 cascaded shift registers are needed 
for each switch. In addition, the network clock must be w 
times faster than the memory clock to route w requests in one 
memory cycle. As can be seen from Fig. 6, these registers are 
not for buffering data/messages, but are for storing switching 
decisions. 

Static RAM's (SRAM's) and DRAM's are the most popu­
lar main memory components for commercial machines. 
DRAM's are more attractive than SRAM's for these ma­
chines due to their relatively lower price. They have about the 
same access time, but DRAM's have a higher density than 
SRAM's. Although early DRAM and SRAM chips required 
only one phase operation, contemporary commercial DRAM 
chips are standardized to use multiplexed two-phase address­
ing: row (ras) and column selection (cas). On the other hand, 
one-phase operation is still a standard for commercial 
SRAM's [ 14]. In the discussion to follow, by SRAM we mean 
smg/e-phased RAM's , and by DRAM we mean double-

tit • r/f 

(a) (b) (c) 

Fig. 6. Required circuitry for support, (a) CCSMIN. (b) Two-way 
overlapped network, (c) w-way overlapped network. 

phased RAM's . Some of the most popular chips in the market 
clearly exhibit this fact, e .g. , 4K x 8 SRAM's have a 150 ns 
access time, and the operation of 64K x 1 DRAM's is com­
posed of two suboperations, row address select ras and ras 
precharge ( i .e . , cas). Each suboperation requires 150 ns 
under its normal operational mode. The operational principle 
of memory interleaving is well known and is not repeated 
here. The NOMI techniques using DRAM's and SRAM's are 
essentially the same. A minor modification is needed though, 
when DRAM's have an identical time period for both ras and 
cas operations. Figs. 7 and 8 illustrate the difference of two-
way NOMI techniques using DRAM's and SRAM's. 

III. COST ANALYSIS 

There are two problems associated with a network requir­
ing an excessive number of switches and stages. One is its 
enormous wiring, cooling, and power requirement. Such 
physical requirements can cause system performance deg­
radation as well, e .g. , a network delay. The other is the cost 
of the system despite the continuing advances and lowering 
costs in the related device technology. Gates and links to 
route data/messages are the predominant components of the 
network. 

Definition 4: The cost of a CCSMIN (or an OCSMIN) is 
defined to be the number of data gates and links. The cost 
factor is the ratio of the number of data gates to the number 
of processors. 

The number of data gates and links is a better network cost 
index than the number of switches since it expresses the 
network cost at the lowest level. Network delay in a large 
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Fig. 7. Comparison of SRAM operations, (a) CCSMIN. (b) OCSMIN. 

multiprocessor system is known to be significant due to the 
cable propagation delay. For example, in a system with 
512 processors, 521 memory modules, and a 10-stage net­
work, the network delay is shown to be 120 ns and the mem­
ory access time is shown to be 250 ns [15]. Due to its strong 
dependence on the physical construction, the cost of data 
links should be evaluated in terms of the number and length 
of links. It is shown in [16] that although the switch complex­
ity of multistage networks grows as 0(N l o g N ) , the link 
length still grows in 0(N2) complexity. The total number of 
links in a network is proportional to the number of input and 
output ports in each switch used. For simplicity the network 
link length is ignored in our analysis, but the number of links 
is implicitly included in that of data gates. Thus, the result 

shown here is a lower (conservative) bound of performance 
improvement made by the NOMI technique. Note that r2 data 
gates are required for one r x r switch. The cost and cost 
factor of a CCSMIN using r x r switches are rN log,. Ν and 
r log r N, respectively. For a fixed N, the cost factor is a 
monotonically increasing function of r. When the depth of 
NOMI is w, on lyW processors a n d W memory modules have 
to be connected in each phase. This implies that the network 
can be reduced in height and/or width. For an overlapped 
network without changing the order of switches, the total 
number of gates is rN' log r N'. The total number of gates is 
reduced by rN[\ogr ΛΗ - r # T l o g r ΛΗ, and the cost factor of 
the overlapped network becomes (r/vv) [\ogr{N/w)~]. This re­
duction in the number of gates by NOMI is significant. For 
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example, 5120 2 x 2 switches (20480 gates) are required 
for a conventional 10-stage MIN, while only 1024 2 x 2 
switches (4096 gates) are needed to meet the same require­
ment, if the network is overlapped in four ways. On the other 
hand, a slight increase in hardware complexity is needed to 
support NOMI: 1) additional w - 1 shift registers at each 
switch, 2) a network clock w times faster than the memory 
clock, 3) a w-phase clock for each memory cluster, and 4) an 
interface unit capable of matching up the speed of the net­
work and that of processors or memory modules. 

An increase in the switch order generates two mutually 
conflicting effects: higher network cost and better perfor­
mance. However, NOMI can neutralize the increase in the 
network cost without sacrificing the network performance 
since it in general reduces the network size. The following 
theorem states the possible benefit obtainable from a combi­
nation of these two mutually conflicting factors. 

Theorem 2: The cost of a CSMIN can be made mono-
tonically decreasing when 

1) the CCSMIN is replaced by an OCSMIN, 
2) higher order switches are used, and 
3) the relative increase in the overlapping (or interleaving) 

depth is greater than that in the switch order. 
Proof: The cost C o r i g is WV|~logr N~\ for an Ν x Ν system 

connected by a network using r x r switches. If a new net­
work with the overlapping depth w and rf x r' switches is 
used to connect processors and memory modules, then the 
cost of this new network, Cnew, is r '(N/w)[logr>(N/w)~]. Since 
r' > r, the logarithmic factor in is less than or equal to 
that of Cong. We can now consider the factors rN in Cong and 
r'(N/w) in C n e w . Applying the third condition to these factors, 
we get ( r / r ' ) < (νν/νν'), and thus (r'/w')N < (r/w)N. It fol­
lows immediately that C o r i g ^ C n e w . • 

Corollary 2: The cost of an OCSMIN satisfying Theo­
rem 2 is always the same as or lower than that of a bi­
directional CCSMIN. 

Proof: A bidirectional network uses only one network. 
It is composed of tristate data gates and bilateral links for 
bidirectional data transmission. 4 Thus, the cost of a bidirec­
tional CCSMIN is fixed to be (rN/2) \\ogr N\ 

The lowest possible NOMI depth is 2 for an OCSMIN. The 
cost of the two-way overlapped OCSMIN is (rN/2) |~logr N~\ 
when identical switches are used. Since the cost of networks 
satisfying Theorem 2 monotonicaily decreases, the corollary 
obviously holds. • 

IV. PERFORMANCE EVALUATION 

In this section, we comparat ively evaluate both the 
CCSMIN and OCSMIN. In addition to the conventional 
performance parameters, i .e . , blocking factors and network 
bandwidths, we will introduce and evaluate two new pa­
rameters called the mean system access time and execution/ 
access parallelism as metrics for assessing the network 
performance. 

A. Blocking Factors and Bandwidths 

There are numerous models proposed in the literature for 
evaluating the blocking factors of the CCSMIN [17-21] . 

4Note that the NOMI technique cannot be applied to bidirectional networks. 

Most of these models, with minor modifications, can be used 
to compare the b locking factors of the CCSMIN and 
OCSMIN since the blocking factor of the OCSMIN is inde­
pendent of the overlapping depth within each phase. For 
simplicity, we have adopted the same basic assumptions in 
[17] for an Ν x Ν system. 
A l . Requests generated by processors are independent and 

uniformly distributed over all memory modules. 
A2. The network operates synchronously, and every path 

establishment takes one network cycle. Each processor 
generates a new request with probability P. Thus, Ρ is 
also the average number of requests generated per cycle 
by a processor. 

A3. A blocked request is ignored during the current cycle, 
but a new request will be generated at the next cycle. 

It is easy to derive directly the blocking factor equation as 
P / + 1 = 1 - (1 - (Pi/r))r where P, is the probability that a 
request presents at an output port of an r x r switch located 
at stage /, and P 0 is the request rate of a processor cluster. The 
network pass rate is the ratio of requests which pass through 
the network to those made by processors. Let k = log, Ν be 
the number of stages and PCk (or P0k) be the probability that 
a request can pass through the k stages of the CCSMIN 
(OCSMIN). The respect ive network pass rates for the 
CCSMIN and OCSMIN can be calculated by PAc = (PCJP) 
and PAo = (P0JP). 

The memory bandwidth of a large multiprocessor system 
can be improved by NOMI. To compare the performance of 
a CCSMIN to that of a corresponding OCSMIN, each path 
establishment is assumed to take one cycle, and all memory 
modules operate synchronously, i .e . , assumption A2. In the 
CCSMIN's, the second subcycle (ras precharge) of a DRAM 
can occur during the period of routing data back to the pro­
cessor. Thus, memory bandwidths of DRAM's and SRAM's 
can be essentially the same as shown in Fig. 9. The memory 
bandwidths are \/(2TD + TMS) and l / m a x ^ , TD) for the 
CCSMIN and OCSMIN, respectively, where TD is the net­
work delay and TMS is the memory cycle time of an SRAM. 

A relative timing chart for an OCSMIN with DRAM's was 
given in Fig. 8. in a simple OCSMIN without interleaving 
memory modules, the maximum efficiency of the network is 
one half of SRAM's due to the two subcycles required for 
DRAM's. In such a case, the memory bandwidths of both the 
networks become l/(2TD + TMD) and 1/(2 m&x(TMD, TD)) 
where TMD is the memory cycle time of a DRAM. Clearly, not 
much improvement is made via this mode of operation. 

Consider now a fc-stage CCSMIN and an /-stage OCSMIN 
where / = f!ogr(iV/n01- Then their respective network band-
widths are 

Τμ w TM 

where BWC and BW0 are the respective bandwidths of the 
CCSMIN and OCSMIN, PAl is the pass rate of the /-stage 
network, TM is the memory cycle time, TD is the network 
delay, w is the depth of interleaving, and Ν is the number of 
memory modules. When the network is fully loaded, the 
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Fig. 9. Comparison of DRAM and SRAM operations in a CCSMIN. 

utilization factors are 2TD/(TM + 4TD) and 100 percent for 
the CCSMIN and OCSMIN, respectively. Essentially, these 
performance indexes describe the system's capability. 

B. Mean System Access Time 

NOMI can shorten the network delay with a minor hard­
ware overhead. However, this is not a proper way to evaluate 
the design since requests could be blocked when resource 
contention occurs. Thus, the evaluation must also include the 
blocking factor to indicate the network's blocking property. 

Definition 5: The mean system access time is defined as 
sum of the mean time for establishing a path and the fixed 
memory access time. 

Assume that i) the system has reached steady state and the 
network pass rate also reaches some fixed value, and ii) when 
a processor request fails to establish its path in some cycle, 
it will try again at subsequent cycles until it succeeds. Usu­
ally, operation of the CCSMIN is not synchronized with 
memory modules. After a path has been established success­
fully, there is a delay before memory can actually be ac­
cessed, which is assumed to be TM / 2 . Networks with assump­
tion ii) are shown to provide better performance than those 
with blocked requests held on switches [21]. There exists a 
similar delay of TM/2 in the OCSMIN before the desired 
phase occurs. Thus, the mean system access time can be ex­
pressed as 

T0 = ί \2TD 
Jo L 

+ PATM + (1 - PA)PA2TM 

+ (1 - ΡΛ)2ΡΑ3ΤΜ·· dF(P) 

= ί \lTo + \τΜ - TMPA~~~~ Σ ( 1 - PAf J oL 2 S/A , = i J 
dF(P) 

dF(P) (1) 

Tc = JJrM + γ Γ * + PA2TD + (1 - PA)PA(2TD + TD) 

+ (1 -PA)2PA(3TD + TD)' dF(P) 

- f t (1 " PAY dF(P) 

dF(P) (2) 

and 

where F is the distribution function of the request rate. 
The integration in (1) and (2) can be eliminated when the 

request rate Ρ is fixed. In blocking multistage networks, PA 

is a monotonically decreasing function of the network width. 
TD is determined by both the switch delay and the cable delay. 
As shown in (1) and (2), the mean system access times T0 and 
Tc are very sensitive to the network pass rate. For example, 
assuming the memory access time to be 320 ns and the net­
work delay to be 120 ns, with a 30 percent pass rate for a 
random memory access pattern, the mean system access time 
becomes 1000 ns. The system parameters such as the net­
work delay, network size, etc. , interact with one another in 
a complicated form. NOMI can always be applied to crossbar 
networks without increasing the mean system access time. 
On the other hand, the system parameters of blocking net­
works can be tuned so that the mean system access time may 
not increase. This can be done as follows: 

Tc ~ T0 = — TMc + TDc - - - (^2TDo + 

where d = (TDo/TDc) and m = (TMo/TMc). The mean system 
access time of the OCSMIN becomes superior to that of the 
CCSMIN if d < ((1 + PC)/2PC) and m < (3P0/2). For ex­
ample, in crossbar switching networks the pass rate is almost 

k \ \ \ M resource* utilized 

r W W I r e i o u r c e e locked b u t idle 

I V < V < l ra* p recha rge 
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constant (^0 .7 ) [17], a n d P c < l,d < 1, thereby satisfying 
the above condition. Since the pass rate of blocking networks 
varies widely, the NOMI design must be tuned to avoid the 
performance penalty. 

C. Execution/Access Parallelism 

The parallelism among processors of an MIMD machine 
must be examined from the viewpoints of the processor and 
memory subsystems. From the memory subsystem's point of 
view, memory accesses within one cluster are interleaved. 
Simultaneous accesses from a processor cluster to two or 
more memory modules are not allowed. Since every memory 
module can be accessed immediately once its present cycle is 
completed, there is no loss in performance of the memory 
subsystem. 

From the processor subsystem's point of view, there are 
two problems to be addressed. The first is the execution 
parallelism, which represents the processors' capability of 
simultaneous execution of instructions. The second is the 
access parallelism, i .e . , simultaneous memory access capa­
bility. Clearly, processors with CCSMIN's and OCSMIN's 
have an identical execution parallelism due to their mutual 
independence. 

Three access patterns of processors within a cluster are 
used below to compare the access parallelism of OCSMIN's 
and CCSMIN's. 

Case 1: When a memory module is requested by more 
than one processor, then only one processor is permitted. 

Case 2: Each processor accesses memory modules of dif­
ferent phases. 

Case 3: All processors need memory modules of the same 
phase. 

The addressed memory module in Case 1 must be accessed 
by processors serially in both cases of CCSMIN's and 
OCSMIN's. The logical interleaving of processors described 
in Section II-B is achieved when the access pattern is the 
same as in Case 2; thus, the access parallelism among pro­
cessors is maximized. When Case 3 alone is considered, the 
OCSMIN appears to lose the access parallelism to 1/w of 

the CCSMIN. This, of course, is not true since the effect of 
the pass rate on the parallelism must also be included, i .e. , 
(N/w)PA> has to be compared to (N/w)PA. Note that for the 
access pattern corresponding to Case 3 in CCSMIN's, there 
are only (N/w) processors allowed to access memory mod­
ules simultaneously. Thus, the ratio (ΡΑ·/ΡΑ) indicates the 
actual loss/benefit that is obtained from the design of an 
OCSMIN. 

The more general cases are when request patterns are ran­
dom. Note that a phase in the OCSMIN is equivalent to one 
output port of a switch. The analytical models in Section IV-
A can still be adapted, where a processor cluster is treated as 
a w x w switch. We further assume that each phase ph} is 
equally requested by processors. Then, at each p h a s e p h p the 
probability a request appears on the interface pnt is Pph. = 
1 - (1 - (P/w))w. If Pph. is the actual request rate, then the 
rest of the analysis is identical to that of the blocking factor. 
Proper depths of NOMI can improve the access parallelism. 
Consider a simple example system consisting of 1024 pro­
cessors with a four-way NOMI using 4 x 4 switches. Its 
performance is better than a 2 x 2 configuration, but about 
the same as that of the 4 x 4 configuration. Comparison 
among different configurations is shown in Fig. 10. Usually, 
system performance heavi ly depends on the software 
arrangement. As shown in [3], the data storage in SIMD 
machines is often skewed to avoid the direct access conflict. 
The same principle could be applied to NOMI. 

V. CONCLUSION 

We have proposed in this paper a new approach to im­
proving the cost-effectiveness of multistage interconnection 
networks. A significant improvement of the cost-perfor­
mance is made by the overlapping and interleaving tech­
nique. This technique shows its usefulness in matching the 
different bandwidth requirements of subsystems in a large 
multiprocessor system. The drastic reduction in the number 
of switches/gates makes the use of high-order switches 
economically acceptable. It also shortens the network delay 
because of the smaller number of stages required. 
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The cost analysis of an OCSMIN in this paper has only 
provided a lower bound for the improvement made by NOMI 
since it did not include the length of data links. The link 
length can be evaluated only via modeling the physical con­
struction of the network, and such an analysis is closely 
related to the issue of system optimization. In addition to its 
impact on the system cost and performance that we studied 
here, the NOMI technique appears to have a significant 
influence on the system's fault tolerance, reliability, etc. 
These are all interesting and a matter of our future research. 

TM memory subsystem (memory modules and 
interface) cycle time, 

TD network propagation delay, 
Τ ρ processor 's memory-request cycle t ime, 
Ν number of processor (or memory) modules, 
N' = (N/w) number of processor (or memory) clusters, 
Ρ processor request rate, which is a random 

variable, 0 < Ρ < 1 and JodF(P) = 1. 
PAr acceptance rate for a network of configu­

ration r. 5 

NOTATION 

ρε, processor cluster i, 
mci memory cluster i, 
Pij processor located in processor cluster i with 

phase number j , 
rrtij memory module located in memory cluster 

i with phase number j , 
prii network interface unit of processor cluster /, 
mrii network interface unit of memory cluster i, 
r order of a switch, 
w depth of overlapping, which is always asso­

ciated with the memory interleaving of the 
same depth, 

C S M I N circuit switching multistage interconnec­
tion network, 

C C S M I N conventional circuit switching multistage 
interconnection network, 

O C S M I N overlapped circuit switching multistage in­
terconnection network, 

N O M I network overlapping and memory inter­
leaving, 

FSij(k, m) a forward switch located at (ij) and its in­
put port k and output port m are used to 
form an interconnection, 

BSij(k,m) a backward switch located at (ij) and its 
output port k and input port m are used to 
form an interconnection, 

FLij a forward link located at (ij), 
BLy a backward link located at (ij), 
A(t) the request vector appears on the processor 

subsystem at time i, 
11(E) the partner of resource Ε on the forward (or 

backward) network, 
iFPj the set of resources on the forward network 

to support a path from processor cluster / to 
memory cluster j , 

iBPj the set of resources on the backward net­
work to support a path from processor clus­
ter / to memory cluster j , 

Δί the time interval before the partner of a 
forward switch (link) is locked after the 
forward switch (link) is locked, 

CSF(t) interconnection function of a conventional 
circuit switching network, 

OVF(t) interconnection function of an overlapped 
circuit switching network, 
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