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Abstract

This paper proposes a scheme to minimize the ex-
pected recovery cost incurred by a distributed real-
time system as a result of messages failing to meet
their deadline. The scheme is intended for distributed
systems with point—to—point interconnection topology.
The goal of minimizing the expected cost is achieved
by sending multiple copies of a message through dis-
joint routes and thus increasing the probability of
successful message delivery within the deadline. The
number of copies of each message to be sent is deter-
mined by optimizing the tradeoff between the increase
in the message traffic due to additional copies and the
decrease in the probability of a message missing its
deadline.

1 Introduction

Due mainly to their potential for high performance
and high reliability, distributed systems with point-
to—point interconnection networks are increasingly be-
ing used in the control of critical real-time appli-
cations such as avionics, life-support systems, nu-
clear power plants, drive-by-wire applications and
computer-integrated manufacturing systems. A com-
mon feature of all these applications is that they can
fail not only due to loss of components but also due
to time-critical tasks failing to complete their execu-
tion within the assigned deadline. Since tasks have
to often exchange messages with other tasks in order
to accomplish their common goal, it is important to
ensure a reliable and timely delivery of all messages
sent by time-critical tasks. By “timely” we mean each
message must delivered within the deadline assigned
to it.

When a message misses its assigned deadline, the
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system incurs a cost to recover the information con-
tained in that message. This cost will be small if the
system can recover by simply ignoring the late mes-
sage. For example, if the late message contained a
sensor value, then the related tasks may be able to
estimate that value at the risk of introducing some er-
ror in the current computation. On the other hand,
if the recovery action involves execution of some ad-
ditional tasks, then the cost depends on the nature of
the additional tasks. In the worst case, the cost will be
extremely large, especially if the recovery action fails
either due to lack of resources or time!. The primary
objective of the scheme proposed in this paper is to
minimize the expected cost incurred by the system as
a result of messages failing to meet their deadlines.
Most existing schemes for message passing un-
der deadline constraints are mainly intended for dis-
tributed systems in which the nodes are intercon-
nected through a multiple access network such as a
broadcast bus or a token ring [5, 9, 10]. However,
due to the inherent susceptibility of multiple access
networks to single-point failures, distributed systems
with a point—to-point interconnection topology such
as meshes and hypercubes are increasingly being used
in critical real-time applications. Therefore, in this
paper, we propose a scheme specifically intended for a
distributed system with a point-to—point interconnec-
tion topology. Further, instead of proposing a policy
for selecting the next message for transmission as in
other schemes, we propose a scheme to reduce the de-
lay in the delivery of the selected message. Each node
uses an existing policy like Minimum-Deadline-First
to select the next message for transmission and then
uses the proposed scheme to reduce delivery delays.
Smaller delivery times are achieved by making use
of the multiple disjoint routes that exist in a point-
to-point interconnection topology. Depending on the

1Technically, the cost may be infinite if the system fails as
a result of a message failing to meet its deadline. However, for
analytic tractability, we will assume that the cost is finite, albeit
very large as compared to other costs in the system.



deadline and the criticality of the message, the origi-
nating/source node chooses to send one or more copies
of the message through disjoint routes. A message
that is sent through more than one disjoint route has
a higher probability of meeting the deadline because
at least one of the copies is likely to traverse a less
congested route and hence get delivered before the
deadline. However, by sending more copies, the aver-
age message traffic on the network increases, thereby
possibly increasing the time required to deliver each
copy. In the proposed scheme, the number of copies
to be sent is chosen in such a way that the expected
cost incurred as a result of messages failing to meet
their deadlines is minimized.

Numerical experiments were carried out to gauge
the benefits of the proposed approach. In all the cases
considered, the reduction in the expected cost were in
the order 70-90% for realistic network loads. In ad-
dition, the proposed approach has an advantage that
it is less likely to be susceptible to node/link failures.
The likelithood of losing a critical message due to a
faulty node/link is reduced because the proposed ap-
proach will send more than one copy of a very critical
message through disjoint routes. The use of multi-
ple copies to ensure reliable delivery in the presence
of component failures has been addressed by others
(2, 6]. Our work is unique in the sense that it deals
with the problem of failures due to congestion. Al-
though one could integrate our approach with other
schemes for ensuring reliable delivery, description of
such an integrated scheme is beyond the scope of this
paper.

This paper is organized as follows. Section 2 de-
scribes the target distributed system. Section 3 de-
scribes the proposed scheme. The objective used to
determine the optimal number of copies is formalized
in Section 4.2 and a numerical example is presented
in Section 4.3. The paper concludes with Section 5.

2 System Model

The target system is comprised of a set of process-
ing nodes communicating through a point-to-point
interconnection topology. Each node executes a set of
real-time tasks, each with an assigned deadline. Based
on the task deadline, a deadline is assigned to every
message the task sends (i.e., message deadline). Some
cost will be incurred whenever a message fails to meet
its assigned deadline. We want to develop a message
passing scheme that minimizes the expected cost in-
curred as a result of messages missing their deadlines.

The messages generated in the system and the mes-
sage passing scheme are assumed to have the following
characteristics:

MI1. Messages are generated at each node according

to a Poisson process with rate A,.
M2. The message lengths are exponentially dis-
tributed with mean £. This in turn implies an
exponentially distributed message service time
at each node with rate p, where u = a/Z for
some constant « that represents the time re-
quired to transmit one byte if £ is expressed in
bytes.
M3. Messages belong to one of n criticality classes.
With each class i, we associate a cost K; that
represents the average cost incurred as a result
of any one of the messages in that class miss-
ing its deadline. The probability of a generated
message belonging to class 7 is ¢;.
M4. Nodes have no preferential direction for com-
munication. The probability of a node sending
a message to another node that is A hops away
is qn. This probability is assumed to be inde-
pendent of the criticality class of the message.
M5. The deadline of a message that has to traverse h
hops has a known probability density function,
Sfor(u), with mean 7.
M6. Messages with higher criticality? are selected
(for transmission) ahead of messages with lower
criticality. Among messages with same critical-
ity, the selection is based on a first-come-first-
served basis.

Modeling assumptions M1-M5 define the character-
istics of a message in our system while M6 specifies the
message scheduling algorithm used by each node. It is
possible to increase the probability of a message meet-
ing its deadline by using policies such as Minimum-
Deadline-First among messages of the same criticality
class. However, we have chosen to use the first-come-
first-served policy because of its analytic tractability.

In addition to M1-M5, we will make the following
two assumptions only for the purpose of efficiently de-
termining the number of copies of each message to be
sent. Even without these two assumptions, the ben-
efits of the multiple copy approach are substantial as
shown later in Section 4.3.

M7. The length of a message is regenerated at each
intermediate node of its route and is indepen-
dent of its length at other intermediate nodes.

2A message is said to have higher criticality if it belongs to
class with a larger average cost.



MS8. The delivery time of messages through disjoint
routes are mutually independent.

MT is commonly referred to as Kleinrock’s indepen-
dence assumption [4]. Although M7 is unrealistic in
practice, several empirical studies have shown that the
mean message delivery times computed using this as-
sumption closely matches the actual mean message
delivery times [4]. However, the knowledge of mean
message delivery times is not sufficient to determine
the expected cost incurred as a result of messages fail-
ing to meet their deadlines. To compute the expected
cost, we need to determine the probability distribution
function (PDF) of message delivery times.

The PDF of message delivery times cannot be accu-
rately determined using M7 and M8. However, even
a crude approximation of the PDF seems to be suffi-
cient to determine the number of copies of each mes-
sage that results in a substantial reduction in the ex-
pected cost incurred by the system. This result is
demonstrated through several numerical experiments
with the help of a simulator that does not make use
of these two assumptions (see Section 4.3).

3 Proposed Scheme

The basic idea of the proposed scheme is as follows.
When a message is selected for transmission at the
source node, the message scheduler at that node de-
termines the number of copies of this message to be
sent on the network. These copies will be routed to the
destination node through a set of disjoint routes. The
rationale behind this approach is that more the num-
ber of copies, the higher the probability that at least
one of these copies will reach the destination before the
deadline. However, as the number of copies increases,
the message traffic on the network increases, thereby
increasing the delivery time for each copy. There is
therefore a tradeoff between the number of copies of
each message and the expected cost incurred as a re-
sult of messages missing their deadlines.

Intuitively, the number of copies selected by the
source node for a given message should depend on
three factors: its criticality and deadline, and the
number of hops it has to traverse. For example, when
the other two factors are identical, it is advantageous
to send more copies of a message with higher criti-
cality, or the message with a shorter deadline or the
message that has to traverse fewer hops. However,
determining the optimal number of copies to be sent
based on all the three factors can be computationally
very expensive. Therefore, in this paper, the number
of copies for a particular message will be based only
on the criticality and the number of hops the mes-
sage has to traverse. Since our numerical experiments
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have indicated that the percentage reductions in the
expected cost are in the range of 70-90% for realistic
network loads, we believe that ignoring the deadline
factor while determining the number of copies is not
a major problem.

3.1 Formal Description

The message handler at each node can be described
in terms of two concurrent processes: S_process and
D_process. 'The S_process is responsible for trans-
mitting the messages to the neighboring nodes while
D_process is responsible for receiving the messages
destined for the local node. A formal description of
S_process and D_process are shown in Fig. 1. In this
description each message is represented by a triple
(c,d, h) where c is the criticality of the message, d is
the deadline, and h is the number of hops the message
has to traverse. The description is also made in terms
of the following global parameters and functions.

pg: The normalized message generation rate at each
node. That is, it is the ratio of the message generation
rate at each node (\;) to the message service rate at
that node (p).

Copies[pg][c][h]: A pre-computed array containing the
number of copies of a message to be sent given the nor-
malized message generation rate (pg), the criticality of
the message (c), and the number of hops the message
has to traverse (h). An algorithm to compute this
array is discussed in Section 4 2.

next( ): Returns the next message to be transmitted
based on some message scheduling policy. This call
blocks if there are no messages for transmission.

send(M, k): Determines k disjoint routes to the des-
tination of message M and then transmits copies of
the message to the neighboring nodes identified by
the disjoint routes.

relay(M): Relays a single copy of the message to the
neighbor specified in the route of the message.

receive( ): Returns a message that has not been pro-
cessed from the set of messages that are destined for
the local node. This call blocks if there are no mes-
sages for processing.

S_process : This process is responsible for transmit-
ting the messages from a node. If the message being
transmitted was generated locally, then S_process de-
termines the number of copies of the message to be
sent and the route for each of the copies. It then
transmits the copies to the neighbors identified by the
disjoint routes. On the other hand, if the message



S_process

1. loop forever

2 (c, d, h) := next();

3 if (c,d,h) was generated locally

4. no.of_copies := Copies[py][c][h];
5. send((e, d, h), no_of_copies);

6 else

7 relay((c, d, h));

8 endif

9. endloop.

D_process
loop forever
(c, d, h) := receive( );
if (¢, d, h) is the first copy to be received
deliver (¢, d, h) to the waiting process;
else
discard (e, d, h);
endif
endloop.

XN O~

Figure 1: S_process and D_process

originated from some other node, then S_process sim-
ply relays the message to the neighbor specified in the
route of the message.

When S_process has to determine the number of
copies of a message to be sent, it looks up a table
of pre-computed values. The main advantage of this
table-driven scheme is that the overhead is minimal
when the system is in operation. At first glance, this
scheme might seem to be memory-intensive. However,
as we will show later, the optimal number of copies of
each message does not change rapidly with p,. There-
fore, one can easily partition the range of p,, namely
[0,8), for some B < 1, into a few disjoint intervals
and assume that the optimal solution does not change
within each interval. It is necessary to restrict p, to
the range less than [0,1) because each node has to
service not only all the messages generated at that
node, but also all the transit messages that are being
relayed through the node. The value of § depends
on the topology, the communication pattern between
the real-time tasks and the message routing algorithm
used. For a given topology, one can easily compute
the value of § if the associated queueing network has
a product-form solution [3]. The assumptions M1-
M8 are sufficient to ensure a product-form solution for
the associated queueing network. For a regular homo-
geneous topology satisfying the assumptions M1-M8,
one can show that the range of p, (or equivalently the
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range of Ag) should be such that p, = A;/u < 1 where
H

At is related to Ay by the equation A; = A, Zh - qh,

h=1
where H is the maximum number of hops a message
has to traverse in this topology and g3 is as defined in
M4.

If more than one copy of the message are to be sent,
then S_process has to determine a set of disjoint routes
(one for each copy) to the destination. This can be
easily done for most regular topologies such as the
hypercube [8] and C-wrapped hexagonal mesh {1].

D_process :This process is responsible for receiving the
messages destined for a local node. Since the local
node will receive one or more copies of each message,
D_process has to identify the duplicate copies of each
message. This can be done by using message iden-
tifiers. Such techniques are currently being used to
recover from lost messages. Therefore, there is no real
additional penalty at the destination end in using the
proposed scheme.

It is clear from the above description that the time
overhead of using the proposed scheme is minimal
while the system is in operation. However, to demon-
strate the viability of our scheme, we need to show
that:

¢ The pre-computed table of values used by
S_process can be easily determined in an off-line
mode.

o There is significant reduction in the expected cost
incurred as a result of using the proposed scheme.

The rest of this paper addresses these two issues.

4 Determination of the Opti-

mal Number of Copies

In this section, we first describe the derivation of
the probability distribution function (PDF) of mes-
sage delivery times in a system satisfying the assump-
tions M1-M8 in Section 2. This PDF is required to
analytically estimate the expected cost incurred as a
result of messages missing their deadlines. An ex-
pression for this analytic estimate using the PDF is
also derived in this section. Finally, in this section,
we present some numerical examples to illustrate the
benefits of using the multiple copy approach.

4.1 PDF of Message Delivery Times

It is very difficult to compute the exact PDF of mes-
sage delivery times in a queueing network with multi-
ple classes of messages and prioritized service. There-
fore, we approximate the PDFs as follows. Without



loss of generality, one can assume K; > K3 > -+ 2
K,. Consider the messages in class 1. Since the mes-
sages in this class have the highest priority, their deliv-
ery times are unaffected by the existence of the other
classes of messages. Therefore, for this class, the sys-
tem behaves as a “product-form network” [3] in which
each node acts as an independent M/M/1 queue with
arrival rate A1 and service rate u, where A; 1 is the to-
tal throughput at each node due to messages of class
1 generated at that node and in-transit messages of
class 1 relayed through that node. For a regular ho-
mogeneous topology, Ay,; can be derived from A, as:

H
/\t,l = le\g Eh *qh
h=1

where ¢y, Ay, H, and g, are as introduced in Section 2.

From the above facts, one can derive the PDF of
delivery times for a message of class 1 traversing h
hops [4] as

- "‘“E Alt (4.1)
/\tl

Fa(Ag,pt|1)

where A p(l-— (4.2)

For other classes, then computation of the PDF of
message delivery times is not easy because these mes-
sages have to wait behind messages from higher pri-
ority classes. Therefore, we approximate the PDF by
using expressions similar to that of class 1 except with
higher message generation rates. That is, let the PDF
of delivery times of any class i =1,2,...,n be

Fh(Agy”)t | l)

h-1 k
~A; (A‘t)
1™ Z ]
=1

(1-——— and

where

]

A;

i H

Ati A Y Z h - qn.
k=1 h=

4.2 Formulation of the

Function

In this subsection, we formalize the objective used
to compute the number of copies of a message to be
sent given its criticality class and deadline, and the
number of hops it has to travel. The objective is to
minimize the expected cost incurred as a result of mes-
sages missing their deadlines.

Objective
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The expected cost can be expressed as

n H
E[cost] = E z ci-qn-K;-P

i=1 h=1

[mess. missing deadl.%, k],

(4.4)
where H is the maximum number of hops a message
has to traverse in the interconnection network, ¢;, Kj;
and gp are as defined in modeling assumptions M1~
M4, and P[mess. missing deadLl.|z, h] is the conditional
probability of message missing its deadline given that
it belongs to class i and that it has to traverse h hops.

The P[mess. missing deadl.|¢, h] is a function of the
network traffic and the deadline of the message. It
can be computed from the PDF of message delivery
times as follows. Let m;(py,h,t) denote the design
parameter that is equal to the number of copies used
by the source node for a message of class i, traversing
h hops and having a deadline ¢ when the normalized
message generation rate at each node is p;. Then, the
increased message traffic on the network caused by
the additional copies of each message can be thought
of as an increased message generation rate. That is,
the effective message generation rate at each node, A,
is given by

Ae = Ay ZZ/ ¢i - qn - mi(pg, h,t) - fon(t)dt.

i=1 h=1

(4.5)
In the above equation, ¢;-gj is the probability of a mes-
sage being in class i and traversing h hops, m;(py, h,t)
is the number of copies of that message and fpa(t) is
the probability density function of the deadline of the
message. If the multiple copy approach is not being
used, then m;(py, h,t) = 1 for all ¢, pg, h and ¢ and
therefore, A, = A;. However, if the multiple copy ap-
proach is being used, then m;(py, h,t) > 1 for some i,
pg, h and t. In that case, Ae > Ag.

For this effective message generation rate, the prob-
ability of timely delivery of a single copy of a given
message of class ¢ with deadline ¢ and traversing h
hops is Fy(Ae, p,t | ©) where Fj(XAe,p,t|14) is given by
Eq. (4.3). Therefore, from M8, if m;(py, h,t) copies of
the message are sent, then

P[mess. missing deadl.|i, k] =
[ = Bt 1m0 gou eyt
t=0

(4.6)
Combining Eqs. (4.4) and (4.6), we get
Efcost] = ZZ/ ci qn- Ki- fou(t)-
i=1 h=1
[L— Fa(he, p, t | )™ PoPDat. (4.7



The problem then is to determine a set functions
m;(py, h,t) that minimizes the expected cost in Eq.
(4.7). Clearly, the above objective is difficult to min-
imize. We therefore impose the following restrictions
on the possible solutions for m;(py, h,t).

1. my(pg, h,t)) = my(py,h,ty) for all #,t, €
[0, 00).

2. my(py, h,t) < M} for some constants My, h =
1,2,...,H and for all t € [0, 00).

3. K; > K; implies m;(pg, h,t) > m;(py, h,t) for
all ¢t € [0, 00).

4. mi(pg,h — 1,t) > mi(py, h,t) for all h
2,3,...,H and for all t € [0, 00).

The first condition means that the deadline of the
message is ignored when making decisions on the num-
ber of copies to be sent. The second condition arises
from the connectivity of the interconnection topol-
ogy. Basically, M} denotes the total number of dis-
Joint routes between any two nodes that are h hops
away from each other. The third condition implies
that more copies of a message are sent if the message
has higher criticality. This is intuitively appealing be-
cause a higher cost will be incurred if a more critical
message misses its deadline. The fourth condition im-
plies that more copies of a message are sent if the
message has to traverse fewer hops. This is because
messages traversing fewer number of hops are more
likely to miss their deadlines since they have fewer
chances to make up the unduly large delays they may
encounter at some nodes®. This, of course, will be par-
tially offset by the fact that messages traversing more
hops are more likely to encounter unduly large delays
at some nodes. However, we observed from a simula-
tor (cf. Section 4.3) that the first situation dominated
the second one and messages traversing fewer number
of hops were more likely to miss their deadlines.

With the above simplifications, it is possible to
search the space for an optimal solution. The results
obtained by minimizing the simplified objective for a

C-wrapped hexagonal mesh and hypercube topologies ;
are given in the following section. Due to the above

simplifications and due to the approximations made
in estimating the PDF of message delivery times, the
results obtained are sub-optimal. The numerical ex-
amples in the following section also show the further
improvements that can be achieved by using the mul-
tiple copy approach if we could efficiently determine
the optimal number of copies without any of the above
simplifications.

3We have implicitly assumed that in a good design messages
traversing more hops will usually have larger deadlines.
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4.3 Numerical Examples

In this section, the benefits of the proposed scheme
are illustrated through a numerical example for a C-
wrapped hexagonal mesh topology [1]. Similar exam-
ples were conducted for a hypercube topology and the
results for those examples are presented in [7].

The numerical experiments were conducted as fol-
lows. Given a set of input parameters, the heuristic
proposed in Section 4.2 was used to determine the
number of copies to be sent for a given message. The
number of copies as determined by the heuristic was
used in a simulator that implemented both the tradi-
tional single copy approach and the proposed multi-
ple copy approach. This allowed us to compare the
expected cost incurred in the traditional single copy
approach and the proposed multiple copy approach
without some of the simplifying assumptions made
in the heuristic method. For instance, the simula-
tor relied only on assumptions M1-M6 and not on as-
sumptions M7 and M8. The simulator also took into
account other realistic constraints such as assuming
that all messages are at least 64 bytes long to account
for header information. Further, unlike the heuristic
method, the simulator did not make any assumptions
about PDF of message delivery times. Consequently,
the reduction in the expected cost observed in the sim-
ulator reflects the actual reduction one would observe
in practice as a result of using the proposed scheme.
In the rest of this section, we present the results so ob-
tained from the simulator for the C-wrapped hexag-
onal mesh topology and the hypercube topology for
various input parameters.

A C-wrapped hexagonal mesh topology [1] is a reg-
ular, homogeneous graph in which each node has six
neighbors. The key aspect of this topology is that
there are six disjoint routes between any two nodes.
However, the six disjoint routes between a given pair
of nodes are not necessarily of the same length. One of
the reasons for studying this topology is to see whether
the multiple copy scheme is advantageous even when
the multiple routes are not of the same length.

Table 1 shows the number of copies as determined
by the proposed heuristic method in a C-wrapped
hexagonal mesh of dimension five. This table is pro-
vided to the system (in our case, the simulator) at
startup time. When a node wants to send a message,
it selects the number of copies based on the estimated
network load, the shortest distance to the destination,
the type of the destination depending on whether or
not the destination lies on the principal axes (PA) and
the criticality class of the message.? The table only

4The source has to determine whether or not the destination
lies on the principal axes because the lengths of six disjoint



Load 0.1 || Load 0.2 || Load 0.6
Class Class Class

Hops | Type T2 3 [1J2]31]2]3
1 PA 3122322211
2 PA 21212121111 ff1f{1}1
2 NPA ([2]2(2f21|1f{1|1]|1
3 PA 21111211111 ]1
3 NPA {21 |1]f211|11|1}]1
4 PA 2111211111
4 NPA || 2|1]1Qf2t1 11|11

PA: in principal axes; NPA: not in principal axes

Table 1: Number of copies as determined by the pro-
posed heuristic method

shows a few selected loads because, for loads between
0.2 and 0.6 the solution was the same as that for 0.2.
Similarly, the solution was the same as that for 0.6 for
loads in the range of 0.6 to 0.8. This is significant be-
cause the pre-computed set of copies can be stored for
on-line use without a considerable memory overhead.

The other parameters that were used in determining
these copies are described below. These parameters
were chosen solely for the sake of illustration. We
have conducted many experiments by varying these
parameters. Although the actual results change with
the parameters, the conclusions that we can draw from
the following set of parameters are typical.

1. Messages were assumed to belong to one of three
classes. The probabilities of a message being in
class 1, 2 or 3 were 0.1, 0.25 and 0.65, respectively.

2. The costs incurred when a message of class 1, 2
or 3 misses its deadline were assumed to be 625.0,
25.0, 1.0.

3. The probability of a node communicating with
any other node was assumed to be inversely pro-
portional to the length of shortest route between
the two nodes.

4. The deadline of a message was a function of its
criticality class as well as the number of hops it
had to traverse. Given the criticality class of a
message and the number of hops it has to tra-
verse, the deadline of that message was taken
from a uniform distribution centered around five

routes in a C—wrapped hexagonal mesh depend on that factor

(7}
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Figure 2: % reduction in expected cost for different
input parameters in C-wrapped hexagonal mesh of di-
mension 5

times the mean delivery time of that message
when the network load is 0.3. The deadlines var-
ied from 3/5ths to 7/5ths of the mean deadline.
In particular, note that the deadline distribution
did not depend on the actual network load.

5. The message service rate at each node was a func-
tion of its length. Each node was assumed to
be capable of transmitting at a rate of 667,000
bytes/sec to a neighboring node in the hexagonal
mesh.

Curve A in Fig. 2 shows the percentage reduction in
the expected cost as observed in the simulator when
multiple copies of a message were sent using Table 1.
Curve B has the same parameters as in Curve A ex-
cept that the costs incurred when a message of class
1, 2 or 3 misses its deadline were assumed to be 100.0,
10.0, 1.0 instead of 625.0, 25.0 and 1.0. Although the
number of copies to be sent changes with the rela-
tive cost of different classes (not shown in the figure),
the percentage reduction in the expected cost does
not change significantly. In fact, as the ratio of cost
of class 1 to cost of class 3 decreases, the number of
copies to be sent decreases. When the ratio is one, all
messages belong to the same class and it is not bene-
ficial to send more than one copy of any message. At



Criticality class
1[]2]3]
Single copy | 163 | 197 | 585
Multiple copy | 4 | 139 | 535

Approach

Table 2: Count of messages out of 200,000 that failed
to meet their deadlines

the other end — that is, as the ratio of class 1 to cost
of class 3 increases — the number of copies to be sent
does not increase beyond a certain point. Further,
we observed through a series of experiments that the
number of copies is not very sensitive to the actual
ratio of the costs. This is important because we may
not be able to accurately determine the cost incurred
for different classes of messages.

Curve C has the same parameters as Curve A ex-
cept that the probability of a node communicating
with other nodes was assumed to be independent of
the distance between the two nodes. We assumed that
each node is equally likely to communicate with every
other node. Curve D also has the same parameters
as Curve A except that the deadline constraints are
less stringent. Given a message the deadline of that
message was taken from a uniform distribution cen-
tered around seven times (as opposed to five times
for curve A) the mean delivery time of that message
when the network load is 0.3. The deadlines varied
from 5/7ths to 9/7ths of the mean deadline. Here,
again the percentage reductions in the expected cost
are substantial.

Table 2 shows the the actual count of messages out
of a total of 200,000 messages that failed to meet their
deadline in the traditional single copy approach and
the multiple copy approach when the network load was
0.3 and the other parameters as in Table 1. It is clear
from this table that there is a considerable reduction
in the number of highly critical messages that missed
their deadline without much change in the number of
non-critical messages missing their deadlines.

5 Conclusion

A scheme was proposed to minimize the expected
cost incurred as a result of messages missing their
deadlines. The scheme made use of the multiple dis-
joint routes in a point-to-point interconnection net-
work to send one or more copies of a message depend-
ing the criticality and the number of hops the message
has to traverse. A numerical example was presented
to illustrate the reduction in the expected cost as a
result of using the proposed approach. The numerical
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example showed that reductions of more than 70% can
be achieved at low to moderate loads. At high loads
the reductions were in the range of 10-40%. Since the
proposed scheme imposes minimal overhead while the
system is in operation, it can be easily implemented
along with the existing schemes for message passing
under deadline constraints to achieve substantial im-
provements in message delivery times.
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