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Among other requirements, intelligent man-
ufacturing systems must provide methods by
which the low-level control of ongoing man-
ufacturing processes can be subjected to the
higher-level influence of intelligent processing
(either human or artificial). That is, the real-
time control of individual devices must be mod-
ulated both by considerations of dependencies
between devices and by broader considerations
of longer-term goals and expectations.

Our research has focused on the problems
that arise when trying to integrate classical
AT planning methods with the rigid perform-
ance guarantees required by real-time domains.
Manufacturing domains clearly require control
systems that provide real-time response guar-
antees to ensure, for example, that machines
on an assembly line will process arriving parts
in a timely fashion and avoid dropping, miss-
ing, or damaging materials. At the same time,
the move towards flexible, intelligent manufac-
turing has made it imperative that these sys-
tems have the ability to deal with dynamic
or uncertain environments that may include
changing production goals and schedules, chan-
ging deadlines, uncertain part positions, etc.
Unfortunately, the various Al and scheduling
methods that have been developed to deal with
these types of difficult problems are not suited

to real-time guarantees. These methods gen-
erally involve heuristic search in exponential
search spaces, so that, in the worst case, their
processing time requirements are exponential.
As a result, it is not possible to allocate suf-
ficient computational resources to guarantee
that these large-scale search problems can be
solved within rigid deadlines.

To address this problem of integrating real-
time and Al processing, we have investigated
the Cooperative Intelligent Real-time Control
Architecture (CIRCA) [1, 2], which is designed
to support both hard real-time response guar-
antees and unrestricted Al methods that can
guide those real-time responses. Figure 1 illus-
trates the architecture, in which an Al subsys-
tem (AIS) reasons about high-level problems
that require its powerful but uncertain reason-
ing methods, while a separate real-time sub-
system (RTS) uses its predictable performance
characteristics to deal with low-level problems
that require guaranteed response times.

Prototype implementations of CIRCA have
been applied to two domains. In the first ver-
sion, the system piloted a Hero 2000 mobile
robot through the hallways of our building,
providing guaranteed collision avoidance reac-
tions and search-based navigation.
version of the system controls a simulated
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Figure 1: The Cooperative Intelligent Real-Time Control Architecture.

Puma robot arm, which must pack parts ar-
riving on a conveyor belt into a nearby box.
The parts can have several shapes (e.g., square,
rectangle, triangle), each of which requires a
different packing strategy. The control system
may not initially know how to pack all of the
possible types of parts— it may have to perform
some search algorithm to derive an appropriate
box-packing strategy. The robot arm is also
responsible for reacting to an emergency alert
light. If the light goes on, the system must
push the button next to the light before a fixed
deadline.

CIRCA’s goal is to be “intelligent about
real-time,” as opposed to being “intelligent in
real-time.” That is, CIRCA’s Al processing
is not constrained to meet deadlines. In-
stead, the RTS is responsible for executing re-
actions that are guaranteed to meet the do-
main’s hard deadlines, while the AIS executes
less-predictable search algorithms that address
higher-level problems without hard deadlines.
For example, in our Puma arm domain, the
RTS is programmed (by the AIS) with a set of
reactions (cast as test-action pairs, or TAPs)
that are known to respond in time to emer-
gency alerts and to the arrival of parts on
the conveyor belt. While the RTS is execut-
ing those reactions, ensuring that the system
avoids failure, the AIS is able to execute high-
variance heuristic search methods to find the
next appropriate set of reactions. In the ex-
ample domain, the AIS may derive a new box-
packing algorithm that can handle a new type
of arriving part. The derivation of this new

algorithm does not need to meet a hard dead-
line, because the reactions concurrently execut-
ing on the RTS will continue handling all ar-
riving parts, just stacking unfamiliar ones on
a nearby table temporarily. When the new
box-packing algorithm has been developed and
integrated with additional reactions that pre-
vent failure, the new schedule of reactions can
be downloaded to the RTS. Thus CIRCA is
able to apply unrestricted Al methods to diffi-
cult, high-level problems while also guarantee-
ing low-level control responses that will meet
deadlines.

Our investigations of CIRCA to date have fo-
cused on two main features. First, we have de-
veloped a scheduling module and a structured
interface that allow the unconstrained Al sub-
system to asynchronously direct the real-time
subsystem without violating any response-time
guarantees. The scheduling module is given
information about the resources available to
the RTS, and attempts to build guaranteed
schedules of reactions that are suggested by the
ATS. If the RTS resources are not sufficient to
guarantee all of the desired reactions, the AIS
and Scheduler engage in an iterative process of
trading off various performance characteristics
in exchange for lowered resource requirements.
When a schedule is finally produced by this co-
operative reasoning, the AIS can download the

new schedule to the RTS.
The AIS/RTS interface relies on incre-

mental, non-blocking communication that is
scheduled explicitly within the test-action pairs
executed by the RTS. Thus communication in



and out of the RTS is predictable, and cannot
cause any guaranteed RTS reactions to miss
their deadlines; the RTS never waits for com-
munication from the AIS. Switching execution
from one schedule of reactions to another is
likewise a very rapid and predictable opera-
tion which is accounted for in the RTS reaction
schedules.

Our second research focus has been the
methods used by the AIS to derive the set of
reactions that should be executed by the RTS.
The AIS reasons about an internal model of
the world and the actions that the RTS can
take to sense and affect the world. We have
developed a formal definition of this model of
agent/environment interactions, and the as-
sumptions on which the model is based [2].
Within the context of this model, we have
shown how CIRCA’s reactive control plans can
be proven to simultaneously guarantee the sys-
tem’s safety and achieve its high-level goals.
We have implemented an algorithm that sim-
ultaneously builds up the set of possible world
states and plans reactions as needed to avoid
system failures and achieve the system’s goals.
Together with the scheduling module, this
world modeling and planning mechanism es-
sentially automates the generation of a stable
real-time control plan tailored to the expected
world states.

In summary, our research on CIRCA rep-
resents a first step towards an integrated sys-
tem supporting both the real-time response
guarantees required for low-level control and
the uncertain, search-based Al algorithms used
to address high-level, goal-directed planning
and scheduling. Integrating these capabilities
will be an essential feature of future intelligent
manufacturing systems.
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