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Abstract message start-ups at the expense of increased message-

ansmission time. At the other extreme, the message-
ansmission time is significantly reduced at the expense of
increased number of message start-ups. The algorithm is
structured to yield intermediate solutions, i.e., the number
of message start-ups can be slightly increased and the mes-
age- transmission time reduced accordingly. The ability to
onfigure these algorithms allows us to match the algo-
ithm characteristics with machine characteristics based on
essage-initiation overhead and link speeds, to minimize
verall execution time. In effect the algorithms can be con-
iIgured to strike a balance between direct and message-
ombining approaches on a specific architecture for a
iven problem size.

Complete exchange communications are found necessar?
in many important parallel algorithms. This paper presents r
algorithms for complete exchange for 2D torus-connected
multiprocessors. The proposed algorithms are unique in
that they are configurable while trading the time for mes-
sage startups against larger message sizes. At one extrem
the algorithm minimizes the number of message startups al
the expense of increased message-transmission time. At t
other extreme, the message-transmission time is reduced
the expense of increased number of message startups. T
algorithms are structured such that intermediate solutions
are feasible, i.e., the number of message startups can b
increased slightly and the message-transmission time i
correspondingly reduced. The ability to configure these 2 performance Model and Parameters
algorithms makes the proposed algorithms distinct from
others and leads to efficient portable implementation of Our target architecture is a torus-connected, wormhole-
complete exchange algorithms. switched multiprocessor. Each message is partitioned into
. a number oflits. We assume that each processorMéss-
1. Introduction tinct m-flit message blocks. We also assume that the chan-

In distributed memory multicomputer systems, it is often N€l i one flit wide and each processor has one pair of
required that each processor communicates its data with alflj€ction/consumption buffers for the internal processor-
other processors. Thall-to-all personalizedor complete router channel (i.e., one-port architecture). All links are
exchangeis one of the most demanding communication fUll duplex channels. ,
patterns in parallel computing. In this communication pat- We will focus on the two dominant components of mes-
tern, every processor communicates a block of distinct datssage latency: start-up timé)(and message-transmission
to every other processor in the system [2,3,5,6]. Many sci-time (). In our model, a step is the basic unit of conten-
entific applications require the all-to-all personalized tion-free communication, i.e., in one-time step, a set of
exchange communication pattern. nodes can communicate via disjoint network paths. The

Several studies by Bokhari and Berryman [1], Sureder duration of a step is determined by the message size and,
al. [16] and Tsenget al. [19] have produced algorithms for large messages, is insensitive to the distance between

using message combining &f x 2° meshes or tori. TheseCOmmunicating nodes. The number of steps corresponds to
the number of message start-ups. A phase is a sequence of

algorithms incur ano(2®)  execution time due to messagemtiple steps.
start-ups ando(2*) time due to message transmissions3 | ith
Recently, Suh and Yalamanchili [13] proposed algorithms 3 WO Algorithms

using message combining izf x2¢  ardx2%x 2 tori  We now summarize two algorithms (T1 and T2) pro-
having time complexities 0b(d)  due to message start-upsposed in [13]. They are message-combining algorithms

3dy ady : with a bottom-up approach. The communication proceeds
{argcrjlsorgziss)iogg 2D) oro(2™) (in 3D) time due to message ¢ 2 \umber of phases and, within each phase, the algo-

. ) . rithms differ in the number of steps. The two algorithms
This paper presents a set of configurable algorithms forare combined to construct a set of configurable algorithms
complete exchange for two-dimensional torus-connectedsor 2p tori in Section 4.
networks. The salient feature of the proposed algorithms is )
that they can be tuned to trade the overheads of message.1  Algorithm T1
initiation or start-ups against message-transmission time

At one extreme, the algorithm minimizes the number ofSIDeCIaI Node Groups

For a 2°x2" torus, in exchange phaseisi<sd , the
* This research was supported in part by Pohang University of Science L T P
and Technology, Korea, 1998. communication steps are performed withire'a 2 sub-



mesh or torus. In 2" x2°  submeshsp<d-1 , We iden-

tify two special sets of nodes. The first special group (SG) OO O~O
) is defined as the set of nodeg o] Je0]
) is OeO w0
the set of nodes along the main diagonals of the four quad(@) phase 1 step

of nodes in phasg  9G,(1)
along the two main diagonals. The second $G,(2)

rantsexcludingthe elements already in the first SG. If each
node is labeledP(x y) ,0sxy<2’-1 , we can formally
define the two groupssG,(1)  ansig,(2) , as follows.
P(x y) OSG,(1)

iff (y=x)mo®® OR (x+y=2"-1)mod2’ .
P(x y) 0SG,(2)

iff (y=x—2p_1)mod2p OR (x+y=2p_1—1)m0d2p .

An important property of SGs is that the nodes in the
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first SG are partitioned into two SGs in the next phase. §000000BA000000R REEEEAGEEREAE0DE
Thatis, SG(1)=SG.,(1)0SG,,(2) ,Wheresj<d-2 D e CCCoLRD DpeocogoaoooDAD
Communication Pattern: %‘ E E E il o E E E

Fora2®x2" torus, the algorithm consistsdof —exchange » g o o g
phases. Each exchange phase consists of exactly two stepfhi<£ -] B
for a total of2d steps. Ii=4 , there is an additional send Bz o g
phase. i g

In phase 1, message exchanges are performed on eac OO00 e »yEOO0
2x2 submesh. In this phase, all nodes in the submesh ooo 5 y ooo
belong to the first SG. In step 1 (step 2) of phase 1, eachg gnooomesaooon - & .;};m{,EE

OoooooOoE-Aa000oon

node sends a block of message to a node whose address
(9) phase 4 step 1 (h) phase 4 step 2

complemented in the least significant bit of the X-coordi-
nate (Y-coordinate). This is represented as follows.
Phase 1 Step 1:
P(X4_1-+-X0 Ya—1--Yo) = P(%g_1---X1X0 Yg—1---Yo)
Phase 1 Step 2:
P(Xg_1-X Ya_1-+-Yo) = P(Xg_1++-Xo Yd_1--Y1Y0)
Starting with phase 2 until phase-1

, each node in the
first SG sends blocks horizontally, while each node in the

Figure 1. Phases 1, 2 (for a 4x4 submesh), 3 (for an 8x8
submesh), and 4 (for a 16x16 submesh) in a 32x32 torus.

P(X4_1-+-X0 Ya—1--Yo) = P(%g_1---Xo Ya_1---Yo)
If (ilamOSG;_41(2))
P(Xg_1---Xo Yg_1---Yo) = P(Xq_1---

Phase d Step 2:

Xor Yd—1~--y_o)

second SG sends blocks vertically in the first step. In the If (iamQ SG_;(1))

second step of a phase, each node in the SGs changesp(x, ;...xp y4_1.--Yo) = P(Xy_1.--

Xor Yd—1~--y_o)

dimensions and sends blocks along the new dimension.

The message transmissions in two steps of phase
2<ps<d-1, are summarized as follows.

Phase p Step 1:

If (jam 0 SG,(1))

P(Xq_1---Xo» Yg_1---Yo) — P(xd_l...xpxp_l...;o, Ya_1---Yo)
If (lamO SG,(2))

P(Xg_1---Xo Yg_1---Yo) = P(Xq_1---Xo, yd_l...ypm...%)
Phase p Step 2:
If (ilamO SG,(1))

P(Xg_1---Xo Yg_1---Yo) = P(Xq_1---Xo, yd_l...ypm...%)

If (iam 0 SG(2))

P(Xg_1--X0 Ya—1--Y0) = P(Xg_1---XpXp_1-+- X0, Yg_1-+-Yo)
whereiam indicates an arbitrary node(x,_,...x, Y4_1---Yo)
In phased , the nodes in SGs in phaset
active. The following operations are performed in phase .
Phase d Step 1:
If (ilamOSG;_4(1))

are alseshown in Figures 1(a)-(d) for onex 4

’If (lamOSG_1(2))
P(Xg_1---Xo Yg_1---Yo) — P(Xd__1~-~ Yo)
If d>4, there is an additional send phase consisting of

d-3 steps. After phasel , each node §G, (1) or
SGy_1(2) ,i.e., each node irsG,_,(1) , has all blocks from

every other node, each node $G, ,(2) has blocks from
2(d-1)

Xo Ya—1--

2 nodes, each node i8G,_5(2) has blocks from

2 nodes, and so on. In stepof the send phase,
1<s< d-3, the following operation is performed.
Send phase Step s:

If (iamOSG_¢_1(1))

P(Xg_1-+-X0 Ya—1--Y0) = P(kg_1---Xg_ s 2Xq_s_3---¥0: Ya—1---Yo)

2(d-2)

Examples:

Consider a32x 32 torus. The steps in phases 1 and 2 are
submesh (the
remaining submeshes are identical). In phase 3 (or 4), mes-
sage exchange operations are performed within each

(or 16x 16) submesh as illustrated in Figures 1(e) and (f)



oooo Algorithm T1 focused on minimizing the number of

%EEGGEE 3.2 Algorithm T2

$00000000 8 phases (i.e., message start-ups). Algorithm T2 requires

more communication steps, but it is simpler and has lower
transmission times. The primary distinguishing feature of
T2 is that it doesn’t have any send phase.

In T1, each exchange phase comprises exactly two steps.
For larger size submeshes, not all processors can partici-
pate, hence needing a send phase. In T2, each phase is
extended to ensure participation of all processors within a
phase by identifying additional node groups that are active
in the additional steps in a phase.

Node Groups:

Groups of nodes (Gs) are defined for Algorithm T2,
where the Gs are defined for phases 2ita . The Gs in
phased-1 are also used in phase . Until phase 2, the Gs
in T2 are the same as the SGs in T1. In phase ,

3<psd-1,there are?" ' Gs as follows:
P(x y)O Gp(l)

OOoOooOoOoo-d000000
v N O 0 06555000 800y
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iff (y=x)mo®® OR (x+y=2"-1)moc’ .

(a) phase 5 step 1 P(x y) 0 G,(2)
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iff (y=x—2p_1)mod2p OR (x+y=2"""-1)moc’ .
P(x y) 0 Gp(2k +1)

iff {{ (y=x-2k)mo’ OR (x+y=2"-2k-1)mod2” }

AND (yymod2 =0 } OR {{ (y=x-2"+2k)mo®® OR
(x+y=2k-1)mo®” }AND (y)mod2 = 1 }.

(b) send phase step 1 (c) send phase step 2 P(x y) D Gy(2k+2)

Figure 2. Phase 5 step 1 and two steps in the send

i = y— p — 9P _ o p
phase (for an 8x8 submesh) in a 32x32 torus. iH (v = x-2Kgmod”™ OR  (x+y=2"-2k-1)mod2” }

AND (y)mo®2 =1} OR {{ (y=x-2"+2k)mo® OR

(or Figures 1 (g) and (h)). After phase 4, the nodes in oL P _
SG,(1) or sG(2) have blocks from all nodes in the quad- (x+y=2k Dmo‘f FAND (y)mod2 = 0 _}' _
rant in which those are located. Figure 2(a) shows the firstwhere 1<k<2°"“-1 . Note that the first two Gs in each
step in phase 5. As shown in the figure, only the active phase are the same as the two SGs in T1.
nodes in phase 4 (marke.d.node's in FigureIZ(a), i.e., nodegommunication Pattern:
in SG,(1) or SG,(2) ) participate in exchanging messages. For d<4 , T2 is identical to T1. Fag=4 , Algorithm T2
In the next step, the active nodes change dimensions angonsists ofd exchange phases but no send phase. The fol-
exchange messages. Now, each nodedj1)  sS@(2) lowing two steps are performed in phase 1.
(i.e., sGy(1) ) has all blocks from all nodes in the torus. pnase 1 Step 1:
Starting with phase 3, we note that for subsequently larger —
size submeshes, all processors are not active, i.e., some P(Xa-1--¥o Ya-1--Yo) = P(Xy_1---X1%0 Yg_1---Yo)
processors are not members of either SG. The solution is t¢’hase 1 Step 2:
require one additional phase referred to as a send phase px, | . .x; v, 1..y0) - P(Xq_1.-Xo Yg_1-.-Y1Y0)
after d exchange phases. In two steps in the send phase, . .
the blocks for non-active nodes are sent as shown in Fig- From phase 2, there am® steps in phase , where
ures 2(b) and (c), where only oBe8  submesh is shownz<p<d-1. In step2i-1 or2i ,1<i<2°"2 , of phase
(the remaining submeshes are identical). the following operations are performed.
Phase p Step 2/-1:
If (lam0O Gp(2i -1))

The number of steps i stepsii 4 agd- 3 steps P y ) - P(x N )
if d=4.1f d<4, 221 blocks are exchanged in each step. = o~ 1@ Ya-1 Yol = PG %Ko -1 %0 Yo -1 Yo
Since there ared steps, the total message transmissionf (iamt Gy(2i))
time is (d2*)mt, . If d=4, the number of exchanged — P(Xy_1---Xg Ya_1--Yo) — P(X4_1-- X0 Yg_1--YpYp_1--Yo)
blocks per step is not always identical. The total messagePhase p Step 2i.

transmission time is{9 @'+ (d®~5d+3)2° }mt, . If (ilam 0 Gp(2i-1))

Complexity Analysis:



P(Xg_1---Xo Yg_1---Yo) = P(Xq_1---Xo yd_l...yp)T_l...)To)
If (lam O G,(2i))

P(Xq_1---Xo Yg_1---Yo) — P(xd_l...xpm...;o, Ya—_1---Yo)
In phased , there are~®>  steps, which is the same asl]
those in phased-1 . In stepi-1 ozi , where F

1<i<2%7? | the following operations are performed.
Phase d Step 2/-1:

If (lam0O Gp(Zi -1))

(b) phase 3 step 4
0111 1000
0001 00110 O01010 10 10011010 1100

— 0000 0010 0 1011
P(X4_1---Xo Ya—1---Yo) = P(Xq_1---Xo: Yg—1-+-Yo) 0000 ‘ &

1

1110
11017 1111

If (ilam O G,(2i)) 0001 oo o
L 001 oo oo
P(Xg_1---Xo Yg_1---Yo) = P(X4_1---Xon Yg_1---Yo) 0011
Phase d Step 2i: 010

0101:
0110

If (ilam0O Gy_4(2i -1))
P(Xg_1+%0 Ya_1--Yo) = P(X4_1--Xo Ya_1---Yo) 0111

If (iam O Gy_,(2i)) .

1001

OooE-m0O0

101
1011

Examples: 1100

Consider the following example. For @6x 16 torus, uoa oo
phases 1 and 2 are identical to T1. In phase 3, there areww oo
four steps. The first two steps in phase 3 are identical to T1uu ; g9
shown in Figures 1 (e) and (f). Steps 3 and 4 in phase 3 are

shown in Figures 3 (a) and (b). In T1, nodessiji1) and
G4(2) exchange blocks while nodes@(3) aBgl4) do

not participate in message exchange operations in phase 3
and eventually receive data during the send phase. The key
modification here is to add two more steps to phase 3 and
enable these nodes iB,(3) aned(4) to acquire blocks.
This was prevented in the first two steps of phase 3 due to
link contention in T1. In phase 4, there are also four steps.
The first two steps in phase 4 are identical to T1 shown in
Figure 3 (c), where only step 1 is shown. In step 2, active
nodes in step 1 change dimensions and exchange blocks.
Step 3 in phase 4 is shown in Figure 3 (d) and, in step 4,
active nodes in the step change dimensions and exchange

P(X4_1+-X0 Ya—1--Yo) = P(%g_1---Xo: Ya_1---Yo)
c) phase 4
()gtepl

da0o00 OooE-m0O0 O m

ol

d) phase 4
@ gtep 3

blocks. After the 4 steps in the phase 4, all processors have i B e
all blocks from all processors. gt GCnpe 00 ¢ BT
Complexity Analysis: Figure 3. Phases 3 and 4 in T2 for a 16x16 torus.

For a 2°x2" torus, two steps are required in phase 1. . ) )
F h > until oh th el ¢ . of implementations by trading off message start-up time

rom phase 2 untl phase-1 , there S :aps Ntor message-transmission time. Within an exchange phase,
phasep, where 2<p<d-1 . In phase , there apd" a small number of additional steps may be added at the
steps. Thus, the total number of steps "2 _In each€Xpense of a smaller send phase. Such tradeoffs can be

21 So. th made to balance message size against the cost of message

step, the number of exchanged blocks2 - 90, Negiart-ups. These algorithms improve the start-up time for
total number of exchanged blocks3isz®“~Y . Total mes- T2 at the expense of message-transmission time, or vice
sage start-up time i§3 29,  and total message trans.versa. We now propose such configurable algorithms,

O 3(d-1) qalled T1x, wherex =1,..,d-4 . First, we propose algo-
mission ime Is (32" ")mt; . rithm T1.1, and then general algorithms T1.x are proposed.

4. Configurable Algorithms 4.1 Algorithm T1.1

In the previous section, we described two bottom-up communication Pattern:
algorithms: T1 and T2. Algorithm T1 focused on minimiz-
ing the message start-up cost while T2 focused on mini- In a 2°x2° torus, the algorithm T1.1 consists of
mizing the message-transmission cost. An interestingexchange phases followed by one send phase. In phase 1,
feature of these algorithms is that they can produce a rangthere are two steps and the communication pattern in phase



1 is the same as the those in algorithms T1 and T2: In one step in the send phase, each node,(n) receives
Phase 1 Step 1: blocks destined for itself from a node ¢y(1)  as follows.

P(4_1:X0 Yg-1--Yo) = POG-1-+-X1X0 Ya-1-+-Yo) Send Phase Step 1:
Phase 1 Step 2:

P(Xg_1---Xo» Yg_1---Yo) = P(Xq_1---Xo yd_l...yl)To) _
In phase 2, there are also two steps and nodes(in P(Xg_1--Xo: Yg_1---Yo) = P(Xq_1---X1X0: Yg_1---Yo)

send blocks horizontally in the first step, then send blocks gxample:

vertically in the second step: . .
Phase ZyStep 1: P Consider an example for aex 32 torus. The communi-

It (iam O G,(1) cation patterns until phase 3 are the same as those of T1
a 2 shown in Figures 1 (a)-(f). The communication operations

If (lam0O G,(1))

P(Xy_ 1+ X0 Yg_1--Yo) — P(Xg_1.--X1 X0 Ya_1--Yo) in phase 4 are i_IIustrated in Figure 4. Due to chann_el con-
Phase 2 Step 2: tention, nodes inG,(1) cannot exchange blocks in two
If (iam O G,(1)) steps. So, in the first two steps, nodessifi1) ane)

(i.e., nodes inG,(1) ) exchange blocks, then nodes in
G4(5) and nodes ins,(6) (i.e., nodes @&y(2) ) exchange

. o hl2 , o blocks in the next two steps. Figure 5 shows the communi-
which nodes in2 Gs that constitu@,(1)  participate cation patterns in phase 5. In the first two steps of phase 5,

in exchange operations 2?2  steps. In step1 ~ 2ior ,N0odesinG,(1) ands,(2) exchange blocks, then nodes in
G,(5) and nodes irG,(6) exchange blocks in the next two

P(Xg_1---X0» Yg_1---Yo) = P(Xq_1---Xo yd_l...)leO)

In phasep ,3<ps<d-1 , there are’™* Gs, among

1<i<2"7?, of phasep , the following operations are per-

formed. steps. Now, each node iB,(1) possesses all blocks from
Phase p Step 2/-1: all nodes in the32x 32 torus destined for itself and a
If (iam O G,(4i-3)) neighbor node with which it exchanged blocks in step 1 of
_ _ phase 1. Thus, in a single step in the send phase, the blocks
P(X4-1-%0 Ya-1-+-Yo) = P(Xg_1---XpXp_1:+-X0 ¥g-1---Yo) destined for the neighbor node are transmitted as shown in
If (iam O G,(4i-2)) Figure 2(c).

— = Complexity Analysis:
P(Xg_1-+-Xo Ya—1---Yo) = P(X4_1--Xo Ya—1---Yp¥p_1---Yo) prexity y

Phase p Step 2i For a 2°x2° torus, there are two steps per phase in
If (iam 0 G,(4i -3)) phases 1 and 2. In phage 3sp<d-1 , there &

steps. In phase , there &> steps and there is one step
in the send phase. Thus, the total number of steps is

3" %+3 . In the first step of phase '  blocks are
transmitted. In each step of the remainirsgz® >+2
Gs that constitaig1) Par- steps, the number of transmitted blocks2f8 . Thus, the

ticipate in exchange operations i1~ steps, where mestotal number of transmitted blocks s % +5m?4~*
sage exchanges among one half of nodes are performed .
using local channels while those among the other half of4.2  Algorithm T1.x
nodes are performed using wrap-around channels. In steQ: - )
ommunication Pattern:

2i-1 or2i, 1<i<2"* | of phasel , the following opera-

P(Xg_1---Xo Yg_1---Yo) = P(Xq_1---Xo yd_l...yp)T_l...)To)
If (lam0O Gp(4i—2))
P(Xg_1-X0 Ya_1--Y0) = P(Xq_1--XpXp_1++-X0: Ya_1---Yo)

In phased , nodes in®~?

tions are performed. Algorithm T1x is defined for a2’x2® torus, where
Phase d Step 2/-1: d=x+4.In a 2°x2" torus, Tk consists ofd exchange
If (iam O G,(4i-3)) phases followed by one send phase which consists of

steps. Until phase+1 , there are two steps per phase and

POG-1%0 Ya-1-Yo) = P01 X0 Ya-1-Yo) communication patterns are very similar to those in Algo-

If (iam O G,(4i-2)) rithm T1. After phasex+1 , nodes i, (1) have all
P(Xg_1+%0 Ya_1--Yo) = P(X4_1---Xo Ya_1---Yo) blocks from nodes in @***x2***  submesh. From phase
Phase d Step 2/ x+2, nodes inG,,,(1) cannot exchange blocks in two
If (iam O G,(4i —3)) steps due to channel contention. In phage ,
P(Xg_1+%0 Yg_1--Yo) = P(X4_1--Xo Ya_1---Yo) x+2<p<d-1, there are2”™*  Gs, among which nodes in
If (iam O G,(4i -2)) 2°~? Gs that constitutes,,(1)  participate in exchange
P(Xg_1--X0 Ya_1--Y0) = P(Xg_1-+Xo» Yg_1-+-Yo) operations in2’~? steps. In phase , there #ré steps.

After phased , each node ig,(1) has all blocks from In x.steps of the sgnd phage, each node n@xiﬂ(l)
all other nodes, destined for itself and a neighboring node feceives blocks destined for itself from a nodesin ,(1)



0
|
y

O s oo oaafeon bl [
DDIGDL"EE]E]E"‘DDIDD oooeEm oooeEm
oono f5[][][][]§”>IEIEIE|
oo TmomomE oono ;
OO 100 O 0O EH oo
O 3 O = oo
oo oo
5 = ; - -
B a B a
O 1 [ O a8 a8
oo -E-E1-6 OO = oo
oono 10 0o oo ooog a8 a8
oo oomooog oono ’
DDI«DDEE[J[JEEDDmDD.G“(” : : ,
0 maE-5-5-5-5-0-0-8-5-5-5-58 O e, R nooooooDges e moooooo
I<EI—EI—EI—EI—EI—EI—E—E—EI—EI—EI—EI—EI—EI>I géngg" E“EE“
(@) step 1 999 999
ooo ooo =
00585858588 885E00
O DEJDEIG—EI»IED[]D O
oooooooooooo
DDDDD;;DDDDD
DoomoOoooooooM
E]DBE[]E]E»ID[]
::g[][][][][][]g::
00 Byt R O
DDDDD!!DDDDD
O EIIZIIEIEIG—EI»IEEIEIEI 0 (MG (5)
Dumgnunnnmunr DDDG(ﬁ)
oono oono 4

(b) step 3

Figure 4. Phase 4 (in each 16x16 submesh) in algorithm
T1.1 for a 32x32 torus.

(b)step3 [ Gy(5) [16G4(6)]

Complexity Analysis: Figure 5. Phase 5 in algorithm T1.1 for a 32x32 torus.

For a 2%x2’ torus,dzx+4 , there are two steps per 5 performance Evaluation
phase until phase+1 . In phage xt+2<p<d-1 , there )
b2 3 We have presented a set of configurable complete
are 2 steps. In phase , there afe steps and ther@xchange algorithms for 2D tori, which operate in a bot-

are x steps in the send phase. Thus, the total number otom-up fashion proceeding from contiguows: 2 sub-

steps is (3 %+3x+2)-2* . In the firstzx-1  steps, Meshes to higher-order submeshes.
2t %2 . ) i In Algorithm T1, exchanges continue in larger and larger
2 blocks are transmitted in each step. In the remain-sypmeshes, until some of the processors in each quadrant
ing (32" 3+3)-2° steps in exchange phaseg®*** have blocks from all of the processors. Getting to this point
blocks are transmitted in each step. In siep  of the Senci}eqmres a relatively few steps since all processors in each
: uadrant need not have the blocks from all processors. At
phase, wherei<s<x ,222**"°  blocks are transmitted. this point a send phase can be initiated. The basic idea of
Thus. the total number of transmitted blocks is Algorithm T1 is that the number of steps required for some
' processors to acquire all the blocks is relatively small. The

34 (2x+3)2%0 2 additional number of steps in the send phase also grows



slowly. The small number of steps, in turn, reduces the
total start-up time. T1 focused on minimizing start-up cost
at some expense of message-transmission cost, whereas T2
focused on minimizing message-transmission cost with an
increased start-up cost. Existing algorithm [19] has identi-
cal characteristic as T2 and thus the performance of T2 is
very similar to that of the algorithm [19]. When software
overhead of message initiation is high, T1 is preferred, and
when message-transmission time is dominant, T2 is pre-
ferred. The variants between the two are possible where
the time for message start-ups can be traded against larger
message sizes. This is useful in configuring the algorithm
for different message-passing machines based on message-
initiation overhead and link speeds. A set of configurable 10% 4
algorithms of T1x has been developed for this purpose.

Completion time - log scale

8 i 12 16 20
Block size ()

Table 1: Performance summary of algorithms.

Range of Start-up Time Message Transmission Time %
d<4 (2d)tg d % g
m
T (2 )mb gl
d= 4 (3d-3)t, {92+ (d®-5d + 32% "y m O, 5
=2 (Zd)t p” é d=6,a=10000 (T1)
15 =—®4=6,a=10000 (T2)
™ S (d27)mi o A—Ad=6, a=10000 (T1.1)
B _ ¥—7d=6,a=10000 (T1.2)
dz4 3t (32 *)m,
TlXd=>x+4 {SEQd_3+3X+2—2X}tS {39 4 (2x+3)2%0 "3 mt, 0 " B ) T6 20 24 28
Block size fn)

F@ure 6. Performance comparison of algorithms for a
2

The time complexities of T1, T2, and T1l.x are summa- x2° torus.

rized in Table 1. For"x2®  tori, message start-up costs are
o(2%) for T2 while they areo(d) for T1. Algorithms .

also showo(2%) start-up cost ano(2*) message-trans-
mission cost. But, they have start-up costs that are higher
than T1 but lower than T2. In addition, message-transmis-
sion costs are lower than T1 and higher than T2.

Ideally, we would like to evaluate the performance of
these algorithms on commercial parallel supercomputers.
However, evaluation of their scalability across a range of
system sizes is hampered by the unavailability of large sys-
tems, and by the lack of control over the shape of sub-
meshes allocated in commercial sizeable machines. What or : L + L o
we need is a more flexible methodology that would yield , Block size )
reliable estimates of execution time across a broader range
of system sizes. Consequently, we use analytic models of
execution time that are based on real values of parameters
measured on commercial machines. Where relevant, the
values of parameters were measured as a function of prob-
lem size. In order to derive the interconnection network
parameters, roundtrip test messages of known (large) size
were transmitted between pairs of processors. The mea-
sured times were averaged over the number of messages.
Given this parameterized model, with valuestof —and

it is now possible to study the performance of different

algorithms over a wide range of systems and problem sizes . . . .

without requiring access to the machine configurations of 10% ‘ ®Block size fn) * *

these sizes. While not as realistic as time measured on real Fi79ure 7. Performance comparison of algorithms for a

implementations, the model is detailed enough to provide 27x27 torus.

insight into the performance over a range of system param- ) o )

eters. size, while considering only the two dominant terms: start-
Figures 6 and 7 illustrate the completion times of T1, T2, up cost and message-transmission cost. In this analysis, the

and T1.x for different network sizes as a function of block
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d=7,a=5000 (T1)
=—=d=7, a=5000 (T2)
4—Ad=7,a=5000 (T1.1)
—d=7,a=5000 (T1.2)
++d=7,a=5000 (T1.3)

+

,a=10000 (T1)
==d=7,a=10000 (T2)
4&—Ad=7,a=10000 (T1.1)
¥—7d=7,a=10000 (T1.2)
++d=7,a=10000 (T1.3)

Completion time (sec) - log scale
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