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Abstract

Ethernet continues to be one of the most popular LAN
technologies. Due to the low price and robustness resulting
fromits wide acceptance and deployment, there has been an
attempt to build Ethernet-based real-time control networks
for manufacturing automation. However, it is difficult to
build a real-time control network using the standard UDP
or TCP/IP and Ethernet, because the Ethernet MAC proto-
col, the 1-persistent CSMIA/CD protocol, has unpredictable
delay characteristics. When both real-time (RT) and non-
real-time packets are transported over an ordinary Ether-
net, RT packets from a node may experience a large delay
due to (i) contention with non-RT packets in the originating
node and (ii) collisionwith RT and non-RT packets fromthe
other nodes. To resolve this problem, we designed, imple-
mented, and evaluated adaptive traffic smoothing. Specif-
ically, a traffic smoother is installed between the UDP or
TCP/IP layer and the Ethernet MAC layer, and works as
an interface between them. The traffic smoother first gives
RT packets priority over non-RT packets in order to elimi-
nate contention within each local node. Second, it smoothsa
non-RT stream so asto reduce collisionwith RT packets from
the other nodes. Thistraffic smoothing can dramatically de-
crease the packet-collision ratio on the network. The traffic
smoother, installed at each node, regulates the node’s outgo-
ing non-RT stream to maintain a certain traffic-generation
rate. In order to provide a reasonable non-RT throughput,
the traffic-generation rate is allowed to adapt itself to the
underlying network load condition. This traffic smoother re-
quires only a minimal change in the OS kernel without any
moadification to the current standard of Ethernet MAC proto-
col or the TCP or UDP/IP stack. We have implemented the
traffic smoother on both the Linux and the WindowsNT plat-
forms, demonstrating significant reduction of the RT packet
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deadline-miss ratio when both RT and non-RT packets are
transported over the same Ethernet. More precisely, installa-
tion of the proposed traffic smoother on every nodeis shown
to reduce the RT message deadline-missratio by two orders
of magnitude under a heavily-loaded condition, whilelower-
ing the non-RT throughput only by half.

Index Terms — 1-persistent CSMA/CD, Ethernet, real-time
communication, traffic smoothing.

1. Introduction

Advances in high-speed network technology have made
it possible to transport various application traffic over data
communication networks, resulting in an explosive growth
of the Internet. The growth of the Internet is creating
a huge market for numerous network products related to
ATM, FDDI, Ethernet, and so on. Such commercial off-the-
shelf (COTS) network products are expanding their appli-
cation domains. For example, the manufacturing automa-
tion industry has been pursuing the use of COTS network
products for transporting control messages between PLCs
(Programmable Logic Controllers). Traditionally, propri-
etary networks such as Allen-Bradley’s RIO (Remote In-
put/Output) Network have been used in factory automation
to meet the control applications’ stringent real-time require-
ments and deal with harsh working environments. However,
the low price and the proven stability of COTS networks
have made them attractive for automated manufacturing. Al-
though various high-speed networks like ATM and FDDI
are available, Ethernet has been drawing significant interests
because of its extremely low price, maturity, and 8igb
proven through its wide deployment aacceptance. Despite
its popularity and low-cost, Ethernet has a serious drawback
when carrying real-time control messages. In an Ethernet
LAN, packets transmitted from different nodes may collide
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Collision Detection), allows such collisions. These potentiadcheme in [4], while still providing good delay characteris-
collisions make it impossible to guarantee predictable delayies for RT packets.

in delivering packets to the local nodes. Most earlier work in the area of supporting real-time com-

In [4], we showed the feasibility of building a real- munication over Ethernet focused on modifying the Ethernet
time control network using Ethernet by installing a trafficMAC sub-layer so that a bounded chanaetess time may
smoother at each locabde. A traffic smoother regulates thebe achieved, thus making hard real-time communication pos-
intrinsically bursty packet stream relayed from the UDP osible [9, 7, 2]. These approaches are very costly compared
TCP/IP layer, making the packet stream as smooth as pdg-the widely-used current Ethernet standard. Venkatramani
sible in order to reduce the chance of packet collisions. B§nd Chiueh [10] proposed implementation of a virtual to-
assuming that the smoothed traffic follows a Poisson arrivéen ring over Ethernet in order to avoid packet collision. On
process, we modeled the CSMA/CD protocol with an Expotop of the CSMA/CD protocol, they implemented a token-
nential Binary Backoff strategy as a semi-Markov proces$iased medium access control protocol. Thus, their approach
and derived the relationship between packet delay distribdoes not require modifying any hardware but adds new pro-
tion and network utilization. Based on the results obtainedgcol software. Specifically, it requires significant modifica-
we were able to provide a statistical bound on the deadlingon of the OS kernel. Since token management requires a
miss ratio over Ethernet by keeping the network utilizatiomumber of functionalitiess.g., restoration of a lost token, it
under a certain limit, called thaetwork-wide input limit. To  may overload the OS. Our traffic smoothing approach does
keep network utilization under the network-wide input limit,not require any new MAC protocol but rather installs an in-
we assigned a portion of the network-wide inputlimiesch ~ terface between the transport layer and the Ethernet MAC
local node, and madeach locahode limit its packet gener- layer. The only new function of the interface is to regulate
ation rate under its assigned portion. We called the nodetBe packet stream, and thus, it is simple to implement.
portion of the network-wide input limit theation input limit Another way to bound the channatcess time is to use
and installed a traffic smoother at the node to enforce ifull duplex Ethernet switches such as IEEE 802.1p or IEEE
Through an experimental study, we demonstrated the effego2.12, known as Ethernet 100VG-AnyLAN [6], instead of
tiveness of the traffic smoothing approach in providing sofgrdinary shared Ethernet hubs. They both avoid packet col-
real-time communication over Ethernet. This traffic smoothtisions by eliminating the CSMA/CD MAC protocol, and
ing approach, however, was inflexible and hence unscalalilgus, can provide bounded packet-delivery delays while re-
for the following reason. In that approach the network-wideaining compatibility with 10Base-T technology. In particu-
input limit is fixed once we are given packet deadline anthr, 100VG-AnyLAN can provide prioritized service to real-
tolerable packet-loss (or deadline-miss) ratio. So, the statigiine packets by employing two priority queues. However,
input limits must be reduced as the number of local nodesoth full duplex switched Ethernet and 100VG-AnyLAN are
increases within the same LAN. The smaller the station irfar more expensive than shared Ethernet LANs. At present
put limit gets, the smaller throughput provided to non-RTheir prices are an order of magnitude higher than shared Eth-
traffic. (Note that real-time traffic is not affected, as onlyernet LANs. In an automated factory, because the traffic-
non-RT traffic is smoothed [4].) Non-RT packets may expegeneration rate of each station is, in general, quite low com-
rience very large delays when a very small station input limipared to the link capacity, it is not economical to assign a
is assigned to a local node, as discussed in the next sectiopair of ports of a full-duplex Ethernet switch &ach indi-

In this paper, we propose aulaptive traffic smoothing vidual control station. In most cases, an Ethernet switch is
approach to overcome the scalability problem of the agikely to be used to partition a large-scale LAN into multi-
proach in [4] By a”owing each localode to vary its max- ple SUb'LANS, each of which consists of a shared Ethernet
imum trafﬁc-generation rate depending on the current nek_AN. In this enVironment, one must still be able to control
work |0ad, the proposed approach improves its Scalabi“ﬁ]e traffic arrival behavior of each sub-LAN in order to con-
significantly. Apart from this modification, the proposed apirol end-to-end packet delays through the Ethernet switch.
proach shares the same traffic-smoothing mechanism wity employing our traffic smoothing mechanism at each sub-
the approach in [4]. The traffic smoother is implementedAN, we can control the traffic arrival behavior at each indi-
as an interface between the transport layer and the Etheriédual sub-LAN, and thus can control the end-to-end delay
MAC layer. This implementation minimizes the modifica-characteristics in such a switched Ethernet.
tion in the current standard network protocol. We imple- The rest of the paper is organized as follows. Section 2
mented this adaptive traffic smoother on both the Linux andescribes our previous traffic-smoothing approach in [4], dis-
the Windows NT platforms, built testbeds, and conductedusses its scalability problem, and presents the adaptive traf-
extensive experimental studies. Through these experimenfa smoothing approach in procedural forms which we use
studies, we show that the adaptive approach provides mutthimplement the traffic smoother on the Linux OS. Sections
higher throughput for non-RT packets than the non-adapti&details our experimental study with the Linux version of
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the traffic smoother. In Section 4, we describe the implewas based on the boundedness of network utilization and the
mentation of the traffic smoother on the Windows NT, andssumption that the arrival process is Poisson, itis crucial to
present the result of its experimental evaluation. The papemploy a traffic smoother at every local node. By making

concludes with Section 5. each locahode keep its traffic-generation rate under its sta-
tion input limit, one can keep network utilization under the

2. Problem Statement and Apprqach . _network-wide input limit. We installed the traffic smoother
In an automated manufacturing facility — a prototypmaG tween the TCP/IP layer and the Ethernet MAC (Medium

real-time control system — real-time control messages ne?@cess Control) layer in order to minimize the changes in
to be generated and exchang?d amonl? the stano(;]s n t(;]e/fﬂﬁé current standard protocol stack while achieving the good
tory. Most proprietary control networks scan and send 1/Qp,othing effect. Although installing the traffic smoother on
(Input/Output) continuously, even t_hough the daFa chang 3p of the TCP/IP layer would be a simpler approach, the re-
:jnfrequelntlyhor Slﬁwg" A?] aIteLnatlve dapproach IS dt(') SENiting smoothed packet stream would be distorted (become
ata only when the data has changed. An event-driven agy giier) que to the un-smoothed TCP/IP protocol messages

proach for factory automation control messaging is accepis the packet stream that do not convey application data.
able provided the underlying network can guarantee timelly

delivery of the updated data. Although the former approach When aburstof non-RT messages arrive from the TCP/IP
is used in most proprietary control networks, the latter ag@yer, the traffic smoother spreads them out by enforcing
proach is drawing considerable interests since it reduces teNinimum packet inter-arrival time at the Ethernet MAC
rate of generating real-time messages. In this paper, we égyey to meet the station input limit. More speC|f.|caIIy, the .
sume that control stations employ this event-driven approadffffic smoother regulates the packet stream using a credit
in generating real-time control messages. In this approadPt/Cket, which is the same as the well-known leaky-bucket
each control station generates at most one maximum-sizEegulator [3]. The credit buffer has two parameters: credit
(1500 bytes) IP datagram once every several seconds (or sBycket depth’B D) and refresh perioditr). C'BD lim-

eral hundred milliseconds), and hence, its rate of generatifi§ the maximum number of credits that can be stored in the
real-time control messages is very low relative to the Ethefredit bucket. Up ta’BD credits are added to the bucket

net link capacity. Moreover, control messages arrive pseudBYe"y 27> seconds. If the number of creditsoeedsC'B D,
periodically due to the characteristics of the underlying corRverflow credits are discarded. When a packet (IP datagram)
trol system. For example, in an automated manufacturiry"ves from the IP layer, if there is at least one credit in the
system, control messages notify the end of an operation aRHcket, the traffic smoother forwards it to the Ethernet NIC

the initiation of a new operation to a neighboring station, anfNetwork Interface Card) and removes as many credits as the
these operations are performed periodically. size of the packet (in bytes). When the number of available

Concurrently with RT control messages, bursts of norgredits is smaller than the packet size, credits are allowed to
RT traffic are generated on an irregular basis by controlleR€ “Porrowed.” So, the balance of credits can be negative.
and the central server, mainly for the purpose of monitoff there are no credits in the credit bucket, the packet is held
ing production status and downloading programs or nelp the pufferuntil one or more credits become avai!able. By
setup parameters. While per-message delay is an impghangngP andCBD, one can control the burstiness of
tant QoS (Quality-of-Service) parameter for real-time appli@ Packet stream while keeping theDsame average throughput
cations, average throughputis also important to non-RT tragvarantee. For example, if we sef” to 312500, the aver-
fic. In other words, while a small delivery delay is desirabléd€ throughput guaranteed for a station is 312.5 Kbytes/sec
for non-RT messages, it it a requirement. Because of its ©7 2-5 Mbps. Two possible pairs of'(3D, RP) satisfy-
burstiness, the arrival rate of non-RT traffic can be quite higi?d the ratio are (1500, 0.0048) and (150000, 0.48). When
during the transmission even if its long-term average traffi(C BD: 2F°) = (1500, 0.0048), the maximum amount of traf-
arrival rate is low. For example, when only a single statiofi¢ that can be transmitted consecutively is limited to 2999
transmits a large burst of non-RT traffic (e.g., a file trans?Yt€S (1499 bytes plus 1500 bytes). In this case, traffic is
fer) over an Ethernet LAN, the traffic arrival rate can reaci$meothed with a very fine time granularity and the worst-
up to 8-9 Mbps. Such temporarily high network utilizatiorF2S€ traffic a.rrlvall rate in a short period is the same as the
makes it very difficult to provide bounded delivery delays fo@verage traffic arrival rate. In the other case, up to 151499
the other stations’ RT messages when both RT and non-pYtes can be transmitted consecutively. Although the aver-
messages are concurrently transported over the same Etif4€ traffic arrival rate is the same, this case generates a much
net LAN. During the transmission of a large burst of non-RTPUrstier outputand the worst-case traffic arrival rate in a short
traffic from another station (node), RT messages may eXp@eriod is much higher than the average traffic arri\(al rate.
rience a large delay because ofiigions and possibly due to Our experimental study has shown that better real-time per-
the capture effect [8]. formance can be achieved with finer-granularity smoothing.

Since our previous analysis [4] to resolve this problem In this approach, within a local node, RT packets are
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given priority over non-RT packets, and only non-RT pack-
ets are delayed to keep the station traffic-arrival rate (which
includes both RT and non-RT traffic) under the station in-
put limit. That is, transmission of extra RT packets causes
non-RT packets to experience additional delays. RT traffic F ’—‘ Hﬂ—ﬂ
is assumed to arrive pseudo-periodically and thus, is already —,
smooth as discussed earlier.
The network-wide input limit can be either equally dis-

tributed among local nodes or disproportionately distributed
depending on each locabde’s needs. Once the station input

'”T"t IS assigned to a Ioca_I nc_)de, thg maximum trafﬂ(_: tr_ansby a fixed-rate traffic smoother and that by an adaptive-rate
mission rate of the node is fixed at its station input limit b

Y e ;

, . . . traffic smoother. Let's assume that a large burst of packets
the traffic sm.oother. We call this typ_e of traffic S'.T"mth'nggenerated by an application through the TCP/IP layer during
fixed-rate traffic smoothing and the traffic smoother is called 1 1.1, If the node had a larae TCP window when the burst
a fixed-rate traffic smoother. Since, however, the station in- [t0, 11]. 9

T : . t]as arrived from the application, the traffic arrival duration
put limit is calculated based on the worst-case traffic arriva : L
may be very short and the arrival rate may be quite high as

scenario in which all the local nodes are generating traffic aj A . )
. . . shown in Figure 1(a). The arrival rate of the traffic smoothed
their maximum allowable rates, it depends on the number ) . . o
) . a fixed-rate traffic smoother is shown in Figure 1(b). Here,
nodes, more precisely, the maximum number of nodes th o s .
i . . S e stationinput limitis set t#),, ..., and thus, the arrival rate
may generate non-RT traffic. This raises a scalability issue

) . . . . IS always kept undeF,,, ... On the other hand, the arrival
Especially, in a real-time control network in which all the : . .
i rate of traffic smoothed by an adaptive-rate traffic smoother
nodes do not always generate non-RT traffic concurrentl

non-RT IP datagrams mav experience excessively large 's a piece-wise constant function of time as shown in Figure
9 Y EXPETIENCE EXCe y_1arge f(c), and it depends on the traffic-generation statistics of the
lays even when overall network utilization is low. That is,

‘other nodes. That is, the adaptive-rate traffic smoother regu-

when only a few of the nodes are generating non-RT traff||c : L o
i S ) . . ates the packet stream using the station input limit in order
during a certain time period, the bandwidth assigned to tf}e

. 0 keep the stream as smooth as the fixed-rate one does, but
rest of the nodes is wasted and non-RT IP datagrams eXPEL <iation inout limit chanaes with time
ence unnecessarily large delays. P 9 '

We pronose a new traffic smoothing aporoach to resol In order to implement an adaptive-rate traffic smoother
prop g app \Fhich meets the delay requirement of RT packets while pro-

e oy a0 Mproved average o ghpuL o KT pckes e
sections, we describe the new traffic shoother In particul ust res_olve the follqumg_two problems: (1) how to detect a
in Sectio,n 2.2, we present the traffic smoother.in procedu%fange in network ut|!|;at|on and (.2) how to at_japt_to the de_—
forms WhiCh.iS’ used to implement the traffic smoother in th cted change._ An efficient detection mechanism is essen.tlal
Linux OS. The Windows NT version of the smoother will be‘f’;or the adaptation to be fast enough to megt the delay require-
presented in Section 4.2 ment of RT packets. quever, since unI!ke ATM or FDI_DI,
- the CSMA/CD protocol is not a reservation-based medium
2.1 Adaptive-Rate Traffic Smoothing access control scheme, direct information on the current net-
work utilization is unavailable to local nodes. Therefore,
In order to meet the delay requirement of RT packets, weach localnode must depend on an indirect method of de-
still need to regulate non-RT traffic as smoothly as posstermining network utilization such as detecting packet col-
ble and keep network utilization under a certain limit. Undisions at its NIC or measuring the buffer-clearing rate at
like a fixed-rate traffic smoother, however, our new traffigts Ethernet device driver. Or, each locaelde may use the
smoother, called aadaptive-rate traffic smoother, changes promiscuous mode to measure the network utilization for a
the station input limit aach localnode depending on the recent period of time. We have chosen the first option for
current network traffic arrival rate. That is, if network uti-its good responsiveness. In particular, if the traffic smoother
lization by non-RT traffic is low, those nodes generating noris set to vacate the credit buffer immediatalyon detection
RT traffic are allowed to increase their station input limitsof a collision, transmission of non-RT packets is suspended,
subject to the condition that the overall network utilizatiorexcept for those packets already in NICs. This increases the
does not cause RT packets to experience delays larger thdrance to deliver the RT packets generated from other nodes
those in the fixed-rate traffic smoothing approach. Likewisesooner, as they do not suffer the “packet starvation” [11]
as network utilization by non-RT traffic gets higher, thoseaused by the burst of non-RT packets generated from this
nodes generating non-RT traffic lower their station input limnode. For this reason, we use packet collision as a trigger to
its. Figure 1 compares the arrival rate of traffic smoothedecrease throughout as well as to deplete the current credits.

Arrival rate
Arrival rate
Arrival rate

Time Time Time

@ (b) ©

Figure 1. Traffic smoothing
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bucket. If the packet belongs to a non-RT session, the last
) o collision time, denoted biastCollisionTime (which will be
2.2 Harmonic-Increase  and  Multiplicative-  gescribed shortly), is checked. If the difference between the
Decrease Adaptation current time and the last collision time falls within a certain

Next, let's consider the adaptation mechanism. Two p£ounda, the traffic smoother assumes that another station is

rametersC'BD and RP, can be used to change the statior*rymg to send areal-time or non-real-time packet. Therefore,

. AR CBD . . It returns the packet to the low-priority queue by making a
inputlimitwhich is given as7". By changing”'3 ) while function call,send_back_to_queue. In addition, it vacates the

keepingR P constant, we can change the station input limit . .
: : . tredit bucket by settin@urrentNetworkShare to zero, and
but this approach causes the size of a burst to fluctuate. Sm%?ublesRP. RP is capped byRP,,... If the packet be-

we want to keep the packet stream as smooth as possible,I e N RT : GirrentNetworkShare i
instead varyR P while keepingC' BD constant. Especially, ongs to a non-i I session antirrentiNEworksnare 1S pos-

by settingC BD to the Ethernet MTU (Maximum Transfer itive while there has been no recentlision, the packet is

D . ransferred to NIC by a function calend_to_NIC, andCur-
Unit) (i-e., 1500 bytes), one can set the maximum amount 6(fa?1tNetworkShare is decremented by the size of the packet.

traffic that can be transmitted up to 2999 bytes. In this ap: : o . .
proach, one can increase the station input limit by decreasi fhere is no creditin t-he credit bucket, |.§:grrentNetyvorI§-
are < 0, the packet is returned to its original location in the

RP, and vice versa. = o
low-priority queue. The packets sent back to the low-priority

There are many ways to charlge the stat!on inputlimit. Fq ueue are served the next time when this procedure is called
example, one may employ the “slow-start increase and myl-

tiplicative decrease” that is being used in the TCP/IP conges-y the kernel scheduler.
tion avoidance mechanism [1]. In this paper, we use a very
simple adaptation mechanism callddrmonic-Increase and
Multiplicative-Decrease Adaptation (HIMD). HIMD is sim- If (Packet TypeO fService = RealTime) then {

ilar to the slow-start increase and multiplicative-decrease al; sendto-NIC; ] '
gorithm in decreasing the throughput biiffersin increasing f;ﬁiﬁ\;’txﬁgi h:”}: CurrentNctworkShare
the throughput. HIMD works as follows. First, HIMD peri- ' o

odically increases the station input limit by decreasig else if (LastCollisionTime > CurrentTime — o) then {
periodically in the absence of packet collisions. The size send-back to-queue;

of each decrement is fixed at a constant, and thus, the sta
tion input limit is harmonically incremented. This harmonic
increment is conservative but easy to implement. When g else if (CurrentNetworkShare > 0) then {

packet collision is detected, the traffic smoother immediately sendlo NIC; ] )
depletes the current credits, delays the transfer of the non-RT E;Z;Z\; tmzz:h:r; = CurrentNetworkShare
packet, and doubleg P. By choosing an appropriate size of ' o

decrement foR P, one can adapt the station input limit very

Procedure smoothing

Current NetworkShare := 0;

RP =min(RP,2 X RP); }

else send_back_to_queue;

fast.
Figures 2 and 3 describe the traffic smoother in a pro- ~ Figure 2. Procedure of traffic smoothing
cedural form. First, the procedusmoothing in Figure 2 Procedureefresh in Figure 3 is called once everywhere

smoothes the packet stream. To provide low delivery de- is a user-defined parameter, and Procedéiresh decre-
lays to RT packets, the traffic smoother maintains a priomentsRP by A (harmonic decrease). The minimum value
ity queue with two priority levels. The high-priority queueof RP is set toRP,,;,. In addition, when the current time
is used for storing RT packets and the low-priority queue iseachesN ext Re freshTime, it increments the number of
used for storing non-RT packets. When packets arrive froeredits byC' B D, and sets the next credit bucket refreshing
the upper layer, they are inserted into the corresponding ptime toCurrentTime + RP. If the total number of credits
ority queue in the order of their arrivals. Whether a packet isxceeds” B D, the number of credits is set €©B D.

RT or non-RT is determined using the Type-of-Service (ToS) In addition to the above two procedures, we need to
field of an IP datagram. When the procedsnaothingis  modify the Ethernet device driver to record the time when
called by the kernel scheduler, it first checks whether theme packet in NIC encounters a collision so that the proce-
is a packet waiting to be transferred to NIC in the queuajure smoothing may use it. Many available device drivers
starting from the high-priority queue. If there is a packet berequest their Ethernet NICs to notify the number of colli-
longing to a real-time stream, it is immediately transferredions that the recently-tran#ited packet has experienced. If
to NIC by a function callsend_to_NIC, and as many credits, this function is not provided by default, one should modify
denoted byCurrentNetworkShare, as the size of the packet, the device driver to invoke it. When the device driver re-
denoted byPacket.FrameSze, are removed from the credit ceives this collision information, it records the current time
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Procedure refresh sends a 100 byte long RT control information which is con-
tained in a high-priority IP datagram to PC-2. Then, PC-2

B i= max (B, P = A); echos back to PC-1 with a high-priority IP datagram of the

if (CurrentTime = NeatRe freshTime) then { same size. Likewise, P@-and PC{n + 1) exchange RT
CurrentNetworkShare control information of the same size whete= 1,...,9.
:= min(Current NetworkShare + CBD,C'BD); PC-10 sends a RT control message to PC-1, and PC-1 echos
NeatRefreshl'ime := Currentlime + RP; } back to PC-10. We made the inter-arrival time of real-time
control messages at each simulated PLC followxqroaen-
Figure 3. Procedure of refreshing parameters tial distribution, and set the average message inter-arrival

- o . time to 0.3 sec. Since we must count both RT control and
has experienced a collision. (2-100-8-10/0.3) bps, i.e., 53.3 kbgs The traffic-generation

In our traffic smoothety, A, 7, RPyar, 80dRPyin @€ rate was chosen to reflect the low traffic condition observed
user-controllable parameters. By using different values, ong most automated manufacturing facilities.

can obtain different delay and throughput characteristics.

The idea of adapting the traffic-generation rate has al- Monitor Station
ready been implemented in other protocols in order to avoid
network congestion and improve throughput. For example,
the TCP congestion avoidance algorithm and the Ethernet
collision resolution protocol (Exponential Binary Backoff)
have already been in use. Our scheme lies between them in
time scale, but shares the same basic idea and goal — avoid
network congestion — with them. One significant difference
is that our scheme works only on non-RT traffic to provide
better delay characteristics to RT traffic.

PC-1 PC-3

3. Experimental Evaluation on Linux

RT messages

In this section, we present the experimental evaluation re-
sults on a testbed of Linux workstations. We installed the Figure 4. Experiment environment
adaptive-rate traffic smoother at all the local nodes, and mea- .
sured the delay characteristics of RT messages while mea—m addition to RT messages, PCs generate non-RT mes-

suring the throughput of non-RT messages. In additioﬁ,""geSWhen the monitoring station requests them to send their

we conducted similar experiments with the fixed-rate trafPtatus |.nfor.ma.t|0n. The size Of. WO”'RT trgfﬁc generated by
n applicationis 1 Mbytes, and it is transmitted as a sequence

fic smoother and without employing any traffic smoothin o . X e
: wrhou ploying any I I f low-priority IP datagrams. This results in a high instan-

mechanism for the purpose of comparison. . ) .
_ taneous traffic-generation rate (i.e., a burst of non-RT mes-
3.1 TheEnvironment sages) especially at the TCP/IP layer.

The Linux testbed consists of two 300 MHz Intel Pentium To investigate the effectiveness of th_e adaptive-rate traf-
Il PCs, five 75 MHz Pentium laptop computers, and four 486¢ smoother, we measured the roundtrip delay of every RT

DX/4 laptop computers, and they are connected throughG@Ntrol message and the time to transmit each-RT burst
10BASE-T Ethernet LAN. The collision domain diameter isWhile transporting both types of traffic over the Ethernet and

10 m. We configure the local nodes as PC-1 — PC-10 aﬁ@rying the non-RT traffic-generation rate. From these mea-
a monitoring station. Figure 4 shows the topology of oupurements, we calculated the deadline-miss ratio of RT mes-

testbed. One 300 MHz Intel Pentium Il PC works as th§2des and the average time to transmit a 1 Mbyte-long non-

monitoring station, and since our target application is autd3] Purst. We set the roundtrip deadline of RT messages to
mated factory networking, the rest of the PCs simulate PLC429-6 mset Since a real-time message is considered lost if
We use TCP sockets for transmitting RT control m?ssages aS27his is the network load seen by the application layer. In the Ethernet
well as non-RT messadESThe PCs exchange real-time con-physical layer, the load is slightly higher than this value since the TCP/IP
trol information with RT messages. More speciﬁcally, PC-header, the Ethernet MAC header and the framing field must be counted
towards the total data size. For non-RT traffic, we also measure the network
1We recognize that UDP sockets are generally preferred for transpotbad from the standpoint of the application layer.
ing RT control messages in order to avoid possible delays due to the TCP 3This value was selected through an analysis shown in [4]. According to
data-loss recovery mechanisms. Although we employed TCP sockets i@, when 10 transmission trials are allowed before a messages is declared
transporting RT control messages, we did not observe any data-loss rectost, the worst-case delay is 64.8 msec. We simply doubled that value to
ery delays in our experiments. select a worst-case roundtrip delay of 129.6 msec as the roundtrip deadline.
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No traffic smoothing -+~
Fixed-rate traffic smoothing ——

its deadline is missed, we treated the deadline-miss ratio as

ox X

the message-loss ratio. A maanime vt 5
We conducted two sets of experiments with different non- oo e
RT traffic-generation scenarios. In the first set which we P

call non-greedy mode, the non-RT burst inter-arrival time of
an activateti PC was exponentially-distributed, and the av-
erage burst inter-arrival time was set to 25 sec. Then, the
average non-RT traffic-generation rate of an activated PC is T e
10° x 8/25 = 320 kbps. By changing the number of acti- oocer ¢ B 3
vated PCs, one can control the non-RT traffic load. When 10

PCs are activated, the network load of non-RT traffic is 3.2 o ‘ ‘ ‘ ‘
Mbps, i.e., approximately 32% of the Ethernet capacity. ° ® Number of nodes generating non sealime raffc “’
In the second set which we calteedy mode, an activated

PC was set to generate non-RT bursts incegsion. That

is, once it had finished the transmission of a non-RT burst,
an activated PC starts transmission of the next burst immedi-
ately. In this scenario, the network can be overloaded even
with a single activated PC. In reality, however, the maximum
achievable network utilization is about 0.78dause of the
congestion-avoidance mechanism of the TCP flow control
and the Ethernet collision-resolution mechanism.

3.2 Reaults

In the non-greedy mode, we experimented with the
adaptive-rate traffic smoothing, the fixed-rate traffic smooth-
ing, and without any traffic smoothing at all. &ach case,
we varied the number of activated PCs from 2 to 10, i.e.,
we changed the non-RT traffic load from 0.064 to 0.32, and
measured the loss ratio of RT messages and the average time
to transmit a 1 Mbyte-long non-RT burst. The total num-
ber of RT messages generated in each case508500, Figure 6. Average transmission time of a 1
which dictates the confidence interval of the deadline-miss Mbyte non-RT burst in the non-greedy mode
ratio of RT messages. The results are plotted in Figures 5
and 6. Figure 5 shows the RT message-loss ratio, i.e., the

deadline-miss ratio, and Figure 6 shows the average time to. . um throughputs provided &ach PC for transitting

transmit a 1 Mbyte-long non-RT burst. In the absence gfon RT hursts were 0.33 Mbps. As a result, it took about 25

traffic smoothing_, like ?n a cqnventional Ethernet LAN, theSec for each activated PC to transmitan-RT burst regard-
measured deadline-miss ratio of RT messages ranged fr

_ ?84s of the number of activated PCs as shown in Figure 6.
2.356 x 1073 t01.682 x 102, and the maximum length of

. g : > The delay characteristics of RT messages were significantly
99 % confidence intervals was33 x 107", Compared tothe j5roved. As shown in Figure 5, the deadline-miss ratio of

traffic-smoothing schemes, the case of no traffic smoothingy messagés was kept undet0~3, although it increased
resulted in high deadline-miss ratios. On the other hand, itk the number of activated PCs.

showed the smallest average transmission times of non-RT
bursts among the three schemes as shown in Figure 6. T
ranged from 1.073 to 1.819 sec, meaning that the average
throughput provided t@ach activated PC for tran#ting
non-RT bursts ranged from 4.398 to 7.455 Mbps.

To evaluate the fixed-rate traffic smoothing, we installe
a fixed-rate traffic smoother at every PCBD was set to
1500 andR P was set to 3.6 msec. Thus, the minimum an

0.001

Message loss ratio

Figure 5. RT message loss ratio in the non-
greedy mode

No traffic smoothing -
7y Fixed-rate traffic smoothing —-&-—
Adaptive-rate traffic smoothing -----

Mean delay of a burst of non-real-time messages in secs

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

4 5 6 7 8
Number of nodes generating non-real-time traffic

To evaluate the effectiveness of adaptive-rate traffic
oothing, we installed an adaptive-rate traffic smoother
every PC. The parameters were chosen as: 10 msec for
a, 100 psec forA, 100 msec forR Py, and 3 msec for
P,.in; andr was set to 1 msec. Thus, the decrement rate
f RP was 0.1, and the maximum throughput that can be
rovided to each PC in a short-term was 4 Mbps. These val-
‘Ees were selected empirically to achieve a low deadline-miss

4A station/PC is said to bactivated if the monitoring station requested

its status information. 5The lengths of the confidence intervals were smaller thzn®. The
5since we should consider the headers and framing fields for the physidahgths of the confidence intervals in all the cases hereafter were kept
layer’s traffic-generation rate smaller thano—5.

0-7695-0713-1/00 $10.00 ® 2000 IEEE



ratio of RT messages without sacrificing the throughput prahan 1 sec while the roundtrip delays were kept below 300
vided to non-RT bursts. Compared to the cases of no trafisec when the adaptive-rate traffic smoothing was enforced.
fic smoothing and fixed-rate traffic smoothing, adaptive-raté/hen the fixed-rate traffic smoothing was enforced, the mea-
traffic smoothing showed the smallest deadline-miss ratisured roundtrip delay sequence of real-time messages was
except when only two PCs were activated. For the case similar to that shown in Figure 7(b).

two activated PCs, adaptive-rate traffic smoothing showed
a slightly larger value than fixed-rate traffic smoothing as
shown in Figure 5. The maximum deadline-miss ratio of
adaptive-rate traffic smoothing wasi8 x 10~*, which is
smaller than thatl(/3) of fixed-rate traffic smoothing and ]
is attained when all the PCs were activated. The small 1
deadline-miss ratio of adaptive-rate traffic smoothing is pro- - |
nounced particularly when it is compared against the other - e CEEERENa=. o bt L A B
schemes in terms of the throughput provided to non-RT traf- (@) (b)

fic which is shown in Figure 6 as a form of delay. The av-

erage transmission time of a 1 Mbyte non-RT burst ranged Figure 7. Roundtrip delay sequences of real-

from 2.42 to 8.38 sec, and thus, the average throughput pro-time messages: (a) no traffic smoothing (b)

vided to an activated PC for non-RT traffic ranged between adaptive-rate traffic smoothing

0.955 and 3.36 Mbps which is much larger than 0.33 Mbps, _ i .
the throughput provided to non-RT traffic in the case of fixed- The greedy-mode experiments re-confirmed the effective-

rate traffic smoothing. In addition, the throughput prOVide(TeSS of adaptive-rate traffic smoothing. In this case, an acti-

to non-RT traffic in the case of adaptive-rate traffic smooth\fated PC was aII(_)wed to t?ar‘sm't r_10n—RT traffic at |_ts max-
um capacity without being restricted by an application-

ing increased as the number of activated PCs decreased, Ll L Si h ewid

like the result obtained in the fixed-rate traffic smoothingS/®' oW control. Since the worst-case network-wide non-

case. This indicates that the adaptive-rate traffic smoothi [T traffic arrival rate in this environment is deterministic
en the fixed-rate traffic smoothing is enforced, we only

does not waste the bandwidth when a small number of P 4th ith i hi it th ith
are activated, thus overcoming the scalability problem, as w@mpared the case without traffic smoothing with that wit

argued in the previous section. adaptive-rate trafflc smootr_\mg_.
When no traffic smoothing is enforced, the network can

In addition to the three traffic smoothing schemes, Wgg fyly-loaded by only one activated PC, causing extremely
conducted an experiment without activating any PC. In th'f%lrge delays to RT messages. Even though real-time IP
case, it QOes not matter what traffic s.moothing scheme is €fatagrams are given priority over non-RT ones within the
forced since there is no non-RT traffic to be smoothed. Theyme pc. they may collide with non-RT datagrams transmit-
total traffic arrival rate which was due only to real-time trafficia 4 from the other PCs and experience large delays. Under
sources, was 53.3 kbps as mentioned earlier. The deadlingich an extreme traffic-arrival condition, adaptive-rate traf-
miss ratio thus obtained wasl5 x 10=". One can see that fic smoothing proved to work remarkably well. Figures 8
the result of adaptive-rate traffic smoothing is very close tgq 9 show the experimental results. Figure 8 shows the
this \{alue. This indi.cates that the delay characteristics @fzadline-miss ratios of RT messages for different numbers
real-time messages is almost unaffected by the presencehctivated PCs when no traffic smoothing was enforced and
non-RT messages in the adaptive-rate traffic smoothing Gen adaptive-rate traffic smoothing was enforced. Figure 9
compared to the other two schemes. This is due to the faghows the throughput provided to all the activated PCs for
that the smoother stops transmitting non-RT traffic and doyzansmitting non-RT bursts. This was derived from the num-
bles its/zP> as soon as it finds the on-going transmission ex5¢r of activated PCs and the average transmission time for
periencing any collision with a real-time message or a NORransmitting a single burst, considering that the throughput
RT message transmitted by another PC. provided to an activated PC is given by the burst size divided

Figure 7 illustrates the effectiveness of adaptive-rate traby the transmission time.
fic smoothing in achieving soft RT guarantees over Ethernet. When no traffic smoothing was enforced, the deadline-
Figures 7(a) and 7(b) show, respectively, the roundtrip delayiss ratios of RT messages were extremely high, i.e., in the
sequences of 50,000 RT messages when no traffic smoothiragge ofl0~! as shown in Figure 8, although the throughput
was enforced and when the adaptive-rate traffic smoothimovided for non-RT trafficeéached up t@.74 as shown in
was enforced. The number of activated nodes were 10, akigure 9. Thanks to the flow controls mention above, we
thus, the non-RT traffic load was 0.32. As shown in Figureould not overload the network.

7(a), when no traffic smoothing was applied, a fair number On the other hand, when the adaptive-rate traffic smooth-
of real-time messages experienced roundtrip delays largeig was enforced on every activated PC, the throughput for

Round tip delay in secs

-

o.
o.

0-7695-0713-1/00 $10.00 © 2000 IEEE



' " e A el smootidg T T T 4. Implementation and Experimental Evalua-
tion on WindowsNT

e B We have also implemented the adaptive traffic smoother
on the Windows NT platforms, and conducted an indepth ex-
il | perimental evaluation. This implementation was motivated
by the fact that the Windows NT is widely deployed and used
but gives less leverages to software developers than the Linux
0001 1 OS. Although we will compare the performance of both the
s T NT and the Linux implementations, our focus will be placed
on their qualitative aspects since their real-time performance
5 1 depends not only on the communication protocol stacks, but
also on the operating systems themselves. For this reason,
we built an NT testbed which is totally independent of the
Linux testbed.

4.1 The Traffic Smoother on the Windows NT

. : : : : : : : : Unlike the Linux OS, we are not allowed to, nor do we
want to, modify the NT kernel. Moreover, the source codes
sl i of Ethernet device drivers are not usually available to end
........ e e users. Fortunately, however, the Windows NT allows end
| users to insert an intermediate driver — called ii2lS
(Network Driver Interface Specification) intermediate driver
’ [5] — between the extant transport protocol layers and net-
work device drivers. Since it is a standard interface between
protocol layers, we implemented the traffic smoother as an
NDIS intermediate driver without modifying the NT kernel.
o No vl smooting - x The NT-version traffic smoother consists of two proce-
h T T R : s s 10 dures: packet_classifer and process NRTQueue. Procedure
packet_classifer simply checks the claésf a packet arriving
from the IP layer, and inserts it into one of two queues ac-
cording to its type, real-time or non-real-time queue. Packets
greedy mode inserted into the RT queue are immediately transferred to the
Ethernet NIC.

Packets inserted into the non-RT queue are serviced by
transmitting non-RT bursts was reduced, apprOXimately bytimer service routinmrocess_NRTQueue, shown in F|g_
half, but the RT message deadline-miss ratios dropped dfigre 10. When this routine is called, it checks whether the
matically. They ranged from.54 x 10~* t0 5.78 x 107%,  non-RT queue is empty or not. If it is not empty, the function

and were much smaller than those achieved in the case of B¢ (C'BD) is called, which transfers at mastB D bytes
traffic smoothing. In this environment, the transmission cag the Ethernet NIC.

pability of a TCP socket of an activated PC was restricted ypon completion of Serve(CBD), the function

not only by the TCP flow control and Ethernet collision-cip,cckCollisions() is called, checking if the most recently-
resolution mechanism, but also by the adaptation mechanigfansferred packet has successfully been transmitted over
of the traffic smoother. This explains the lower throughpuhe network without having experienced any collision. Most
achieved by the adaptive-rate traffic smoothing. These efthernet cards and drivers are designed to determine how
perimental results indicate that we can buit virtual net-  many packets have experienced collisions at least once
works — a soft real-time control network and an Ethernepefore their successful transmission, and this information is
LAN with 5 MbpS transmission Capabl“ty— USing a Sing|9made available to upper |ayem0n request in case of the

Ethernet LAN if the adaptive-rate traffic smoothing is emyyindows NT. Using this information heckCollisions()
ployed.

Message loss ratio

0.0001
1

3 4 5 6 7 8
Number of nodes generating non-real-time traffic

Figure 8. RT message loss ratio in the greedy
mode

0.6

Throughput

o4l /S T

0.2

4 5 6 7
Number of nodes generating non-real-time traffic

Figure 9. Throughput of non-RT traffic in the

-, . . . “In the Windows NT, the ToS field of an IP datagram cannot be changed
In addition to HIMD, we experimented with various adap'using the setsockopt() function like in the Linux. For this reason, we chose

tation mechanism (e.g., Linear Increment and Multiplicativéne protocol name as a way of differentiating real-time from non-real-time
Decrement), but HIMD yielded the best adaptation perforpackets. We used UDP sockets for real-time connections and TCP sockets
mance, thus omitting their discussion. for non-real-time connections.
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collects the most recently-transferred packet'dligion Procedure process NRTQueue
statistics and indicates the current network congestion con
dition. However, frequent collection of collision statistics by
the traffic smoother will introduce a high overhead on CPU,
and can even freeze the system in an extreme case. Therg-
fore, CheckCollisions() should not be called too often. As
a result, the NT-version traffic smoother is less responsive
than the Linux version which uses the most recetifsion-
time information as described in Section 2.2. Upon detection y
of a collision, the traffic smoother decreases its sending
rate by invoking the functiomecrease(CBD, RP). In
contrast with the Linux version, the NT version allows ,
both CBD and RP to be changed, because the timing Inerease(CBD, BP);
granularity that can be used in the Windows NT is fixed at )
10 msec. That is, Procedur@heckCollisions() can be SetNewtServicel ime(RP);
called at most once every 10 msec. If we set the maximum
C'BD to 1500 as we did in the Linux version, the maximum Figure 10. Procedure of handling non-RT
throughput provided to a single node is 1.2 Mbps, which
leads to low network utilization. Therefore, we must allow
C'BD to be larger than 1500. However, in order to avoid
the poor responsiveness of the traffic smoother due to largesthed. Therefore, the network load due to RT messages is
bursts, we must set a reasonable maximum valu€'Bm. 2 100 x 8 x 4/0.3 = 21.3 kbps. We set the roundtrip dead-
Specifically, we set the maximuf’BD to 4500. Now, |ine of RT messages to 129.6 msec as in the Linux testbed.
when Decrease(CBD, RP) is called, the traffic smoother The volume of non-RT traffic generated by an application
decrements’'BD by 1500 if CBD is greater than 1500. \yas set to 1 Mbytes, and activated stations generate non-RT
Otherwise, it doubleg P as in the Linux version. traffic in the greedy mode.

If CheckCollisions() indicates that there was no col- Figure 11 shows the RT message loss ratio in the greedy

lision, function Increase(CBD, RP) is called. If RP is  mode. The NT testbed generated experimental results sim-
larger than 10 msecRP is decremented by as in the

Linux version. The minimum value a® P is set to 10 msec.
If RP = 10 msec,C'BD is incremented by 1500RP is
capped byRP,,,. which was set to 1000 msed\ was set
to 10 msec in our implementation.

When the non-RT queue is empty upon invocation of
process_N RTQueue, function I'ncrease(C'BD, RP) is

| If (NonRealTimeQueue ! = Empty) then {
Serve(CBD);
if (C'heckCollisions() == True) then {
Decrease(CBD, RP);
}
else {
Increase(CBD, RP);

—

else {

queue

,4
e

message loss ratio

called.
After finishing all the routines, procedure /‘
process_N RTQueue Sets its next invocation time which is
given as the current time plugP.
—— smoothing case
. . —e—  no-smoothing casg
4.2 Experimental Evaluation T I S S

no. of activated nodes

We built a testbed with 5 NT workstations, and conducted
the same experiment as we did on the Linux testbed. We now Figure 11. RT message loss ratio in the greedy
present the results of the greedy-mode experiments. mode observed in the NT testbed

The NT testbed consists of one 400 MHz Pentium Il PC,
and four 133 MHz Pentium laptop computers, and they ariéar to the ones we obtained from the Linux testbed. When
connected through a 10 BASE-T Ethernet LAN. The collithe adaptive-rate traffic smoothing was enforced (labeled by
sion domain diameter is 10 m. We configured the NT testbédmoothing case” in Figure 11), the RT message loss ratio
similarly to the Linux testbed as shown Figure 4, exceptanged from) to 3.5 x 10~* when the number of activated
that there are one monitor station (400 MHz Pentium Il PChodes changes from 1 to 4. Especially, when a single node
and four local stations denoted by PC-1, PC-2, PC-3, anslas activated, no message was observed to miss its deadline
PC-4. RT control and echo messages were generated framong 400,000 messages. When no traffic smoothing was
the local stations in exactly the same way as in the Linugnforced, RT message loss ratios are two orders of magni-
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tude larger than those observed when the adaptive-rate trédtes its packet stream using a certain traffic-generation rate.
fic smoothing was enforced. As the Linux-version (see FigBy allowing the traffic-generation rate to adapt to the cur-
ure 8), the NT-version adaptive-rate traffic smoother dramatent network load condition, we were able to provide rea-
ically drops the RT messages loss ratio. sonably good throughput to non-real-time traffic while meet-
Figure 12 shows the throughput provided to the non-Ring the real-time requirement of each localde. We imple-
traffic in the greedy mode. Compared to the Linux-versionnented the proposed traffic smoother on both the Linux and
the NT-version traffic smoother has better non-RT throughhe Windows NT platforms, and conducted extensive exper-
put characteristics. That is, when the traffic smoother wéamental studies for various traffic-arrival patterns on the two
enforced, the throughput provided to non-RT traffic droptestbeds. The studies showed that the message deadline-miss
only by 25 %, approximately. This is possibly due to theratio can be kept well undéi)=2 for any non-real-time traf-
smaller number of nodes in the NT testbed, but we did ndic arrival rate if all the local nodes are equipped with the
experiment with a larger testbed yet to confirm this. proposed traffic smoothers. Moreover, the studies showed
that the proposed traffic smoother can provide a reasonable
! ‘ ‘ ‘ ‘ ‘ average throughput to non-real-time traffic while still yield-
1 ing a remarkably low real-time message deadline-miss ratio.

We considered only the soft real-time communication part
/3/‘4 of a real-time control system, but our traffic smoothing can
: ] be extended to various other applications. In particular, we

would like to explore ways of transporting real-time video
over an Ethernet LAN using the proposed traffic smoother.
Our traffic smoothing approach can also be applied directly
to Fast Ethernet which is expected to replace 10 Mbps shared
Ethernet for multimedia support.

o
)

throughput
o o o o
S S
T

o
s

——  smoothing case | ]
—e—  no-smoothing case
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