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A Class of Adaptive Hybrid ARQ Schemes for
Wireless Links

Sunghyun ChgiMember, IEEEand Kang G. ShinFellow, IEEE

Abstract—Wireless links are known to suffer location-depen- equalizer, and diversity techniques) and the data link layer (e.g.,
dent, time-varying, and bursty errors. This paper considers a class frame length control, error correction, and error detection and
of adaptive error-control schemes in the data link layer for reliable retransmission).

communication over wireless links in which the error-control . . .

code and the frame length are chosen adaptively, based on the T,h's _paper con§|ders the pro*?'em Of_ using error-(_:on'Frol
estimated channel state/condition. Three error-control schemes €oding in the data link layer to achieve reliable communication
are considered according to: 1) the number of code segments aover a wireless link. Broadly speaking, there are two types of
packetis divided into and 2) the way a lost packet is retransmitted. error control: forward error correction (FEC) and automatic

Through throughput performance and computation complexity repeat request (ARQ). ARQ is efficient when the channel
analyses, these three schemes are compared, and then one of them

is claimed to be the most attractive in terms of computation com- cond!t!on is good or_ moderately good, but as the channel
plexity and practicality even though its throughput performance ~ condition gets deteriorated, ARQs throughput performance
is not the best. The simulation results also verify that this scheme becomes unacceptably poor. We consider: 1) an adaptive hybrid
works well over a time-varying fading channel. Error control for ~ of FEC and ARQ using Reed-Solomon (RS) code and 2)
the medium access control (MAC) header and its effect on the 44antive frame-length control. RS codes are known to provide
performance of each error-control scheme are also considered . o - -
since, without proper error protection for the header, it would be  ©XCEellent error-correction capability, especially, in terms of
futile to exercise error control on the user data. bursty error suppression. The RS code rate and frame length are
. . . chosen adaptively based on the estimated channel condition to
Index Terms—Adaptive error control, hybrid automatic repeat L .
request (ARQ), link layer protocol, Reed—Solomon (RS) codes, Maximize the throu.ghput performance. We also conS|d_er error
wireless networks. control on the medium access control (MAC) header since: 1)
without proper error protection of the header, it would be futile
to apply any error control on the user data and 2) the MAC
header is also part of the data link layer.
ECENTLY, there has been an impetus in the design andThree error-control schemes (referred td&r&s1, RS-Il, and
deployment of wireless/mobile networks due mainly to RS-lIl') are considered depending on: 1) how many RS code
rapidly growing number of applications such as intelligent transegments are used for each packet and 2) how a packet with un-
portation systems and ubiquitous computing. As a result, wiresrrectable errors is retransmitted. The computation complexity
less systems such as cellular networks, personal communieban error-control scheme is as important as its throughput per-
tion systems (PCS), and wireless LANs are becoming wideigrmance, as this is closely related to battery power consump-
accepted and deployed. A key requirement of these wireless rita, which is one of the limiting factors in wireless/mobile de-
works is reliable transmission service. Unfortunately, wireleséces. Encoding/decoding processes with RS codes are known
links are known to be error-prone and suffer location-dependettt,consume substantial battery power [10]. We use the central
time-varying, and bursty errors [4], [15], [16]. Physical factorgrocessing unit (CPU) time for encoding/decoding of an RS
contributing to this unreliability include: 1) signal degradatiogodec implementation as the measure of computational com-
due to the distance between sender and receiver; 2) multipptéxity. While the actual complexity of the RS codec will de-
propagation of a transmitted signal; 3) movement of sender, end on a particular implementation, we believe that the CPU
ceiver, environment, or all of them; and 4) interferences by titine measurement can be a good reference. The three schemes
signals in the same frequency band. Most wireless systems hae,compared in terms of throughput performance and compu-
therefore, adopted various error-combating schemes in both téon complexity.RS-Il is shown to be the most attractive in
physical layer (e.g., error-correction coding, spread spectruifms of computation complexity and practicality even though
its throughput performance is a little worse than thaR&¥fl111 .
The paper is organized as follows. Section Il describes
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determinesRS-11 to be the most preferred. The adaptation rul . Inter-frame space 120+n*46 bits,
fad VRS-l i dins . VIl th S . IX PHY preamble 292 bits where n=16 for successive frames
of adaptiveRS-Il is presented in Section VIII, then Section from same transmitter
evaluates its performance in time-varying fading channe fe—

Section X puts our results in a comparative perspective relati lfVIAC I I
to other related work, then the paper concludes with Section > Lame
ll. SYSTEM SPECIFICATIONS PHY postamble 8 bits
. . Header User Data CRC
We now describe the RS codes used in our error-conti 16 bytes | 46-1500 bytes 4 bytes

schemes for user data, and the physical layer (PHY) and MAC
frame structures necessary for our throughput evaluation.  Fig. 1. PHY and MAC overheads for WaveLAN.

A. RS Codes
Header User Data CRC

For the error control of user data, we add@px, K, q) RS 17 bytes 46-1500 bytes 4 bytes
codes ovefsF(q), in which the codeword siz& (< ¢—1) and . i A 5 N N
the number of information symbols (<N). A g-ary symbol - \ AN
is mapped td bits, sog = 2°. RS codes are known to have - R fo ' . AN
the maximum error-correction capability for given redundanc e 3
i.e., a maximum distance separable (MDS) code. FEMark) 117{7;‘:: Seg 1 Seg 2 voo | SegM
MDS code, the minimum distaneg,;,, is determined ag,.,;, =
N — K + 1, where the error correction capability= (dy,in —
1)/2 = (N — K)/2, i.e., any combination of symbol errors BCH coding redundant bits RS coding redundant symbols
out of N symbols can be corrected. The code ratés defined  for header = 14.5 bytes for user data and CRC = K symbols/segment
asr. = K/N. One can easily see that the more parity symbols
(i.e., largerN — K), the better error-correction capability. RS9- 2. The newly modified MAC frame structure.

codes are also known to be efficient for handling bursty errors.

For example, wit{ N, K, 2°) RS code with the error correction appended to the header. Using this code, up=tol5 bit errors
capabilityt, as many as- bit errors can be corrected inthe besgan be corrected. This coding will be compared with other
case when all 0f bits in each ofb-bit symbols are erroneouschoices in Section IV-B. Note that this BCH coding is fixed
(i.e., bursty errors). But only bit errors can be corrected infor every MAC frame so that the receiver can receive/decode
the worst case when only one bit in eachtbbit symbols is it without any extra information to check if the received MAC
erroneous (i.e., nonbursty errors). frame is destined for itself.

Originally, the codeword size d¢fV, K, q) RS code is deter-  The user data plus CRC is divided int6 segments, and each
mined to bey — 1. However, a shorter codeword can be obtaineskgment is encoded by an RS code. The segmentation and en-
via code shorteningFor example, given afV, K, g) code, coding procedures are detailed in the next section. The user data
K — s information symbols are appended byero symbols. s assumed to be an IP packet with a 20-byte-long header and,
TheseK symbols are then encoded to makeMsymbol-long  throughout this paper, the terms “user data” and “packet” are
codeword. By deleting al zero symbols from the codeword,ysed interchangeably. In order to examine the performance of

we can obtaifV — s, K — s) code. For decoding this shortenecrror-control schemes, we specify various overheads of interest
code, the origina|V, K') decoder can still be used by appendings follows.

Z€ro symbols betweel — s information symbols and/ — K » H = the length of MAC header overhead including BCH
parity symbols. Shortened RS codes are also MDS codes. Code redundancy= 31.5 (=17 + 14.5) bytes= 252 bits.

shortening is useful especially for transmitting information with , » _ the length of PHY overheag 420 (=120+29248)

less thank symbols. bits (assuming: = 0).

e« C = the length of CRC and IP header overheads
24 (=4 + 20) bytes= 192 bits.

B. PHY and MAC Frame Structures

Our study draws on the specification of the popular
WaveLAN modem. PHY and MAC overheads of the WaveLAN IIl. ERRORCONTROL SCHEMES

are shown in Fig. 1 [11]. In WaveLAN, no error-correction For th d I sch ider nine RS
coding is implemented; only the cyclic redundancy check orthe proposed error-control schemes, we consider nine

(CRC) code for error detection is implemented. We modifie%OdeS as shown in Table I. The reason for limiting the number of
the MAC frame structure as shown in Fig. 2 for error-contrdicdes is that we need a different encoder-decoder pair for each

schemes. First, the MAC header size is increased by one bi , £, ¢) RS code. Described below are error-control schemes

This additional byte is used to give the error-control sche &' the link layer.

information like the RS-code rate used for the subsequent )

user data, which can be adaptively changed. For the MAE A Hybrid of FEC and ARQ

frame header, we adopt thH{&55, 139) binary BCH code, so  We adopt a hybrid of FEC and ARQ, i.e., the receiver at-
116 (=255 — 139) parity bits (equivalently, 14.5 bytes) aretempts to correct errors first and, if the errors are uncorrectable,
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TABLE | specify all the necessary information. Finally, the MAC frame
NINE RS GODES CONSIDERED FORADAPTATION forms the structure, as shown in Fig. 2.
N 255 511 1023
K [ 229 [ 153 | 77 | 459 | 307 | 153 | 921 | 613 ] 307 C. Receiver Side
q 256 512 1024
7. 109 [06]03/09]06[03[09]067]0.3 The error control at the receiver works as follows.
t 13 151 |8 | 26 | 102 | 179 | 51 | 205 | 358

1) The header of the received frame is decoded at the MAC
sublayer. If the header is successfully decoded and, if the

retransmission of the packet is requested. When errors are suc- frame is found to be destined for itself, the user data with

cessfully corrected, an acknowledgment (ACK) is transmitted M RS-coded segments aswell asthe RS.code information

to the sender and when errors are detected but not correctable from th(_a header are sent upward to the link Iayer: '

a negative acknowledgme(MAK) is sent. We use thselec- 2) At the link layer, each oM RS-coded segmgnts IS f'rSt.

tive-repeat{SR) ARQ in this study. The sender keeps transmit- decc_)ded by the RS decoder, then the entire frame (in-

ting packets without waiting for ACK/NAK of those packets al- cluding the header and user data) is checked by the CRC

ready transmitted. If NAK of a transmitted packet is received, decoder.

or if neither ACK nor NAK of a packet is received within aAs described in the next section, the RS decoder at the receiver

timeout interval, the packet is retransmitted. The timeout ifi’St attempts to correct errors. If the errors are uncorrectable,

terval is determined based on the roundtrip time. As will be cle@ply their presence will be detected. Note that errors can be de-

below, the schemes considered here do not depend on ARQ, t¢ded in three different places in the receiver: the MAC sub-

hence, they can be used in conjunction with any other ARI@yer by the BCH decoder, the link layer by the RS decoder, and

schemes, such as stop-and-wait (SW) and go-back-N (GBm_ally by the CRC decoder. This three-level error detection de-

But throughput performance and complexity may depend &cts virtually all uncorrected errors.

the underlying ARQ scheme. The SR-ARQ scheme is known to

achieve better throughput performance than SW and GBN-AR®) Three Error-Control Schemes

at the expense of higher complexity. , . ,

An ACK/NAK packet consists of four bytes, in which the we con5|_der hthe bfollowmg three I?OS.?IbIe error-control

first two bytes are for the frame number of the packet associatse%PemeS using t E_} above error-control facl |t|e§. .

with ACK/NAK, the third byte is to inform (1) whether itis ~ RS-I: M = 1,1.e., when along RS code with a largeis

an ACK or NAK, and (2) adapted code rate; and the last byte uSed for each packet. , o

is a checksum. As will be clear later, the code rate is mainly RS-Il: M # 1and the entire packet is retransmitted if any

adapted by the receiver depending on the estimated channel RS code segment has uncorrectable errors.

state/condition, the code-rate information is fed back to the RS-Il:M # 1and each code segmentwith uncorrectable

sender within each ACK/NAK packet. These four bytes are errors is requested tq be r_etransmltted. Then, a_set of those

encoded by(148,32) BCH code, which is a shortened code code segments received in error are retransmitted by the

from (255139) BCH code adopted for the MAC header error ~ Sender in one MAC frame.

protection. Note that forRS-IIl, a simple form of ACK and NAK is not
enough; more on this issue will be discussed later. A packet
decoded without any RS decoding failure can have undetected

B. Sender Side errors as explained in the next section. These errors are most
likely to be detected by the CRC. In this case, the sender is

An IP packet is fragmented into a number of segequested to retransmit the entire packet for all three schemes.

ments—which we calliser data—depending on the maximum

user data size that can be accommodated in a MAC frame,

or the maximum transmission unit (MTU). The MTU of IV. ERRORPERFORMANCEANALYSIS

the WaveLAN is originally 1.5 Kbytes. With our schemes, \ye analyze the error probabilities of RS codes for user data
MTU is adapted dynamically as required by the underlylngnd BCH codes for the MAC header in this section.
error-control scheme. The CRC is calculated for both the user

data and MAC header. The combined user data and CRC is
then divided intoM segments, where each of the firgt — 1 A."RS Code Performance
segments i€ bits long and the length of the last segment is We use a bounded-distance RS decoder with the error-correc-
<KW bits. Note that MTU can be determined &8Kb — 32 tion capabilityt. The decoder looks for a codeword within dis-
bits, where—32 represents the CRC overhead. tancet of the received word; if there is such a codeword, the de-
Each segment is encoded witly, K, 2°) RS code. For the coder will find it and, if not, the decoder will declare “decoding
last segment, the code shortening might be needed. The Mfilure.” Any RS-code segment with smaller than or equal to
header is then encoded K855 139) BCH code. Note that one errors can be corrected while code segments with larger than
byte of the header is used to represent the information of therrors result in either a decoding error (i.e., decoding into a
error-control code such a&, K, and M. For the proposed wrong codeword) or decoding failure (i.e., inability to correct
schemes, only a set of codes is used, so one byte sufficeetirs).
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Let P, denote the symbol error rate at the input of the R!
decoder, then the probabilit]?; of the RS decoder anomaly,
which includes both decoding errors and failures is given by

Pr= §3<N>fﬂ1—f@N% M

i=t+1

wheret = |[(N — K)/2| is the RS error-correction capability

Header error probability Py,

and P; is represented by 001 L

P=1-(1-PB) @) E ]
for a binary symmetric channel (BSC) with the channel bit errc ]
rate (BER)F,. Now, the probabilityPr of RS decoding error o.oog o —— '8.401 e o
and the probability’r of RS decoding failure are given by [13] ‘ BER '

t . L
N PP Fig. 3. Header error probability versus BER.
&s&Z()MLW“*% €)
=0 ¢
among the cases compared. The reason why RS codes perform

Pr = Pr— Pg. 4 ) .
worse than the BCH code is that they are nonbinary codes, so an
error in an 8-bit symbol (e.g., fdB1,17,256) RS code) results

B. MAC Frame Header Performance in a symbol error. This is why42, 23,64) code outperforms

The MAC frame with an error-free or error-corrected headépl, 17,256) code. On the other hand, RS codes work better
carries its contents [i.e., user data plus cyclic redundancy chdgidealing with bursty errors and this is why the RS codes are

(CRC)] to the RS decoder. This means that error protectigdlopted for user data.
of the user data is of no use unless the MAC frame header is
also protected by an equally powerful error-control scheme. We
adopt the(255 139) binary BCH code for the header error con-  1yqyghput efficiencys defined as the portion of “useful”
trol. The header-error probability for a given BER can be information bits (or the payload of an IP packet excluding the
expressed as IP header) in each packet transmitted considering both PHY
n n and MAC overheads. Note that the throughput efficiency cor-
P, = Z ( ) F(1-PB)" (5) responds to so-callegbodputsince only successful (or useful)
¢ information bits are accounted for.

where the BCH codeword size= 255 and error-correction ca- For the analysis, we 1) ignore ACK/NAK overheads and 2)

pability ¢ = 15. Note that the header errors can be classified agigSume an ideal packet error-detection code (or CRC), i.e., all

decoding failure/error. In case of a decoding failure, the recei\}glle errors are detected eventually. The second assumption is rea-
pable since errors are detected by BCH, RS, and CRC de-

just ignores the packet and the sender will retransmit the pac 8 .

upon expiration of the retransmission timeout if the receiver w§3€rs: For example, even with 255, 229,256) RS code,

the real intended receiver (case 1). In case of a decoding er r‘,’vhICh E?ge rate is 0.9, _the decoding error probabifily ~

the receiver might send the packet to the RS decoder when nes X 10 for, =01,1e, most_errors are det_ected by the
decoded header points to the receiver's address (case 2) %decoder, then most of the remaining errors will be captured
might otherwise ignore the packet, thus triggering retransm the CRC decoder.

sion via the expiration of the retransmission timeout (case ?R RS-|

In case 2, the error in the decoded header will eventually be de-
tected by CRC decoder after RS decoding. For RS-I, the average numbé?[V] ] of bits transmitted till

Fig. 3 shows the header error probability as BER increasée successful reception of a packet can be obtained as

for the following four different cases of header error control: . . .

1) without any coding for the header, which is the case with E [Ntr] = Lpii(1) + PrE [Ntr] (6)

WaveLAN; 2) with (255139) BCH coding as used in our h h K . bability is aiven b

schemes; 3) with the shortenésll, 17, 256) RS coding with where the packet retransmission probability Is given by

t = 7, and 4) with the shortene@2, 23,64) RS coding with I 4 1 _

t = 9. Allthe three codes compared have roughly the same code Pr=1-(1-h)0-Pr) (7)

rate (i.e.r. ~ 0.55), while accommodating a 17-byte headeg the numbet. . (M) of bits needed to transmit a frame

within them. Note that RS codes of code-rate 0.55 with symbgj, M(N, K,2%) RS code segments including PHY overhead

size <64 cannot accommodate the header. The header erfRAc overhead, coding redundancies, and information bits is

probability for RS codes can be obtained directly from (1). represented by
We first observed that the header without coding is too vul-

nerable to be useful. The BCH code is found to be the best

V. THROUGHPUTEFFICIENCY

e=t+1

Ly (M)=MNb+ H + O. (8)
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This reduces to 3) No decoding failure and some decoding errors with prob-

: Loe(1) ability (1—.Ph)p€,70(M) for e Z Oresultin retransmission

E[N.] => P 9) of the entire packet.

1=Fg 4) Some decoding failures and no decoding error with prob-

Finally, the throughput efficiency® of RS-I can be obtained by ability (1 — Fi)po,s(M) for f # 0 result in retransmis-
the number of information bits in a packet divided BV, | sion of a number of code segments until none of these
. code segments results in a decoding failure. This might re-
ot = Kb-C _ (Kb—C) (1 - Pp) (10) quire eventual retransmission of the entire packet if some

E[NL] Lk (1) ' of the retransmitted RS code segments contain undetected
errors.

B. RS-l 5) Some decoding failures and some decoding errors with

probability (1 — P, )p.. (M) for e # 0 and f # 0 result
in retransmission of a number of code segments. This re-
quires retransmission of the entire packet after successful
reception of all those RS code segments originally with
decoding failures.

M ideri 111 i in i

ey (M) = < ) P;}ij(l ~ Py — Pp)M—=D_ (11) Considering all of these case8[/V;, "] has the relationship in

e, f (15), shown at the bottom of the page, where the average number

Then, forRS-11, we can easily see th&@- for RS-lis equivalent A(f) of bits transmitted until all off RS code segments in a

To analyze the throughput efficiencies ®6-11 andRS-IlI
with M # 1, we first define the probability. (M) thate and
f code segments out gff code segments result in decoding
errors and decoding failures, respectively, as

t0 1 — po,o(M) for RS-II. So, following (9) packet pass through the RS decoder (after retransmitting some
code segments) without any decoding failure is represented by
Iy _ kat(M) ,
E[N;] = < pi (12) foi=f
R A = Lo (N + A=) D > pepr(f)A
where =1 e=0
+ P A 16
PE =1 (1= Ppoa(M). 19 AL (1)
. o and the probabilityB( f) that any of thes¢ retransmitted code
Finally, the throughput efficiency can be expressed as segments contains undetected errors is given by
(MKb—C) (NKb—O)(1-Pg !
= = T 154 OB B(y=1-(=15_Y. (17)
E [N pkt (M) Ps + Pg
By solving (15), we can obtain (18), shown at the bottom of the
C. RS-l page.

In case oRS-1II, an entire packet will be retransmitted upon For the special case @ = 1, i.e., one RS code segment for
detection of a MAC header error or CRC error. However, only packet, (18) reduces to
part of the packet will be retransmitted upon RS error detection. Loke(1)
. . . E NHI] — pkt — El [NI] . (19)
Basically, there are five cases to consider. [N 1= P){1-Pr) tr
1) A MAC header error with probability?, results in re-
transmission of the entire packet.

Finally, the throughput efficiency can be represented by

2) No error with probability(1 — P, )po (M) requires no I _ (MKb—C) (20)
retransmission at all. K E [N
E [N = L (M) + <Ph +(1- Py Zpe,o(zm) E [N

M—-1M-—f
+(1- 1) ZPOf N+ B()-E[NT) Z Z pe.s(M) (A(S) + E [N;T]) (15)

f=1 e=1
gy - LD+ A= PSS e (DA) 8

tr -

(1= P (1= ) pos(M)BU) = L 1 pe (M)
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TABLE I
ENCODING TIMES T AND DECODING TIMES T4(e) FORNINE RS GODES THE VALUES IN (-) ARE NORMALIZED TIMES PER INFORMATION BIT.
ALL TIMES ARE MEASURED IN 1S

N _ | K [ Te | T4(0) Ta(1) [ Ty(t) [ Tyt +1)
229 [ 00 | 339 (0.185) | 364  (0.199) | 408  (0.223) 620  (0.338) 553 (0.302)
255 | 153 | 0.6 | 870 (0.711) | 1489  (1.217) | 1761  (1.439) | 4138  (3.381) | 3181  (2.599)
77 | 0.3 | 823 (1.336) | 2839  (4.609) | 3670  (5.958) | 9655 (15.674) | 6937 (11.262)
459 | 0.6 | 1462 (0.354) | 1603  (0.388) | 1672  (0.405) | 2637  (0.638) | 2382  (0.577)
511 | 307 | 0.6 | 4187 (1.515) | 6300  (2.283) | 7452  (2.697) | 17586  (6.365) | 13293  (4.811)
153 | 0.3 | 3603 (2.617) | 11818  (8.582) | 14846 (10.781) | 38399 (27.886) | 27413  (19.908)
921 | 0.9 | 5272 (0.572) | 6709  (0.728) | 7075  (0.768) | 10887  (1.182) | 10010  (1.087)
1023 | 613 | 0.6 | 13685 (2.232) | 27189  (4.435) | 31036  (5.063) | 67533 (11.017) | 54091  (8.824)
307 | 0.3 | 14082 (4.587) | 44417 (14.468) | 55222 (17.988) | 162082 (52.795) | 122036  (39.751)

. 10000 T
D. No Coding (255,229,256) ——

We now consider the throughput efficiency in case of no R: 9000 - (2(2251??%28; R A
coding for user data. Note that the MAC header is still encodeg 8000 - P
by the BCH code even without RS coding. The average numb% 7000 e
E[N[°] of bits transmitted until successful reception of a packe & 000 |
with the maximum transmission umdTU is given by > a0

Ly g
No] _ _ “‘pkt S 4000 f_." .
E [Ntro] - 1— PNO (21) g’ 7 - !
R B s00fF 4
. . . o 1 LT
where the packet-retransmission probability 8 2000 [ i
P =1-(1-R) (1= (1- p)MTUHD) - (22) 1000 .
0 L
gnd the numbeL ¢, of bits needed to transmit a frame is given 0 o, # of arfors 100
y
N Fig.4. Decoding time versus the number of errors(afb, I, 256) RS code
Ly =MTU+ 32+ H + 0. (23) segment.

Finally, the throughput efficiency can be expressed as The decoder is implemented following the standard implemen-

Ne MTU4+32—-C (MTU+32-C) (1 — pRNo) tation found in [1], using the Massey—Berlekamp algorithm for
T =% (V] = TNo . finding the error-locator polynomial and the Chien search for
o pht finding its roots. First, thencoding complexifger RS code seg-
(24) ment in terms of the CPU time for a givétV, K, ¢) RS code
can be represented by

VI. COMPUTATIONAL COMPLEXITY ANALYSIS C. =T (25)

We analyze the computational complexity associated with the
process from the generation of a packet to its successful recéperel. is the CPU time required for RS encoding. The fourth
tion by the receiver. RS encoding and decoding complexities &dumn in Table Il shows the encoding times of nine RS codes.
considered to account for packet generation and reception ovER€ values in the parentheses are the normalized encoding time
heads, assuming that these two are the most dominant facRf§information bit.
compared to the others including packetization, segmentationFig. 4 shows the decoding timds(c) as the numbee of
BCH encoding and decoding, and CRC encoding and decodfnbol errors in a code segment increases for t268, K,

overheads. 256) RS codes. We observe thAj(e) increases abruptly from
e = 0to1 and increases approximately linearly uati ¢, then
A. Measured Encoding and Decoding Times drops abruptly frone = ¢ to ¢ + 1. This dropoff happens since

As the complexity measure, we use the CPU time, which 8¢ decoding process is stopped without attempting to correct
obtained from 100 000 to 500 000 runs of encoding randonfijrors when the number of errors is found to be greater than
generated information bits and decoding code segments witherZu(e) gets saturated beginning at= ¢ + 1. The fifth to
rors in randomly chosen locations on a Sun 300 MHz Ultra #8ghth columns in Table Il sho®;(c) for four critical ¢ values:
with 128 Mbytes of RAM running Solaris 2.6. As mentioned ir¢ = 0, 1, ¢, andt+ 1. The values in the parentheses are again the
the introduction, this measure can work as a good informatig@rmalized values per information bit. Note that for a number of
reference while not an absolute measure since the computatig@radrse > ¢, when an RS code segment is decoded into a wrong
complexity really depends on how the codec is implementeghdeword due to a decoding errd},(e¢) can be totally different
The C source code used is based on a code written by Phil Kénem the saturated value @f;(¢) for ¢ > t. However, since the
and available free for noncommercial use at his homepage [Blobability Pr of a decoding error is very small compared to
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that of a decoding failure (i.elr), this effect is not reflected in Finally, we obtain the average total complexity
the average values from many runs. Note that the encoding and -
decoding times are the same for all the shortened codes (i.e., ol = MCe +Cy )
(N — s,K — s,q) RS codes where < K), since the same MK?bD
encoder and decoder are used for the shortened codes.

According to our error-control schemes described thus f&, RS-llI

decoding may be done multiple times depending on the numbegqr RS-j11 | the decoding complexity can be derived by fol-

of times the packet is retransmitted. Now, we can easily see th@fing a similar step taken faE[ V'] in Section V-C. Then,
the decoding complexity will depend on both the error-controle can derive the following relatioilship:

scheme and channel error rate.

M
B. RS- Cf' = G M)+ peo(M)CH!
e=1

(34)

ForRS-I, the average decoding complexity per code segment

M
in terms of the CPU time for a givefiV, K, ¢) RS code and M (o B(f).
channel BERP, can be represented by + fz::lpo’f( ) ( a ())+B)-Ca )

N M—-1M-—f
Ol = E[T(E)] =Y Pu(c)Tule) (26) + 303 pes ) (CFH+ ) (39)
=0 f=1 e=1
where where
N e N—e N N fof=r ~
Pe(e) = ( c ) P=£) @ A =N+ DY pep (DTS, (36)
and /=1 e=0
P,=1-(1-P)". (28) Then, this reduces to
One fact we didn’t consider in the above equation is that a packet:!!
with uncorrectable errors should be retransmitted, and hence the LAV M M—f MU
: - 0 (M) + 251 2o’ Pe s (M)CGT(S)
retransmitted packet should also be decoded again. = 7 7 =7 .
Considering retransmissions, the averatgcoding com- 1= i pos(M)B(f) = > =0 2ot Pe,s(M)
plexity per “successfully transmitted” code segment (or (37)
equivalently, packet foRS-I) is given by
Finally, we obtain
Cy=CL+ pp-C} 29
d d T d ( ) CHI MCe + C(IiII (38)
and this reduces to T MKD
. O(ri We can easily see that the equation of the average decoding
Ca=1_ P (30)  complexity (e.g..C™") resembles that of the average number

_ _ _ of transmitted bits till the successful reception of a packet (e.g.,
Finally, the computational complexity per successfully trangz[ ¥II"]) for each error-control scheme. One difference is that
mitted “information bit” for both encoding and decoding camhe header error probability has nothing to do with the decoding
be represented by complexity since the packet with uncorrectable errors in the

I MAC header will be detected by the BCH decoder in most cases,
C€ + Cd . .
7 (31) sono RS decoding is needed at all.

Cf =

VII. COMPARATIVE EVALUATION AND DISCUSSION

C. RS-l
In this section, the three error-control schemes discussed

Since .therg aré/ RS _°°d‘? segments, _thq average decoding o are comparatively evaluated in terms of throughput
complexity without considering retransmissions is given by efficiency and computational complexity

Gl (M) = MCy (32) A Comparison of No Coding and RS-

respectively. Then, since a packet is retransmitted with the probFig. 5 plots the throughput efficieney™ as BER increases
ability 1 — po o, the average decoding complexity per succes¢hen no RS coding is used for user data. 7A€ value of
fully transmitted code segment is given by a larger (smaller) MTU is observed to be larger for a smaller
(larger) BER. With a larger MTU, PHY, and MAC overheads
are relatively small, bug™° decreases rapidly as BER increases
since the larger user data, the more likely it is corrupted. This

CH o O(IiI(M)

d pO,O(M) . (33)
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Fig. 7. (a) Throughput efficiency;! versus BER and (b) computational
— 0.9 RS codes for complexityC! versus BER with nine RS codes fRIS-I.

Fig. 6. Throughput efficiency;! versus BER withr
RS-I.
0.9,0.6,0.3). One can observe that the lower the code rate, the

phenomenon was also observed in [11], where an adaptive frajgger the dropping points of throughput and the larger the rising
length control for WaveLAN was considered. points of computational complexity. We again find that adapta-

Fig. 6 plots the throughput efficiency &S-I for RS codes tion among differentV values with the same code rate is not fea-
with the code rate’. = 0.9. Note that asV decreases, the sible. From the complexity curve, we find that the complexity
MTU (and, hence, the frame length) gets shorter. The geneif@dreases approximately linearly with when BER is small.
trend with RS coding is observed to be the same as that withTiee BER at which the complexity starts to increase is observed
coding, that is, it is better to use a shorter frame as a chanfigbe smaller for a largelV with the same code rate.
gets more error-prone. However, thanks to RS coding, thegince it is not reasonable to adapt among codes with the same
throughput starts to decrease at pretty higher BERs than th@gge rate and differer¥ values, the problem is: 1) which code
with no coding. More importantly, with RS coding, throughputg, select for each code rate and 2) how to adapt the code rate
for all codes drop to zero very rapidly after staying saturat§fhsed on the channel state. In other words, we choose three RS
until reaching some threshold BERs. Compared to the case:gfjes, and then use them adaptively. Depending on the adapta-
no coding, it seems very difficult to adapt the codes with thg,n goal, two strategies are considered. First, when achieving
same code rate (i.e., siZeé or equivalently, the frame length) he maximum throughput efficiency for each channel state is
to the channel state (or BER). The observation on block lengiy goal, we choose thre¥ = 1023 codes for adaptation.

of error-control coding here was also described in [2]. The throughput and complexity are plotted in Fig. 8 with the
label “adaptiveRS-I-1.” No coding with M TV = 1500 is also
B. Performance of RS- used when BER is very small. Arrow marks are the adaptation

Fig. 7 shows throughput efficiencies and computational comeints between two code rates, i.e., BER 1 x 107°,5 x
plexities for nine RS codes witRS-I. As shown in Table I, 10722 x 10~2. The adaptation points are determined based on
the nine codes can be categorized into three different sizes (ibmth throughput and complexity, i.e., the smaller of: 1) BER at
N = 255,511, 1023), or three different code rates (i.e, = which the throughput of the higher-rate code starts to get lower
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Fig. 8. (a) Throughput efficiency; versus BER and (b) computational Fig. 9. _(a)'Throughput efficiency; versus BER and (b) computational
complexityC? versus BER with adaptive coding f&S-I. complexityC; for three schemes with. = 0.9.

i RS codesis used f&S-Il andRS-I1l since: 1) this corresponds
than that of the lower-rate code and 2) BER at which the com 1 53 pytes for both user data and RS code redundancy, which
plexity of the higher rate code starts to get higher than that @froughly the same as the original MTU of WaveLAN and 2) the
the lower rate code. L larger MTU, the better as was witRS-I. We first observe that

Second, when achieving a reasonably good throughRyt yhroughput oRS-I lies between those &S-Il andRS-IIl in
efficiency with a reasonable computational complexity is thl‘ﬁe transition region. On the other hand, when BER is low, the
goil, we crhoose a set 0023, 921, 1024), (511307 512), and  ynryghput ofRS-1 is a little worse than those of the other two.
(255,77, 256) codes f?r adaptation. The term reason?ble The complexity oRS-I is about three times worse than those
can be interpreted as re_:asonable re_Iat|ve to adaﬁtfs/_e-l._ of the others when BER is low and it starts to rise at a lower
The performance of this strategy is also plotted in Fig. BER From the figures, we can easily determine R8¢l is
with the label "adaptiveRS-1-2." The adaptation points ar® the pest among the three while it is difficult to determine which

— -5 r -3 -2 H
BER = 1 X 1072,5 x 1077, 2.3 x 10 ..One can gasﬂy S€€ of RS-I andRS-Il is better. One interesting finding (not shown
that adaptiveRS-I-1 outperforms adaptiviRS-I-2 in terms , e figyre) is that the complexity &S-lll is independent of

of throughput efficiency, while adaptivBS-1-2 outperforms 4 \a1ue ofyf. This is because witRS-lIl , the segments with
adaptive RS-I-1 in terms of computational complexity. If .o rectable errors only need to be retransmitted so, in terms
battery power consumption is not a concern, adagel-1 of the encoding/decoding complexifgS-IIl with an arbitrary

might be preferable, but for most wireless systems, adaptive \her of segments works the sameR@s| (which isRS-I1l
RS-1-2 is expected to be more attractive. with M = 1) using the same RS code.

_ Fig. 10 shows the performance of adaptive schemes. For
C. Comparison of the Three Schemes throughput efficiency, we compare adapti8-I1-1 with adap-
Now, we consider the performanceR$-11 andRS-IIl, and tive RS-Il and RS-l while for complexity, adaptivéRS-I-2
compare them witlRS-I. Fig. 9 shows the throughput and comis compared with adaptiv&kS-1l and RS-Ill . We observe
plexity of three error-control schemes using the RS codes withat in terms of throughput efficiency, all three schemes work
r. = 0.9. The number) = 6, of segments wit§255 229 256)  quite similarly, but in terms of complexityRS-1-2 is much
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Fig. 10. (a) Throughput efficiency; versus BER and (b) computational Fig. 11. (a) Throughput efficiency™ versus P.; and (b) computational
complexityC'; versus BER for three schemes with adaptive coding. complexityC'* versusP, for adaptiveRS-Il.

worse than the other two. Interesting findings include: 1) tHeER is thatP; is used as a reference of adaptation as will be

throughput of adaptiveRS-I-1 is worse than the other two dllscussed in the next .f,ecnon. In the rest of this paper, we con-

except for the region of. = 0.9 and 2) the complexity of sider how thls.adaptatlc_)n really wqus_ and the_performanc_e of

adaptiveRS-IIl is hidden by that oRS-I-2 in the region of adaptweRS—II in an environment with time-varying errors will

r. = 0.3 since the samé255,77) RS code is used in this P& discussed.

region for both schemes. However, recall that the throughput

(complexity) of RS-I-2 (RS-I-1) is worse than that oRS-I-1 VIIl. A DAPTATION RULE

(RS-1-2). By considering all of these, one can conclude Here we consider how to adapt the error-control code based

that RS-I is worse than the other two. MoreovdS-Ill is  on adaptiveRS-II. First, we define the set of codes for adap-

superior toRS-II in terms of the throughput and complexitytive use agy, ¢1, ¢z, ¢3, wherec, is without RS codingg; with

we examined. However, note thRS-IIl requires additional (255229 256) code, ¢, with (255153256) code andes with

bookkeeping not included in our complexity analysis. That isg55, 77, 256) code. According to Fig. 11, adaptation points

selective requests and retransmissions of some segments {Braymbol error probabilities at which the code rate would be

once-formed MAC frame would not be easy nor acceptablgdapted) are determined B = 7.5 x 10~%,0.034,0.17. We

Moreover, the performance of adaptiRS-Il is not much yse a modified set of the adaptation point®#8s = 6.5x 1077,

worse than that of adaptiRS-IIl as can be seen from Fig. 10.p1.2 = 0.025, and P2® = 0.15. The reasons for choosing
So,RS-IIl might not be an attractive choice in terms of praggalues lower than the original ones include: 1) adaptation at a

ticality. Considering all these, we choose adap®&1l for our higher P, than the original adaptation point can result in a very

further study. Fig. 11 shows the throughput and complexity @w throughput while adaptation at a low#&t would not and

adaptiveRS-I as the symbol error probability, increases with 2) an adaptation rule based on the original probabilities might

the adaptation points (or symbol error probabilities at whiglesult in too frequent adaptations (due to the first reason).

the code rate would be adapted), which correspond#;to= To develop an adaptation rule, we need to divide time-varying

7.5 x 107°,0.034,0.17. The reason why’; is used instead of error patterns into two categories. One is the long-term varia-
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tion in which error characteristics vary over several seconds to 0

ten seconds. A time-varying distance between the sender and re-

t
t ta
ceiver, and shadowing can cause this type of variation. The other
is the short-term variation in which error characteristics vary Bad
over several milliseconds or less. The multipath fading environ-
t

ment resulting from multipath propagation of the transmitted
signal and the mobile’s relative movement can cause this type 1,0
of variation. E

Our error-control code adaptation is based on the chann
state estimation, which is done using the decoding results atE e

receiver. That is, the receiver determines the desired code raft(%hoéhcirar;ir;?’c;enn doiltei(r)rﬁ)rompt adaptation for an abrupt change

based on the decoding result of a received packet, then inform
. 9 P " ?\Iow, whenc.,: = c¢o, the code is adapted tq if there
it to the sender through the ACK/NAK of each received packet. L .
L - were more than one CRC error detection in the last ten received
Because our adaptation is not based on any prediction but_i$ . -
. Lo ckets in order to keep the retransmission probabififjp
based on the observation and feedback, it might not be able’fo ; .
o - under 0.2. When the code rate is adapted to decrease, and it
handle the short-term variation of the channel condition well de- .
: . o IS known to the sender, the sender encodes packets with the
pending on the actual channel behavior. However, it is effective . .
o . adapted code rate. The packets which need to be retransmitted
for long-term variations. The code currently set at the receiver
is denoted by: are also reencoded. Note that, for example, 229 symbols
curr encoded by(255229256) RS code cannot be reencoded by
(255153256) RS code. For a packet encoded by cegéo
] ) ) ) be reencoded by code,;, the user data is divided first into
When a packet is successfully received (i.e., without any dgzg equal-sized packets (i.e., IP fragmentation) if the user data
coding failure), the receiver considersif it is time to increase thennot be accommodatedap, 1, then each encoded ly, ;.
code rate. Based on the currently set codg: at the receiver,  rinally, the code rate can also be decreased by the sender's
the code rate is increased adaptively as fF’"OWS- _ decision. Thatis, upon expiration of the retransmission time out,

* Whenca,: = ¢; fori = 2,3, the code is adaptedt@_+ if  the code is set tes. The rationale behind this adaptation is that
the numbee, of symbol errors out ofVy/, 1, RS symbols  a time-out happens due to the corruption of the MAC header or
in the lastL frames is smaller thar' V" N, 1, for the  the loss of ACK/NAK while both the header and ACK/NAK are
smallestL such thatPg(z_l)”NM,L > 1. protected by very strong codes, thus implying that the channel

* Whenc..: = c1, the code is adapted tg if there was is very bad.
only a single or no symbol error during the ldsframes

received for the smalledt such thatP2! - Ny, > 1, IX. PERFORMANCE OFADAPTIVE RS-l

whereN)y 1, is the total number of RS symbols in the 1ast 15 section presents the simulation results of adagsel
L frames. in a fading environment with time-varying channel states. We

Note that the number of symbol errors in a RS code segmentjjst describe the wireless network used for our simulation.
readily available from the decoder unless the decoding fails.

A. Link Model

We use a very simple wireless network environment to eval-
When a packet needs to be retransmitted due to a CRC efjiite the proposed adaptive error-control scheme. There is only
for ccwr # co, the code rate is not adapted in order to defer thghe sender and one receiver in the network, where the sender is
adaptation decision until the next packet is received since a CB§sumed to have an infinite amount of information to send. So,
error is very rare and will not usually happen over consecuti¥ the packets are transmitted in a full-length MAC frame com-
packets. On the other hand, when,. = ¢; for i = 1,2 and posed of six RS code segments. Immediately after receiving/de-
a packet needs to be retransmitted due to RS decoding failuggsding a packet, the receiver sends an ACK/NAK for the packet.
the code rate is decreased by one stepg.,c; 11 for: = 1,2,  Upon receiving the ACK/NAK, the sender determines whether

ig. 12. Two-state Markov chain model for the channel.

A. Increase of Code Rate

B. Decrease of Code Rate

if any of the following conditions occurs. to transmit a new packet or retransmit the previously sent packet.
* When all RS segments of a packet result in decoding falvhen the retransmission time out happens consecutively, the re-
ures. transmissions are backed off exponentially. Thati2f6r4, . . .
* When more than a half of all RS segments in the last twapnsecutive time outs, the retransmission is deferred for the time
packets result in decoding failures. of1,2.4, ... full-length packet transmissions, because consecu-
* When three of the last ten received packets result in diase time-out expirations implies that the channel is too bad for a
coding failures. packet to go through successfully.

The above adaptation rule for code-rate decrease may appear

very ad hocbut, with the third condition, we try to limit the B- Channel Model

retransmission probabilitf?5 under 0.3 since a similar or better The channel is modeled by a two-state Markov chain, which
throughput efficiency can otherwise be achieved with the nastwidely accepted to model the multipath fading channel, as
lower rate code from Fig. 11. The first and second conditions, shown in Fig. 12. The channel state is eitheodor badand can
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change on bit boundaries, that is, the channel condition stays
a state during one bit duration. Following the widely accepte:
Rayleigh fading model, which corresponds to the case of n 0.01
line-of-sight path between the sender and receiver, we can deri
the transition probabilitieg ; and¢; o as follows.

First, the author of [16] provides tHevel-crossing ratede- 0001
fined as the expected rate at which the Rayleigh fading env@
lope, normalized to the local root mean square (rms) signal lev 16-06
R, Ccrosses a threshold levBlin a positive-going direction

N = V21 frmpe™"" (39) 1e0e
where the maximum Doppler frequency is given by 16-10 L L
0 10 20 30
v Mean SNR (dB)
fm = X (40)
Fig. 13. BERSs versus mean SNR for the Rayleigh fading channel.
for the mobile speed and the wavelength of the carrier and
the normalized threshold fading envelope is given by 12 . T T .
R 1k . . .
= . 41 ‘
“ Ry ( ) J """"""" Kprermsmmmsnnesnoenens Hyoooo s Reooeo H """ J-Jxx
. L . 08 b i . -
Next, theaveragefade duration which is defined as the av- : ' B i
erage period of time for which the received signal is below th § 06 - i *__i_i‘__
threshold levelR, is given by [16] 3 P i o
S P ; g
F= . i X X 1
ol >
Using the above formulas and assuming steady-state conditio 10dB -
the probabilitiegio andy. that the channel is in good and bad °; 00 200 200 200 500
states, respectively, are given by [10] Num. of packets transmitted
1/Ng—-T T Fig. 14. Code rate versus number of packets transmitted.
po= N0 ang gy = a3)
1/Ng 1/Ng

where the BER for a given signal-to-noise ratio (SNR3}
Finally, the state transition probabilities can be approximated by

[10] Py = Q(V/27) (49)
to 1 T and ti N_f (44) the conditional distribution of the instantaneous ShR1 a
Ry s given state with the mean SNRis
where R¥ = Ry, and R, is the symbol transmission rate. e
Now, with the transmission raie, = 1 Mbps, the mobile speed fily) = v _ (50)
v = 2 km/h (i.e., a pedestrian speed), the carrier frequency e=1/T — emim1/7

f = 900 MHz (so, A = ¢/f = 1/3 m), and the normalized

: . for ~; ,—1 and the sef{~_ = 25 0L,
threshold fading envelope = 0.3, we obtain T <Y< Vil G170, = {00,075,0}

and

Note that the mean SNR depends on the transmitted power,
signal attenuation over the channel, and others. Fig. 13 shows

po = 0914,y = 0.0861 (45) the BERSs for two states as the mean SiRicreases fop =
0.3. The BERP, without considering states, which is obtained
to1 = 1.253 x 1076, too=1—101 (46) by settingy; = 0 andv;—; = ~o in (48), is also plotted as a
tl,O = 1.331 x 10—5’ tl,l - 11— tl,O- (47) comparative reference.

Now, assuming the binary phase shift keying (BPSK) modulg—' §|mulat|on Results .
tion, the BERsP; o and P, ; when the channel is igoodand Fig. 14 shows how the code rate is adapted for each packet
badstates, respectively, can be calculated as [9] transmitted for three different mean SNRs. The dots on the

curves represent non-ACKed packets including the cases of
P Tt Py fi(7) d (48) NAK, header error, and loss of ACK/NAK. The code rate, at
b - bl ST Y which the system mostly stays, is observed to vary with the mean

i
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09 ' i to use error-control coding adaptively by adopting well-known
RS codes rather than developing new error-control codes.

The authors of [10] argued for energy efficiency as the
most important factor in error-control schemes, and suggested
adaptive use of an ARQ or an FEC-ARQ hybrid, depending on
the channel condition. However, by 1) considering the scheme
of one packet encoded by one RS code IR8-I and 2)
considering energy efficiency only (and ignoring throughput),
;:iggw&:;gg T they concluded that the FEC-ARQ hybrid with RS codes is
w/ exp back-off ---%--- so expensive that ARQ without RS coding is preferred for IP
Wio exp backoff = packet transmissions even though the throughput of ARQ could
o1 F/ T be much worse under a poor channel condition. Considering
o X L ! the fact that a wireless link is shared by many users, we should

10 15\ foan SNR (0B) % not ignore the throughput performance of any error-control
scheme.

Fig. 15. Throughput efficiency versus mean SNR. Our computation complexity is closely related to energy ef-

ficiency; these two would be linearly dependent on each other

SNR. One can easily imagine that the moments of code-rdfBere energy efficiency encompasses energy consumption for
drops correspond to the bad channel state. Note that the ti?‘rﬂ?og!ng’ packlet t_ransr_‘lrluzsml).n, anld (;ecodlgg. For eﬁample, the
difference between two consecutive packet transmissions is figeoding F:on:_)p exity ;V,' € 'Seﬁri’j ep;n ent onlt e en_irgy
even due to the retransmission backoff for consecutive time olf§MSUMPtion by encoding, and the decoding complexity will be

Fig. 15 shows the throughput efficiencies as the mean SNR ﬁ.p_proximately linearly dependent on the energy consumption

creases for five different cases of adaptR@&-11: 1) two marked by both transmission and decoding. So, our adaptation policy
with “fixed w/K" are the nonadaptive versions BS-Il with or comparison among the three different error-control schemes

(255, K, 256) codes; 2) marked with«/ exp backoff” is the won't change even if we consider energy efficiency instead of
adaptiveRS-1I we are considering; 3) marked withw/o exp computation complexity.

backoff” is the adaptiveRS-Il without exponential back-off; The authors of [6] studied adaptive usage of error correcting
and 4) marked with “ideal” is an ideal version BS-II, in codes for real-time traffic. With their scheme, one out of two

which the code rate is determined after seeing errors in the FEEC codes and deferment are chosen for packet transmission
ceived packet; that s, if these errors are uncorrectable even vifPending on the estimated channel condition and the required
r. = 0.3 code, the packet is assumed not to be transmitted atRficket-delay bound to minimize the number of data bit trans-

(i.e., the transmission is deferred), while the code which can c8fiSsions for a given real-time packet. Their scheme is based on
rect all these errors with the maximum code rate is selected offiFC NIy, N0t ARQ, but has also adopted an RS code for each

erwise. Basically, there is no retransmission in the ideal versidificket likeRS-1.

This ideal and unrealistic version can be used as a reference (of "€ @uthors of [5] claimed that the link-layer error control can
an upper bound) of the throughput efficiency. be very effective for end-to-end transport-layer performance,

We observe that the throughput &F = 153 fixed one is de- and evaluated their adaptive error correction for a wireless

termined at around 0.5 irrespective of the mean SNR while tHetN using measured error traces. A packet under their scheme
of K = 229 fixed one is almost zero for mean SNR 10 and ald§ composed of a number of RS codes,_an’d the error-control
saturated at around 0.7 for mean SNRs larger than 15. Adapfig@eme works similarly t&rS-Il. They didn’t consider the
schemes outperform the nonadaptive ones. The scheme witHgifice 0fRS-I, which has been investigated by most others.
backoff is worse than our scheme (with backoff) as it shoulhey presented some heuristic coding and packet-length control
be. However, it gets closer to our scheme as the mean sNR3gorithms based on the observed packet errors. Basically, their
creases since the chance of consecutive time outs gets sm&féptation is not geared toward any performance optimization,
as the mean SNR increases. We observe that our scheme wBH{dS based on atrial-and-error strategy. _
pretty close to the ideal version throughout the whole range The author of [7] proposed a hybrid-Il ARQ scheme using
of the mean SNRs, implying that the code rate is adapted &gncatenated RS/convolutional codes for wireless ATM net-
equately with our scheme as the channel state varies. WHH@rks. Hybrid-Il ARQ is a different class of ARQ, in which
the actual performance may vary depending on the underlyi remental redundancies are added in the transmission in case
channel behavior, the result suggests that the adaptive error @nkncorrectable errors in the packet received. In this scheme,

trol such as the one proposed in this paper can be effectivd'}§ rédundancy of the convolutional code (instead of the RS
the real world. code) is incrementally adapted. The authors of [3] attempted to

use different FEC, ARQ, and modulation schemes adaptively
according to the channel condition in order to maximize the
link throughput. They drew a conclusion that FEC is not needed

Error control coding is well-established and widely used fdyy assuming good channel conditions for most of time, which
many applications ranging from wireless communications te not realistic. Moreover, they did not address practical issues,
storage systems [2], [12], [14]. In this paper, we considered hauch as how to adapt among the different schemes.

Throuput efficiency n
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