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Abstract

Staticspectrum allocation has resulted in low spectrum efficiendicensed bands and poor perfor-
mance of radio devices in crowded unlicensed bands. To netiede problems, we exploit the concept
of “spectral agility” such that radio devices cdgnamicallyutilize idle spectral bands. We establish a
mathematical model for the performance gain made by speagitity, and use the model to evaluate
important performance metrics such as spectrum efficigheyughput of a spectral-agile network, and
packet blocking/waiting time of spectral-agile devices.

We propose three basic mechanisms to realize spectraltagfilvorks: spectrum opportunity discov-
ery, spectrum opportunity management, and spectrum ugelination. These mechanisms are imple-
mented in thens-2 and the control overhead incurred by using spectral ggdievaluated. Our simula-
tion results have shown that the throughput of a spectriéd-agtwork is improved by up to 90%, and the
improvement is very close to the performance bound predliojeour analytical (mathematical) model.
These results demonstrate and confirm the spectral agitigpability of improving spectral utilization in
an efficient, distributed, and automatic manner.

. INTRODUCTION

Conventional wireless devices are only allowed to operatiesignated spectrum bands primar-
ily because of regulatory restrictions. Within each deatgd band, radio devices adopt specific
communication protocols and use fixed modulation schemésradium access control. Even
though such designs simplify protocol and hardware devedoys, there exists one major poten-
tial problem with them — inefficient utilization of preciospectral resources. The main cause
of inefficiency is that radio devices in crowded spectraldsaare prohibited from (due to regu-
lations) and incapable of (due to hardware limitation) gsather idle or sparsely-used spectrum
bands. Such spectrum inefficiency is becoming a seriouslgmmolbs more and more commu-
nication protocols and commercial wireless devices aragbdeveloped to operate in crowded
unlicensed spectrum bands.

Recently, the concept of spectral agility has been drawingiderable attention for its potential
to alleviate the inefficiency problem. For example, the USdfal Communications Commission
(FCC) has issued a Notice of Public Rulemaking and Order reggusb-calledcognitive radio
technologies [1]. The Defense Advanced Research Projeasdyg(DARPA) has also started
the neXt Generation (XG) Communications Program to develp technologies which allow
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multiple users to share the spectrum through adaptive mésrha [2]. The US Army has also
been researching the so-called “Adaptive Spectrum Exgiloit” (ASE) for real-time spectrum
management in the battlefield [3][4]. Although the focus luéde programs are somewhat dif-
ferent, the basic principles are the same: if radio deviessexplore the wireless spectrum and
locate sparsely-used spectral bands, they can exploit dpgrartunistically to improve not only
the devices’ performance but also the overall spectrunzation. In the long run, such “spectral
agility” can also facilitate secondary markets in spectusa (e.g., a licensee may allow secondary
spectrum uses by a third party) and automated frequencyic@dion among different radio sys-
tems [1].

Of course, such spectral agility cannot be realized witltmveloping new hardware/software
and changing the current spectrum allocation policiestupately, the advances in software de-
fined radio (SDR) [5][6] have enabled the development of fliexand powerful radio interfaces
for supporting spectral agility. Also, the FCC’s ongoing eaviof the current spectrum regulations
is expediting the adoption of more flexible spectrum allmsapolicies for spectral agility. How-
ever, there remain many open questions that we need to abgfae realizing spectral agility.
The first and the foremost question is to what extent the irgarm@nt can be, in terms of spectrum
utilization and individual devices’ performance. Witha@utlear understanding of the achievable
improvement, one cannot justify the use of spectral agdibce controlling a spectral-agile net-
work may incur a considerable amount of overhead. This ltéadgveral implementation ques-
tions, including how individual devices discover and idignsparsely-used spectrum bands, how
to characterize or prioritize these spectrum bands, andamaiwvhen to utilize them. Obviously,
different implementations incur different amounts of eohbverhead. Thus, the final question is
how the control overhead may degrade the improvement asthieith spectral agility. Without
answering these questions, it is meaningless and difficulevelop spectral-agile communication
protocols and networks in an effective way.

In this paper, we address some of these questions. Firststablish an analytical model and
provide an upper-bound performance analysis for radio oxswvith spectral agility. The analysis
sets the benchmark of an ideal spectral-agile network®peance, and thus, enables the evalua-
tion of different implementations. Then, we propose a sepettral agility-related functionalities,
including spectrum opportunity discovery, spectrum opportunity agament, and spectrum use
coordination which constitute the basic building blocks of a spectgileanetwork [7]. Based on
these functionalities, a variety of spectral-agile netgaran be developed. We implement these
functionalities on the ns-2 implementation of the IEEE 8Q2wireless LANs which are currently
operating in very crowded unlicensed bands (e.g., 2.4GiHddéor the 802.11b,g standards and
5GHz for the 802.11a standard). Finally, we conductitse-based simulation to demonstrate the
benefits of using spectral agility in both existing and ermeggvireless networks.

The rest of this paper is organized as follows. In Sectiowd,describe the system model and
assumptions while the analytical model and some numenrgsallts are presented in Section .
Section IV introduces the spectral-agility-related fumcélities, and the simulation results are
analyzed and discussed in Section V. Finally, conclusioaslieawn in Section VI.

Il. SYSTEM MODEL

We consider two types of networks, namelymary andsecondarynetworks. A primary net-
work has exclusive access to designated spectral bands avkdcondary network only accesses a
spectral band when the corresponding primary network dotesse that band. For example, a pri-
mary network can be any licensed-band network, and a segondawork is an unlicensed-band
network such as an IEEE 802.11 wireless LAN. To realize suchpportunistic use of primary
networks’ idle spectral resources, we assume that a segoneavork has spectral agility, which
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is enabled by the SDR. Itis then a secondary network’s regpotysto locate available resources,
in both spectral and temporal domains, as shown in Figure 1.

Even though it is desirable to have the entire spectrum aititledo a secondary network, hard-
ware limitations (such as antenna design) usually deterriia accessible range. Therefore, the
“wireless spectrum” in this paper is referred to as the partf the wireless spectrum which can
be accessed by a secondary network. The spectrum is divitiedchannels,” each of which is
the smallest unit of a spectral band. We assume that eachdagonetwork only uses a single
channel for basic communication, but it can also use maeltgiiannels for better performance.
For example, the SDR makes it possible to adopt a modulatio@nse requiring more bandwidth
when several adjacent channels are available simultalyeddereover, it is also possible to use
discrete channels as sub-carriers of a multi-carrier nadbul scheme (such as the Orthogonal Fre-
guency Division Multiplexing (OFDM)) or use these channeladaptive frequency hopping [3]
for transmission in a multi-path fading environment.

We assume that the temporal usage of each channel (by thargnetwork/user of that channel)
can be characterized by a random process. When a primary nketl@es not always use its
designated channel, it leaves some “holes,” or idle timésglim the channel's usage schedule
which may be exploited by secondary networks. As shown imifeid., the blank slots represent
such holes each of which is referred to aspectral opportunityin the rest of the paper. For
example, there exists a spectral opportunity in channekdiaf t,. Moreover, the entire spectrum
is regarded as providing a spectral opportunity dufings]. Depending on the primary network’s
spectrum usage pattern, the duration of a spectral opptyrttem be up to several hours or even
days in spectral bands reserved for emergency, or can bef@mlynilliseconds in heavily-used
spectral bands. It is relatively easy for a secondary nétworuse long-lasting opportunities.
However, for short-lasting or “ephemeral” opportunitiassecondary network may not be able to
detect their existence and then utilize them before thepiteX Therefore, we only focus on the
case when spectral opportunities last in the order of sexond

In order to exploit spectral opportunities, a secondaryvogk has to first scan the spectrum,
either periodically or randomly, to discover the opporti@s. It should be noted that our prob-
lem differs significantly from the problems of using dynarfriequency selection mechanisms in
the existing systems, such as Dynamic Channel Selection (I8 %) cellular networks, Dy-
namic Frequency Selection (DFS) [9] in the IEEE 802.11hdsath or Auto Frequency Allocation
(AFA) [10] in the HiperLAN. These schemes address the proldéchoosing a good channel (ei-
ther a frequency in the Frequency Division Multiple AcceSBiA) system, or time slots in the
Time Division Multiple Access (TDMA) system) so that transsion in that channel may experi-
ence less interference or cause less interference to ofimsntissions in the same channel. In our
problem, a spectral-agile network seeks both spectral @mgdral opportunities in the wireless
spectrum, and utilizes these opportunities opportumijicAmong the thus-found opportunities,
a spectral-agile secondary network decides on which oppities to use and when to utilize them.
If and when activities of a primary network are detected,dbeondary network must vacate the
channel in order not to interfere with the primary networkbv@usly, all wireless nodes (i.e.,
radio devices) in a secondary network must always take tie spectral opportunity to maintain
their inter-connectivity. Therefore, the wireless nodea spectral-agile network must disseminate
the information of spectral opportunities and the decisibawitching to different opportunities.
These procedures are detailed in Section IV.

[11. ANALYTICAL MODEL FORPERFORMANCEIMPROVEMENTS

We establish a mathematical model to analyze the potemipfdvements by using spectral
agility, in terms of a secondary network’s spectral utiiaa and packet blocking/waiting time.
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Fig. 1. Spectrum opportunities for spectral-agile devices

The spectral utilization of a secondary network is meashyetie total amount of time a secondary
network can access a channel for transmission. One canrtdheechannel access time to the
network’s actual throughput once the underlying mediuneascontrol (MAC) and modulation
mechanisms are specified. Therefore, we use channel agcoessa as not to be confined to any
specific MAC and modulation schemes. The packet blocking isrdefined as the time interval
during which a secondary network has no spectral oppoyttmittilize (thus, it has to suspend all
transmissions).

Suppose there ar® primary networks each with one designated channel, ane taesr )/
secondary networks seeking spectral opportunities. Thgeaupattern of the primary network in
each channel is assumed to be.ad. ON/OFF random process with independent ON- and OFF-
periods. An ON-period represents that a channel is busyevenl OFF-period is regarded as a
potential spectral opportunity for secondary networks.sifoplify our analysis, we assume that
the distributions of both ON- and OFF-periods in each chbareexponentially-distributed with
means equal td;,, and T, respectively. We will explore different distributionsing simple
simulations at the end of this section.

In order to provide a performance upper-bound, we assunteettdn secondary network has
an infinite amount of traffic to transmit. Moreover, each selay network can scan a channel,
switch to a channel, and vacate a channel instantly (whemethby the primary network) without
incurring any control overhead or delay. The control ovathand delays are implementation-
dependent, and their impact on the improvement will be itigated in Section IV. In order to
provide a comparative feel for the performance improveréunsing spectral agility, we introduce
and use a “naive” secondary network which listens to a fixeshabl (i.e., without spectral agility),
and transmits only when that channel is not used by the pyimetwork. The spectral utilization
of such a naive secondary network can easily be computqd%%f—f, and the average blocking

time isT,,.



A. A Special CaseM =1

We first consider a special case when there is only one segone@vork. As shown in Figure 2,
the only time interval during which a secondary network hashannel for traffic transmission
is when all channels are occupied by the primary networkeh®locking intervals, denoted as
tuock, @lways begin when a channel switches from an OFF-period ©N:period and ends when
one channel switches from an ON-period to an OFF-periodrefbee,t,,.... is computed as

toiock = _mln N(Tr(gnain% (1)

7'_1727 ’

whereTmem is the remaining ON-period in channel Assuming that the ON-periods are inde-

pendent and exponentially distributed, one can computdigtebution ofty;,.. as

N e
P(tpiock = 1) = o 2)
Eq. (2) shows that with spectral agility, a secondary neftvean reduce the average blocking time
to L2, as compared td,,,, in the naive secondary network without agility. The spdattdization
of such a spectral-agile secondary network is obtained by

N(pN-1. Ton
U1 (p N>7 3)
Ton+Toff

wherep = #&;“ is the probability that a channel is occupied by the primatvork. Eq. (3)
is derived based on the fact that a blocking interval starlg iba channel switches from an OFF-
period to an ON-period while all other channels have alrdzabn in the ON-periods. Eq. (3) can
be simplified further to
T,
U=1-(—Z_)V 4
<Ton+Toff) ) 4)
showing that the spectral utilization of a secondary neftwsra simple function of the primary
network’s channel utilization. Finally, the improvemerittbe spectral utilization achieved by a
spectral-agile secondary network is computed as

U
[ = 1 Tom - 17 (5)
Ton+Tof'f

as compared to the naive secondary network.

B. The General Casel/ > 1

Eq. (4) shows that the spectral utilization of a spectréleaggcondary network is simply a func-

tion of the primary network’s channel utilizatiom, = = Ton _  \We can generalize this simple
on+Toff

equation for the case when different channels have diftargiizations, say, channelwith uti-
lization 7; = % Based on Eg. (4), the fraction of time during which there/aghannels

on °

available simultaneously is computed as

N!
EI(N—R)!

I Z H(l—n) H Tl (6)

c=1 i€Sk je{1,2,--- N}-Sk
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Fig. 2. A special case: N=4

where S* is a set ofk channels, chosen frolv channels, which are available for spectral-agile
secondary networks. For example, we can$et {1,2,--- ,k}, S5 = {2,3,--- ,k+ 1}, and so
on.

To further generalize our analysis, we assume that therd/are 1 spectral-agile secondary
networks trying to exploit available spectral opportuesti Obviously, each secondary network
obtains exactly one channel if there are no less thachannels available. Otherwise, thekle
secondary networks have to share less thaavailable channels. The spectral utilization of each
spectral-agile network is then computed by

N .
min(M, k)r
Usgite = Y —(M e (7)
k=0

As we mentioned in Section Il, the SDR enables a radio dewadyhamically use a variety of
MAC and modulation schemes, depending on the underlyinglegs environment. Therefore,
a spectral-agile network can use multiple channels simetiasly, thus achieving more channel
access time for better performance. We will describe howntyae this type of spectral-agile
networks at the end of this section.

Since there ard/ > 1 secondary networks, each aforementioned naive (i.e.,agde} sec-
ondary network can use two approaches to selection of a ehafi) each network randomly
selects its own channel independently of others, and (8gatbndary networks cooperate in a way
that no more than one secondary network uses the same chiéposkible. The advantage of the
first approach is the simplicity while the advantage of theose approach is that each secondary
network obtains more channel access time.

1) Random channel selectionGiven that a secondary network chooses channéle proba-
bility that the othert secondary networks also choose the same channel is

(M —1)! 1o N—=1 14
pk:k!(M—l—k)!(N>< N ) : (8)

Therefore, the average channel access time that a spagti@lretwork can acquire, given that it
has chosen channglis

ﬂ = pk 07; i . (9)
o  (k+ 1)(To(n) + To(f)f)
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The fraction of time in which each (no-agility) secondargwak has a channel for its traffic
transmission is then computed as

1 N
U’r‘andom - N IZI T; (10)

2) Coordinated channel selectionif each secondary network coordinates its selection of a
channel with the others in order to avoid the case of more din@metwork trying to use the same
channel, the fraction of channel access time is computed as

N!

ZM!(N;M)! 1 Z Tcg})f
c=1 M ’L'ES(]:\J T(S;)-FT(;)f
Ucoordinated = N . (11)
MI(N—M)!

Here, we simply average all the possibilities of choosldghannels fromV channels for naive
secondary networks. We % = lincase ofM > N.

We can now compare the spectral utilization of a seconddvyark using (1) spectral agility, (2)
no agility with random channel selection (Approach I), aBdr(o agility with coordinated channel
selection (Approach Il) based on Egs. (7), (10), and (11).inMestigate two scenarios withN =
12 andN = 3. The main reason for choosing these numbers is that thedgreon-overlapping)
channels in the 5-GHz band for the IEEE 802.11a wireless LANZ&(non-overlapping) channels
in the 2.4-GHz band for the IEEE 802.11b wireless LANherefore, even though spectral agility
cannot be applied immediately to the licensed bands dueet@uirent regulations, the 802.11
wireless LAN may use spectral agility to improve performaicthe crowded, unlicensed bands.

Figure 3 shows the case of = 12 and M = 9 with different average channel loads generated
by the primary networks. For each given channel load, we shdtite loads of these 12 channels to
be homogeneous or heterogeneous. In case of homogenedsisdaah channel is assigned a load
equal to the average channel load, while, in case of heteemyes loads, different channels are
assigned different loads with their variance maximizeel (the utilization of each channel differs
significantly from each other). The improvement shown inurég3 is defined as

Uagile

random/coordinated

improvement (%)= ( —1)-100%, (12)
whereUygite, Urandom, aNdUcoorainatea @re given in Eqgs. (7), (10), and (11), respectively. The
results demonstrate that use of spectral agility alwayseaeh a higher spectral utilization for
a secondary network than the case of no agility with randoamohl selection or coordinated
channel selection. Of course, the improvement by usingtsgdeagility is much less (still more
than 25% in most cases) than the case of no agility with coatdd channel selection (Figure 3-
(b)). Note, however, that coordinated channel selecti@ua®ff-line channel information. If the
channel loads range widely, it is possible that a secondatywork may choose busy channels
(unless it scans all channels for a long period of time). Intkast, using spectral agility allows a
secondary network to dynamically choose the channel wehehst activities. Such advantages
are also illustrated in Figure 3, where we achieve an extt@%-improvement for heterogeneous
loads when the channel load is around 8.9.3.

An interesting observation is that the improvement ratie. (iEq. (12)) saturates when the av-
erage channel load of the primary network is greater thanThis can be explained by Figure 4,
which shows the fraction of time for which a secondary nekn@an access a channel. The frac-
tion of time a spectral-agile network can access a chanmehily decreases with the increase in

! According to the US regulation, there will be more released channels in@tézband.
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Fig. 3. Improvement of spectral utilization for spectral-agile netwoXs= 12 andM = 9. *Although the figure shows the maximal
improvement percentage (82%) occurs when the channel loadagi®es 1, it does not suggest that spectral agility gezgethe greatest amount
of spectral opportunities. Instead, it shows that, for edempith load of 0.99, the average channel access time for @rsppagile node increases
from 0.01=1-0.99 (i.e., no-agility) to 0.0182 sec out of areecond period as also shown in Figure 4
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Fig. 5. Improvement of spectral utilization for spectral-agile netwoXs= 3 and M = 5. *The figures shows that when the number
of available channels is less than the number of secondanoriet, using spectral agility generates the same performasitieat of using static
coordinated channel selection. However, spectral agitityoutperforms static random channel selection.

the average channel load from primary networks beyond Oall ithree cases (i.e., with spectral
agility, no agility with coordinated channel selectiondamo agility with random channel selec-
tion). Because of such linearity, the improvement ratio ohgispectral agility, as compared to
no-agility cases, remains unchanged when the channeldaaédater than 0.3 in Figure 3. Figure 4
also suggests that when the average channel load of thergnraavork is very large, it does not

make much sense to use spectral agility as indicated by é&igeven though it shows an 80%
improvement with the load of 0.9). This is because when tla@ihl is extremely busy, the amount
of access time that each spectral-agile network can olgaiery small (less than 10% of the total
time with the channel load of 0.9). Therefore, the contrartsead (incurred by using spectral
agility) may exhaust most of the channel access time a sacpm@twork acquires, hence, easily
offsetting the improvement gained with spectral agility.

Next, we consider the case of > N and chooséV = 3 andM = 5 as an example. Figure 5-
(b) shows that using spectral agility and using no agilitthveioordinated channel selection achieve
exactly the same performance (i.e., no improvement). Toigltemake sense because whién>
N, there are simply not enough channels for all secondaryar&sy(so they have to share idle
channels with each other). In fact, one can simplify both. Egsand (11) as

Uagile = Ucoordinated — 77 %7 (13)

M i=1 To(n) + T(Sf)
whenM > N and verify the result in Figure 5-(b). There are some matgmprovements by
using spectral agility as compared to using no agility withdom channel selection as shown inin
Figure 5-(a). This is simply because some idle channels radgfbunused in the case of random
channel selection.
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Fig. 6. Use of multiple channelsy = 4

Figures 3 and 5 show that radio devices can only benefit frogotegd agility when there are
enough resources for opportunistic uses (Vé.< N). Fortunately, field studies have shown that
there are many under-utilized spectral resources in somedess spectral band [11][12]. More-
over, there are two additional advantages of using speagiiity that we have not yet discussed
whenM > N. First, Eq. (2) shows that when the spectral agility is usled,average blocking

. . : () .
time is reduced by a factor d¥ in the special case or reduced frea> to > L in the general
)

case. Thus, even though the spectral utilization is not avgut by using spé?:tral agility when
M > N, the packet delays are reduced significantly by using salesgjility. Another advantage
is the spectral-agile network’s capability of using mu&ipghannels. In the above analysis, we as-
sumed that a spectral-agile network (or more preciselyingless nodes in the network) always
uses a single channel, even when more than one channel alebk/aWe can expect that if a
spectral-agile network can use all available channelgyénrmance must be improved. Figure 6
illustrates this scenario in which each spectral-agilevngt aggregates all available channels into
a single, higher-capacity spectral opportunity. Thensp#ctral-agile networks use this aggre-
gated opportunity, instead of using separate channelsdosinission as discussed earlier. This
will provide a multiplexing gain just as we can obtain by nplé#xing several traffic flows on a
high-capacity transmission line in conventional wiredwaks.

Before analyzing the multiplexing gain of using multiple ohals, we would like to investigate
the effects of different ON/OFF distributions on the impeowent of spectral utilization by using
spectral agility. The main purpose of this study is to vetiifg applicability of our model, which is
established based on the assumption of exponentiallgilistd ON-/OFF periods. Here, we use
Matlab to simulate the random ON/OFF periods and calculeddtal time intervals of overlap-
ping ON-periods (i.e., the blocking intervals for a spdeaigile network) for the case oV = 3
andM = 1. We use exponential (as in our earlier derivation), unifoand Rayleigh distributions.
Figure 7 shows a very good match between our analyticaltsesntl the simple simulation results,
demonstrating the applicability of our analytical modeheTreason why the improvement ratios
(again as defined in Eq. (12)) are much higher (upO@) is that there is only one spectral-agile
network seeking spectral opportunities, and thus, it n@égimare spectral opportunities with other
spectral-agile networks. However, as we discussed gaslieh a large improvement ratio, in fact,
represents only a very small increase of channel acces$dimaesecondary network if the average
channel load of the primary network is extremely high. Thees one should not expect improve-
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Fig. 7. Improvement of spectral utilization for spectral-agile netwodiferent ON/OFF distributionsAlthough the figure shows
the maximal improvement percentage (200%) occurs when the ehlrau approaches 1, it does not suggest that spectraiyagginerates the
greatest amount of spectral opportunities. Instead, it stibat, for example, with load of 0.99, the average channelsactime for a spectral-agile
node increases from 0.01=1-0.99 (i.e., no-agility) to G68 out of an one-second period, similar to what shows in Eigur

ment in reality, given the control overhead incurred by sg@gility, when the average channel
load of the primary network is very high.

C. Multiplexing Gain of Using Multiple Channels

If all spectral-agile networks use the aggregated spemp@brtunities, packets from all spectral-
agile networks share the same aggregate “channel” withyangatransmission capacity as shown
in Figure 6. The transmission capacity depends on how manyapy networks are using the
channels, and the distribution of the transmission cap&idetermined by Eq. (6). If the arrival
process in each spectral-agile network is assumed to f@l&wisson process with rakethe ag-
gregated arrival process is also Poisson with rdte. Therefore, the system can be modeled as
an M/G/1 queueing system. However, it is possible that ahciels are occupied by primary net-
works with probabilityr, in Eq. (6) and for an average durationie{ﬁ—l, so that the transmission

()

capacity is 0 from the spectral-agile networks’ perspestivl his bIof:nking process is modeled as
another arrival process with rafoe, and the “packet” with an average service tim%gfl—l. The
i)

resulting M/G/1 queue with preemptive priority is illusied in Figure 8-(b). The averéi@e packet
waiting time of a spectral-agile network is then computedibiyng the results in [13] as

_ (1= pp = psa) + Rsa
SA —

(1= pp)(1 = pp — psa)’

(14)
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Fig. 8. Queueing models for statistical multiplexing gav:= 4

wherep, = va 7@ Pp = , psa represents the server utilization of the spectral-agite/ork,

T‘()[L
andRg 4 represents the average residual service time seen by tketpat spectral-agile networks.
If we assume the average packet sizé iand the transmission capacity of a single channel is
C, psa Is computed as

MM
psa = —, (15)
HsA
Where— = ZZ 17 rz Is the average service time of a packet from spectral-agitevarks.
Finally, "the residual tlmeRSA is computed as
Rga = = | M\ Z 2 (16)
x C’ T[)/,Lp

as derived in [13].

We can use the M/G/1 queueing model with preemptive pridoityhe case when each spectral-
agile network uses at most one channel. In this case, theitserate” is constant (from the
perspective of packets of a secondary network), and is eg|tia transmission capacity of a single
channel unless all the channels are occupied by the primetryonks. However, packet arrivals
in a channel changes with the number of active primary nétsvorhat is, the packet arrivals in a
channel are dependent on the state of the primary netwockispation of the spectrum. The less
the number of idle channels, the greater the arrival rateah édle channel. We can model this
arrival process as a Markov-Modulated Poisson Process (MMBing Eqg. (6), but for the sake
of simplicity we approximate the arrival process as a Poiggocess, which gives us an M/D/1
gueue with preemptive priority. In order to model it as a Bomsprocess, we need to calculate the
average arrival rate.
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Packet waiting time: N=12 and M=9
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Fig. 9. Average waiting time of packets from a spectral-agile netwBgk; = 1 and% =0.1

1) Case I:.M < N: |If there are at least/ channels available, then the arrival rate at the
M/G/1 queue is jusi. If the number of available channelsig — 1, then one of the spectral-
agile networks joins the channel which has already beenufmed” by another spectral-agile
network. That is, multiple spectral-agile networks shame ohannel. The average arrival rate is
then%/\rk. Proceeding similarly, we have the average arrival ratepraed as

N M—-1 M
)\newzzri/\+zr]V[—i<M_i>)\- (17)
M =1

1=

2) Case ll:M > N: Inthis case, we have more spectral-agile networks tharotaériumber
of channels. If none of the channels are occupied by the pyimatwork, then the best-case
arrangement occurs when each channelﬂ%}a spectral-agile networks. Proceeding similarly to
the previous subsection, we have the arrival Patemputed as

N-1

Anew = Z 7”Ni<N]\/i z) (18)

=0

Finally, we can use Egs. (14) and (16) with the new averageaarate and constant packet service
time £.
C
Figure 9 plots the average packet waiting time of a speetydé network when it uses a single
channel and multiple channels. We fix the valudgf; at 1 second while varying the value'ff,,
S0 as to vary each channel’s average load imposed by thergriraawork. Obviously, the average
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Fig. 10. Spectral opportunity discovery: before scanning

packet waiting time in the case af < NN is less than that in the case &f > N as there are
less spectral-agile networks seeking spectral opportsni the case oM/ < N. However, the
packet waiting time of using multiple channels is always lsn that of using a single channel in
both cases. The improvement is even more significant in the cB\/ > N as expected. These
numerical results demonstrate the potential advantagesing multiple channels in a spectral-
agile network, especially whel > N.

IV. SPECTRAL-AGILITY FUNCTIONALITIES

As mentioned in the Introduction, a spectral-agile secondatwork needs three basic func-
tionalities for spectral agility: spectral opportunitysdovery, spectral opportunity management,
and coordination of spectral opportunity uses. There aods@&sic principles to follow in realizing
these functionalities. First, the conceptlasten-Before-Talks applied whenever a spectral-agile
network wants to exploit a spectral opportunity. Thus, pmymnetworks will not be affected. For
example, a wireless node in a spectral-agile network mayistavhat we call theLISTEN state
for LISTENINTERVALseconds after switching to a new channel, or after switchiack from
the scanned channel to the original communicating chamee| &fter scanning other channels).
Second, whenever a spectral-agile network decides toswota different channel, all wireless
nodes in that spectral-agile network should be notified of slwitching and then switch to the
same channel at the same time.

A. Spectral Opportunity Discovery

In order to utilize spectral opportunities, a spectraleagetwork must be aware of the presence
of spectral opportunities. Therefore, a wireless node @fkttectral-agile network should scan the
spectrum regularly. Figure 10 illustrates the basic seanprocedures for discovering spectral
opportunities. At the beginning of each scheduled scan relegs node first schedules the next
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Fig. 11. Spectral opportunity discovery: after scanning

opportunity scan. If the node has been in th8TENSstate, this scan is canceled because the node
must keep silent and listen on the current channel. Moredivéte wireless node detects any
activity of primary networks (i.e., in th# ACANCYstate) or is switching to a different channel
(i.e., in theSWITCHINGstate), the scan is also canceled because if the node |dwresirent
channel for scanning, it may lose connectivity with the othedes as they may also detect the
presence of the primary networks and are about to switch &than channel (details are in the
next subsections). If none of these two situations occheswireless node randomly chooses a
channel to scan and enters B€ANstate. At this time, theisten-Before-Tallprinciple is applied.

During a channel scan, the wireless node records “actvive that scanned channel. These
activities are characterized by several parameters,dirgjuthe fraction of time that the channel
is deemed busy during the scan interval, the average recpiwwer and if possible, the activity
type (either primary or secondary). These parametersatél be used by the spectral opportunity
management to identify potential spectral opportunitidgon completion of scanning, the wire-
less node switches back to the previous channel and entel$SMEN state before resuming the
normal transmission. In the meantime, that wireless nodat@s its database of spectral oppor-
tunities — called thespectral opportunity magSOM)— based on the collected parameters and
prepares to disseminate the latest opportunity informabahe other wireless nodes in the same
spectral-agile network. While staying in th&STENSstate, if a wireless node detects any activity of
primary networks on the current channel, the wireless noepgres to vacate the current channel,
which is managed by the spectrum use coordination as we isguds later. This procedure is
illustrated in Figure 11.

B. Spectral Opportunity Management

Each wireless node in a spectral-agile network maintain©®& Swvhich stores the status of
each channel in the wireless spectrum. There are two metbodpdating the SOM: by scanning
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(b) Spectral opportunity map

Fig. 12. Spectral opportunity management (SOM)

a channel and by receiving spectral opportunity updates fitte other wireless nodes. As we
mentioned in the previous subsection, a wireless noderdiss¢es the opportunity update after
resuming transmission in the original channel. The infdromecontained in an opportunity update
is listed in Figure 12-(a), where the “Index” field represetite channel index, the “Duration”
field represents the scanning duration, the/SRutilization” field represents the percentage of the
scanning duration when activities from primary/seconaeatyvorks are detected, and the last field
represents the average detected power of primary netwimgkgmissions.
Figure 12-(b) shows an example of a wireless node’s SOM. Tdie™field indicates if a channel

is available or not. For example, a value of 1 means that thera#l is idle and considered as a
spectral opportunity. This field is set to 0 when the latesttjal opportunity update contains a
non-zero Rutilization. The “T_ Duration field” represents the accumulative amount of tilvet &
spectral-agile network has scanned for that channdlufiation is used to compute the average
channel utilization of primary and secondary networks,(itee “avg P_util” and “avg S_util” fields
in the SOM). The value of av@_util is updated by

T_Duration - avg P_util+Duration - P_utilization

avg_P_util = _ _ ,
T_Duration+Duration

(19)

and so are the values of a®jutil and avgP_power. The average channel utilization and average
power are useful when multiple spectral opportunities sedable, and thus, help a spectral-agile
network choose a “good” opportunity. One should note thatitine duration of each opportunity
is not included in the SOM simply because it is difficult to glist or estimate such information,
given that the primary networks may reclaim the channelsiatiane. As we will explain in the
next section, spectral-agile nodes have to vacate the ehanmediately upon detection of any
activity from the primary network. Therefore, a spectrgil@node needs to know whether or not
a channel is available, instead of how long it may fast.

Note that different wireless nodes in the same spectréd-agiwork may have different SOMs
because a wireless node can miss some opportunity updateste other nodes. However, it is

20f course, any additional information, such as the duration of chaavadhbility, if available, may help a node make a better
decision on spectral opportunity use.
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not essential for all nodes to maintain a network-wide, uai&OM as long as all wireless nodes
in the same spectral-agile network coordinate their chigrsvatching. This will be detailed in the
next subsection.

C. Spectral Use Coordination

To enable automatic and cooperative use of available oppitigs among radio devices of a
spectral-agile network or among different spectral-agéévorks, we need a resource-use coor-
dination mechanism to resolve any potential conflict/cotd® in utilizing these opportunities.
Based on the participants involved in resource-use codidmave propose two control mecha-
nisms as described below.

1) Intra-network Resource-use Synchronizatidrhe most challenging task in realizing a spectral-
agile network is to maintain inter-node connectivity in @sjpal-agile network. For example, if
some wireless nodes decide to switch to channel 1 while theretlecide to switch to channel 2,
then these nodes will lose their connectivity to each otRigiure 13 depicts the operations of chan-
nel switching when a spectral-agile network detects a pymatwork activity. Upon detection
of a primary network activity, the wireless node entersWA&ANCYstate, and searches its SOM
for any spectral opportunity. If there is not any availaljpedral opportunity, then the wireless
node remains in th# ACANCYstate and cancels the next upcoming scanning. The reasoarfor
celling the upcoming scanning is that the other wireleserduh the same spectral-agile network)
could have found a spectral opportunity and are about t@dissate a switch notification. If this
wireless node now leaves the current channel for scanrimgay miss the notification and lose
the connection with the others. In case a wireless nodedeime spectral opportunities, the
node prepares a switch notification and waits V&«(CANCYINTERVALseconds before sending
such a notification. This ensures the other wireless nodéshwiave been in th& CANstate to
have enough time to finish the scanning, switch back to thggrai channel, and still receive this
notification given that

VACANCYINTERVAL> MEASUREINTERVAL + LISTENINTERVAL (20)

Once the node successfully sends the switch notificati@mtérs the&SWITCHINGstate and pre-
pares to switch to the new channel.

To avoid disseminating a switch notification at the same tséhe others, each wireless node
walits for extraOFFSETseconds before sending a notification. Obviously, each nogs have
a unique value oOFFSET Finally, to further avoid receiving different switch niad¢ations from
different nodes, a node with a pending transmission of ackwibtification cancels its own notifi-
cation after receiving a switch notification from the othefsgether with the transmission offset,
only one unique switch notification will be disseminated aeckived by all wireless nodes in a
spectral-agile network. This operation is depicted in Fegl4.

Note that it is always possible that a wireless node may mssgith notification due to trans-
mission errors. Therefore, there is no absolute guaraotegyhchronized switches even if one
applies other sophisticated retransmission and handsipaik@chanisms. One may try to establish
a network-wide, unified SOM so that, whenever a spectrdéagitwork needs to vacate a channel,
all nodes in that network choose the same spectral opptyrtwithout requiring the need to notify
each other. By doing so, the difficulty shifts from securelyséiminating a switch notification to
securely disseminatingll spectral opportunity updates. Since updating the SOM i®rfrequent
than sending a switch notification, our current implemeatashould be more reliable. In any
case, all wireless nodes may either switch back to the pusvdommunicating channel or a pre-
defined channel for re-synchronization, when perceiviegtkistence of a missing node (from the
same spectral-agile network) after switching to a new chknn
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Fig. 13. Spectral opportunity use: preparation for vacating a channel

2) Inter-network Resource-use Cooperatiofio make two different spectral-agile networks co-
operatively utilize a resource opportunity, we need (i) dtipke access control so that the networks
may fairly share the spectrum, and (ii) a “load-balancinggamanism so that each spectral-agile
network may utilize a different opportunity, if multiple pprtunities exist. The first goal can
be easily achieved by using the IEEE 802.11 standard-likéecasense-multiple-access/collision
avoidance (CSMA/CA) with exponential random backoffs. Toiewh the second goal, we pro-
pose a load-balancing algorithm to coordinate the use ofiptellopportunities among different
spectral-agile networks. When a spectral-agile networkalstthe presence of any other spectral-
agile network, wireless nodes in that spectral-agile nekvebould immediately check the avail-
ability of other opportunities in its own SOM. If any opponity other than the currently-utilized
opportunity is located, the wireless node follows the irtedwork resource-use synchronization
procedure to switch to that opportunity. To prevent all ined spectral-agile networks from re-
nouncing the currently-utilized opportunity, a delay @uee for each spectral-agile network) is
introduced so that only one of the spectral-agile netwotkialy changes its use of the oppor-
tunity. If a spectral-agile network does renounce the curopportunity (i.e., a channel), those
spectral-agile networks that have not vacated yet will eatiwir intra-network synchronization
procedure, after perceiving the absence of that leavingtsgleagile network. These “staying”
spectral-agile networks may update the channel statusein 80Ms and repeat the above pro-
cedure, if they are able to locate other opportunities. W&y, we can achieve a balanced (and
maximum) resource utilization in a distributed manner.

V. EVALUATION

The three basic components of a spectral-agile network atid@elV are implemented ims-2
so that we can evaluate the performance (as compared tdiaablypper bounds) and the effects
of overhead associated with spectral agility. We use thé€ElB&2.11 standard as the MAC-layer
protocol for spectral-agile secondary networks. The wsglnodes in a primary network also use
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Fig. 14. Spectral opportunity use: dissemination of a switching notification

the IEEE 802.11 MAC standard but they have exclusive accegealesignated channel. If an
IEEE 802.11 node in a spectral-agile network detects anyitycof an IEEE 802.11 node in a
primary network, the node in the spectral-agile networkpsusls any transmission as explained
before.

We assume that there is only one primary network in each @laand there are two wireless
nodes in each primary network. One of these two nodes has-&@N/OFF traffic generator and
transmits packets to the other node in the same primary metvibe average channel utilization of
a primary network is then determined by the mean values of€dN-OFF-periods. We also assume
that there are 3 wireless nodes in a spectral-agile netwikariully utilize spectral opportunities,
we use thens-2constant-bit-rate (CBR) traffic generator so that nodes infibetsal-agile network
always have packets to transmit as we assumed in Sectiofihilly, we assume that the packet
size from all traffic generators is 500 bytes and all wirelesdes use 1-Mbps for data transmission.
Figure 15 shows the simulation setup for the case of threerngia (i.e., channels 1, 6 and 11 in
the IEEE802.11 standard) with a single spectral-agile agtw

As explained in Section 1V, several parameters are neededrvol a spectral-agile network,
namelyMEASUREPERIOD, MEASUREINTERVAL VACANCYINTERVAL andLISTENINTERVAL
The value o MEASUREPERIODdetermines the frequency of seeking a spectral opportoraty
(SOM). Obviously, the smaller a nodelEdEASUREPERIOD, the more accurate the SOM be-
comes. However, a small value BIEASUREPERIODIincurs more control overhead (e.g., fre-
guent dissemination of opportunity updates to other nod®s] interrupts normal transmission
more frequently. The value MIEASUREINTERVALdetermines time granularity of the spectral
opportunities that a spectral-agile network can detecthdfduration of a spectral opportunity
is less tharMEASUREINTERVAL, a spectral-agile network cannot detect the existence af su
a spectral opportunity because the scanned channel be¢boss before the scanning is com-
pleted. However, choosing too smalVEASUREINTERVALvalue is not a good idea either, sim-
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Fig. 15. Simulation setup for single spectral-agile netwdyk= 3 andM =1

ply because not enough “activities” will be collected. Tlaen® criteria can be applied to choose
the value ofLISTENINTERVALsince choosing too small or too large a value results in eithe
interfering primary networks (resuming transmission tastf or wasting a spectral opportunity
(waiting too long). Finally, we choose the value\ACANCYINTERVALaccording to Eqg. (20).
Based on the transmission rate and packet size chosen abevet MEASUREINTERVAL=
20 ms,LISTENINTERVAL= 10 ms, and/ACANCYINTERVAL= 40 ms in all of the simulation
runs® However, we change the value MEASUREPERIODIn order to investigate its impact on
both performance improvement and control overhead. Indtewing simulation, we usev = 3
as we want to simulate the case of using spectral agilityercthrent IEEE 802.11b wireless LAN
in the 2.4-GHz band. Of course, these mechanisms can besdpplother types of networks and
other spectral bands, once the regulatory restrictiommoued.

A. Throughput Improvement for a Single Spectral-agile Networ

We chooseMEASUREPERIOD= 0.5 second/,,, = 10 * channel load seconds, and,;; =
10 % (1 — channel load) seconds in this simulation. Figure 16 shows the improvemehta
spectral-agile network’s throughput as compared to a né&twithout spectral agility. Here, we
use throughput as the performance metric since the MAC pobi{@e., the IEEE 802.11b stan-
dard) is specified. We consider both homogeneous and hetezogs loads, and the simulation
results are compared with the analytical results (in satidd). The improvement obtained from
the simulation is shown to be very close to the analyticalenggound in some cases, especially
when the average channel load ranges between 0.3 and 0l&in Wiis region, the improvement
ranges between 40 and 80% for homogeneous loads, and raetgesh 50 and 90% for hetero-
geneous loads. Considering the control overhead incurrespéégtral agility, the results verify the
effectiveness of our implementation.

One interesting observation is that the improvement is negshthan the analytical results as the
channel load increases, and using spectral agility is ewesen(-22%) than without using spectral

31t should be noted that we only focus on the case when the averag®dwha spectral opportunity is in the order of seconds.
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Fig. 16. A single spectral-agile network: spectral agility vs. no agility witldoam/coordinated channel selectighe substantial
discrepancy between the analytical and simulation resufisnwthe channel load approaches 1 results from that ourta@lynodel does not
consider any scanning/control overhead. However, theseheads easily consume the minuscule channel access timeogas shFigure 4)
gained by spectral agility when the load is close to 1.

agility when the channel is extremely busy (because of pymatworks’ activities). The main
reason for this is that when the channel is heavily-loadsggeatral-agile network has few spectral
opportunities. The scanning, listening, and switchingmynmterrupt the network’s normal trans-
mission without finding many opportunities. Under this aircstance, staying with a fixed channel
is better. That is, one should not use spectral agility imegmely busy spectral bands in the first
place.

Figure 16 also confirms that when the loads of the channeldieese, a spectral-agile network
achieves better performance as shown in Section Ill. Oneredee an extra 10 to 15% improve-
ment since a spectral-agile network dynamically searatrab € least-utilized channels and makes
use of them more efficiently.

B. Throughput Improvement of Multiple Spectral-agile Nekgor

The previous simulation shows that the throughput of a sisgkctral-agile network increased
by up to 90%. We now us& = 3 and M = 2 to investigate how spectral-agile networks inter-
act with each other when seeking and utilizing spectral dppdies as shown in Figure 17. For
an illustrative purpose, we only simulate the case of homeges channel loads and $¢EA-
SUREPERIOD=0.5 second. In order to make these two spectral-agile mksxghare the spectral
opportunities, instead of letting them compete for thegmadpinities, we assign different priorities
to each spectral-agile network. The priority is used by aspkagile network to determine the
value of delay in the inter-group resource-use cooperatigarithm. If a lower-priority spectral-
agile network detects the existence of a higher-priorigcal-agile network, the lower-priority
network vacates the current channel fifsand only if the SOM indicates that there exist other
available spectral opportunities. This way, the loweppty network is not discriminated in terms
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Fig. 17. Simulation setup for multiple spectral-agile netwotks= 3 andM = 2

of using spectral opportunities. Our simulation resulssthat these two spectral-agile networks
always achieve almost the same throughput.

Figure 18 shows the improvement of spectral-agile netwankarage throughput, as compared
to the case of using no agility with coordinated channelc&la. In general, the improvements
are very close to the analytical results (within a 13% m3argi@ne reason why the simulation
gives more improvements than the analytical bound (uderematel channel loads) is that a non-
agile secondary network also suspends the transmissiMAOANCYINTERVALseconds before
detecting that channel again, if the network has detecteaetivity of the primary network in the
assigned channel. For a spectral-agile network, it is lkslylto encounter a busy channel because
of spectral agility, especially when the channels are netéér-loaded. That is, the overhead of
detecting the (channel) idleness in a non-agile networkighdr than a spectral-agile network
when the channel is moderately-loaded, and so is the amdumhe wasted on waiting. One
can also observe that using spectral agility results ingrgoerformance (-9%) than without using
agility, when the channels are heavily-loaded. Again, ggioot make any sense to use spectral
agility in those heavily-loaded channels as virtually npaunity exists in those channels. Thus,
the overhead easily offsets any improvement made by spegjiidy as in the case of a single
spectral-agile network.

The simulation results also demonstrate a very importavdradge of using spectral agilitipy
using spectral agility, we can achieve a higher throughpurgrthan 30% in many cases, as com-
pared to using no agility with coordinated channel selectiehalone an even higher improvement
as compared to using random channel selection) without arynefplanning on spectral resource
allocation That s, using spectral agility easily achievesdigéomated frequency use coordination
as we mentioned in Section | and results in a much higher ispetilization.

C. Improvements v84EASURE PERIOD

We now investigate the effects MEASUREPERIODon the improvement of a spectral-agile
network’s throughput. We choose three different loadstiergrimary network, 0.2, 0.5 and 0.8,
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Fig. 18. Multiple spectral-agile networks: spectral agility vs. no agility withrdowated channel selection:The substantial
discrepancy between the analytical and simulation resutisrwthe channel load approaches 1 results from that ourtarzdlynodel does not
consider any scanning/control overhead. However, theseheads easily consume the minuscule channel access timeo(as shFigure 4)
gained by spectral agility when the load is close to 1.
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Fig. 20. Effects o0MEASUREPERIODvs. Effects of averag®N-/OFF-periodon the spectral-agile network throughput

still useT,,, = 10 * channel load seconds and,;; = 10 x (1 — channel load) seconds, and
change the value MIEASUREPERIOD Figure 19 shows that for a fixed channel load, the im-
provement decreases with the increasMBIASUREPERIOD This is because the less frequently
a spectral-agile network scans the spectrum, with a lowavadility an available channel can be
found. Therefore, it is very important for a spectral-agiework to choose an appropridif=A-
SUREPERIODvalue since choosing too large a valueMEASUREPERIODmay result in poor
performance, especially when the channel is heavily-ldadi¢h the traffic of primary networks.

It is when the channel is very busy that a spectral-agile odtweeds spectral opportunities most.
Thus, using a large value MEASUREPERIODdegrades the improvements most when the chan-
nel load is high. This explains the decrease of throughpptarement when the load (s8.

In fact, one can conclude that the improvement of a speatéé- network is primarily de-
termined by the value dIEASUREPERIOD A spectral-agile network should choosé/i&A-
SUREPERIOD based on the channel loads, and more importantly, the darafi ON-/OFF-
period in each channel. If the channels switch between ONM-@RF-periods very often, a
smallerMEASUREPERIODis required. That is, the degree of agility that a spectgikanet-
work needs, depends on the dynamics of the scanned specifherefore, using an adaptive
MEASUREPERIODshould achieve better performance.

D. Improvements vs. Duration of a Spectral Opportunity

As discussed above, the throughput improvement of a spegiile network is determined by
MEASUREPERIODand the average duration of ON-/OFF-periods of primary neta; To be
on the safe side, one may choose a very sMEIASUREPERIODIn order to exploit the spectral
agility. A potential problem with this is that too frequergsining interrupts too often normal trans-
mission of the spectral-agile network and also incurs higdrleead. We investigate such a trade-off
as follows. We choose 3 different valuesMEASUREPERIOD For eachtMEASUREPERIOD
value, we change thg,, and7,;; values but keep the channel load %:O.S) unchanged.
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The total number of packets transmitted (by the spectrid-agtwork) within a 1000-second in-
terval is plotted in Figure 20.

For any given value oMEASUREPERIOD, the number of transmitted packets generally in-
creases with the average duration of ON-/OFF-periods {@.g.and7,;;). Of course, a spectral-
agile network need not scan the channels too frequently Whefiy,;, is relatively large (com-
pared toMEASUREPERIOD) since the switching also occurs less frequently. Thisarglthe
slight decrease for the case MEASUREPERIOD=0.5 after the average ON-/OFF-periods are
larger than 4.0 seconds. However, as compared to using e BIASUREPERIOD, using a
smallerMEASUREPERIODalways achieves much better performance even though thbeac
increases linearly with the scanning frequency. This isbee the overhead incurred by scanning
is relatively small in our implementation (onMEASUREINTERVAI+LISTENINTERVAL=0.03
second for everMEASUREPERIOD=0.5 second).

VI. CONCLUSIONS ANDFUTURE WORK

In this paper, we have investigated the issue of using seaility to improve both spectral
utilization efficiency and secondary networks performaMe established a simple mathematical
model to analyze spectral-agile networks, and providedfapeance benchmark by which differ-
ent implementations of spectral-agile networks can beuatadl. The results (based on this model)
have shown that the channel utilization of a spectral-aggivork is improved by 35 to 200%
when compared to the cases of no agility, depending on theapyi network’s channel utilization
and the number of spectral-agile networks.

In order to realize a spectral-agile network, we proposeédettbasic functionalities, namely
spectral opportunity discovery, spectral opportunity agement, and spectral use coordination.
These functionalities have been added to the IEEE 802.1dlegs LAN in thens-2 The simula-
tion results show that (1) the improvement of a secondanyarits throughput can be up to 90%
by using spectral agility, (2) the improvement is close ® prerformance bound predicted by our
analytical model, and (3) the improvement is achieved ins&riduted and automated way with
little overhead, and outperforms the improvement of noiteaggtworks using static, coordinated
channel selection.

We are currently examining spectral-agile networks whish multiple spectral opportunities
simultaneously, and studying its improvement of packetingitime.
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