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Abstracf-To support the transmission of (high-rate and often- 
bursty) multimedia data with performance guarantees in an JEEE 
802.11e wireless local area network (LAN), it is crucial to design 
judicious algorithms for admission control and resource alloca- 
tion. The traffic specification element (TSPEC) of the new IEEE 
802.lle standard is used to facilitate the design of the admission 
control. Based on the traffic profile given in the TSPEC ahd the 
dual-token bucket regdation, a guaranteed rate is derived for our 
airtime-based admission control. The admission control is inte- 
grated with the cantention-based Enhanced Distributed Channel 
Access (EDCA), which together can provide so-called “parame- 
terized QoS” - as in the polling-based HCF Controlled Channel 
Access (HCCA) - via a new distributed, quantitative control of 
stations’ airtime usage. We also extend the current QoS signaling 
of HCCA defined in IEEE 802.11e to perform admission control 
for this enhanced EDCA. Furthermore, we extend the integrated 
scheme for QoS provisioning in ad hoc wireless LANs and design 
appropriate signaling procedures. We evaluate v~ia simulation the 
effectiveness of this parameterized QoS-capahle EDCA scheme, 
and demonstrate its advantages aver the centralized, polling-based 
HCCA scheme. 

I .  INTRODUCTION 

QoS and multimedia support are critical to wireless home 
and enterprise networks where voice, video and audio will be 
.delivered across multiple networked electronic devices. Broad- 
band service providers view QoS and multimedia-capable home 
networks as an essential ingredient to  offer residential cus- 
tomers video-on-demand, audio-on-demand, voice-over-IP and 
high-speed Internet access. In order to support QoS, one 
needs an admission-control algorithm which makes decision on 
whether or not to admit a QoS stream based on the stream’s 
requirements and channel usage conditions. Moreover, an ef- 
fective resource allocation algorithm is also required in order to 
decide which stream and what frame in that stream should be 
transmitted at what time. such that the required QoS could be 
guaranteed. 

Over the past few years, significant research efforts have been 
made on the problem of guaranteeing QoS for multimedia traf- 
fic in a packet-switched network, The goal has been to develop 
traffic management schemes that allow for high link utilization 
while simultaneously guaranteeing QoS. The general result of 
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the extensive research on traffic management in wired networks 
states that ihe QoS can be guaranteed if and only if the traffic 
can be regulated using techniques. such as token andlor leaky 
buckets [ 11-[6]. Providing QoS guarantees in a deterministic 
way to regulated sources that are statistically multiplexed in a 
shared buffer is also addressed in [ l l ,  [4], 151. The determinis- 
tic QoS guarantees typically imply admission of a small number 
of bursty multimedia streams that results in poor resource uti- 
lization. Along with this problem is QoS provisioning in the 
wireless domain where one might have to design integrated ad- 
mission control and resource allocation that can work in a dis- 
tributed manner, and deal with the users or applications using 
time-varying transmission rates on wireless channels that ex- 
hibit location-dependent errors. Some solutions to this problem 
have been proposed in form of different scheduling schemes in 
171-[201. 

In this paper, we focus on the problem of QoS provision- 
ing in the upcoming IEEE 802.11e wireless LAN [Zl] ,  pri- 
marily because of its popularity and increasing market share. 
The new MAC protocol in the 802.11e standard is called Hy- 
brid Coordinalion Funcrion (HCF). The word “hybrid’ comes 
from the fact that it combines a contention-based channel access 
mechanism, referred to as Enhanced Distributed Channel Ac- 
cess (EDCA), and a polling-based channel access mechanism, 
referred to as HCF Conrrolled Channel Access (HCCA), each 
of which operates disjointedly during alternating subsets of the 
beacon interval, These two access mechanisms provide two dis- 
tinct levels of QoS: prioritized and parameterized QoS. EDCA 
is used to provide the prioritized QoS service. With EDCA, 
frames with different priorities are transmitted using different 
carrier sense multiple accesslcollision avoidance (CSMAICA) 
parameters. HCCA is used to provide a parameterized QoS ser- 
vice, With HCCA, a station negotiates the QoS requirements 
of its stream(s) with the Hybrid Coordinator (HC). Once the 
stream is established, the HC allocates transmission opportuni- 
tics (TXOPs) via polling, to the station, in order to guarantee 
the stream’s QoS. 

Akhough EDCA is designed to provide prioritized QoS only, 
it is desirable to have EDCA provide parameterized QoS be- 
cause (1) EDCA uses CSMNCA for channel access and does 
not require centralized control as HCCA does. hence making 
it suitable for potential QoS support in an ad hoc wireless 
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LAN and (2) there is no need for coordination between two 
contention-based wireless L h s  operating on the same channel 
in an overlapping space while resource coordination is needed 
for two overlapping HC-coordinated wireless LANs. However. 
there are some challenges to overcome in providing parameter- 
ized QoS under EDCA. One of the biggest challenges is that a 
quantitative control of stations' medium occupancy (i.e, airtime 
usage) cannot be achieved via the current EDCA. Such a con- 
trol, which is crucial to the parameterized QoS, is only provided 
by the HC in HCCA. What makes the airtime usage control 
even harder is that the link adaptation in the 802.1 1 standard 
allows stations to vary their PHY transmission rates based on 
the link condition. As a result, the amount of airtime required 
to transmit a fixed-size data frame may be different for differ- 
ent stations, and may even vary with time for the same station. 
For example, if a station reduces the PHY rate due to link er- 
rors, the number of data frames transmitted during each access 
to the wirelcss medium is reduced, which may compromise the 
negotiated QoS. 

To address the above issues. we adopt the TSPEC element i n  
the IEEE 802.1 le standard to derive a "guaranteed rate." This 
rate includes a stream's traffic characteristics and serves as an 
overall QoS expectation from the stream's perspective. Based 
on this rate information and a negotiated PHY transmission 
rate. we propose an airtime-based admission control to solve 
the problems resulting from the link adaptation. This admis- 
sion control is integrated with a "parameterized QoS-capable" 
EDCA. which provides a quantitative control of stations' chan- 
nel access (and thus, their airtime usage) in a distributed man- 
ner. By using the proposed scheme, we are able to provide the 
parameterized QoS - in addition to the prioritized QoS - in  
EDCA without using the polling-based HCCA. We also com- 
pare the polling-based HCCA and the contention-based EDCA, 
in terms of their support for parameterized QoS via simulation, 
and show the effectiveness of the integrated airtime-based ad- 
mission control and the enhanced EDCA. 

The rest of this paper is organized as follows. In Section 11, 
we briefly introduce the IEEE 802.11e standard, especially 
EDCAMCCA and their support for QoS provisioning. Sec- 
tion III derives the guaranteed rate and describes the proposed 
airtime-based admission control. In Section IV, we give an 
overview of how to regulate the EDCA parameters for precise, 
quantitative airtime usage control. In Sectiod V, we describe 
the signaIing for QoS provisioning in HCCA, EDCA? and ad 
hoc wireless LANs. Our in-depth simulation results are pre- 
senred in Section VI and the paper is concluded in Section VII. 

11. OVERVIEW OF THE IEEE 802.11E STANDARD 

The most important tasks of providing parameterized QoS in 
an IEEE 802.1 l e  wireless LAN are to (1) determine the amount 
of TXOPs needed to meet streams' QoS requirements. and (2) 
decide how the TXOPs are allocated to those streams. In what 
follows, we will give an overview of how these t a s b  may be 
achieved in an IEEE 802.1 le wireless LAN. Although our main 
focus is on how to provide parameterized QoS in EDCA, we 
also briefly explain HCCA for a comparative purpose, 

-Medium h e  (or admitted [me) -1 

Fig. 1. Contention for TXOPs in EDCA: a stiltion has to compete with others 
for 77iOPs via CSMAKA with exponential random backoff. 

A.  Enhanced Distributed Charniiel A c c m  (EDCA) 
The current EDCA provides distributed and differentiated ac- 

cess to the wireless medium for 8 user priorities. In order to do 
this. EDCA defines access categories (ACs) that provide sup- 
port for the delivery of traffic with user priorities at wireless 
stations. Each AC is, in fact, an enhanced variant of the IEEE 
802.1 1 DCF (referred to as the "legacy" DCF) 1221, which 
uses CSMA/CA with random backoff to access the wireless 
medium. The most significant difference between an AC and 
the legacy DCF is that different ACs use different access param- 
eters (e.g+, minimudmaximum contention window size, inter- 
frame space (IFS)) to acquire prioritized access to the wireless 
medium while the legacy DCF only provides egalitarian access 
to the wireless medium. 

For each TXOP won by an AC via EDCA, the wireless sta- 
tion may initiate multiple frame-exchange sequences, separated 
by a short inter-frame space (SIFS), to transmit traffic within the 
same AC. However, the total duration of the frame-exchange 
sequences must not exceed the TXOP limit whose value could 
be obtained in the beacon frames from the access point (AP). 
In order to support parameterized QoS, the admission control 
in the AP needs to determine the fraction of every one-second 
period (so called the M e d i m  Time in the A P s  response frame 
to a station's QoS request) that is needed by a wireless station 
to deliver the traffic from a stream. The station receiving thc re- 
sponse frame records this medium time as the admitted time, 
which is the amount of time the station must win (via con- 
tention) to transmit frames within a one-second period. This 
procedure is illusuated in Figure 1. 

The problem here is that, although the AP can determine the 
values of the medium time for wireless stations, it does not have 
control on how the stations obtain the required medium time. 
Instead, each station (or its ACs) uses EDCA to acquire the TX- 
OF'S, and hopefully obtains enough transmission time (at least 
not less than the allocated time) while not over-occupying the 
wireless medium to comprise other stations' QoS. Therefore, it 
calls for the need of a quantitative control on stations's TXOP 
usage, not just a prioritized EDCA in the current 802.1 l e  stan- 
dard, so that the stations can obtain the exact amount of TXOPs 
in a distributed manner. 

' 

B. HCF-Controlled Clmnnel Access (HCCA) 
HCCA uses a QoS-aware centralized coordinator, namely, 

the hybrid coordinator (HC), as a polling master to allocate TX- 
OPs to itself and other stations. Because of this polling-based 
mechanism, stations can easily obtain their required amount of 
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medium access time as compared to that under EDCA. What 
the HC needs to compute are the polling order and the amount 
of TXOPs granted to a station for each polling (together called 
a “service schedule” in the 802.1 l e  standard), and polls each 
station to initiate frame-exchange sequences. To give an ex- 
ample of how a service schedule is computed, let us consider 3 
multimedia streams that generate packets with size of 600 bytes 
every 25,25, and 50 msecs with delay bounds of 100, 100. and 
200 msecs, respectively. For an illustrative purpose, we do not 
include any polling frames or control overhead in computation, 
and we assume all streams are transmitted at 48Mbps. To pro- 
vide the delay-bound guarantee, one can choose the polling pe- 
riod (Le., “service interval” in the 802.1 l e  standard) as the min- 
imum of all streams’ delay bounds. In this example, we have a 
service interval of 100=min( 100,100,200) msecs. Within this 
interval, the first two streams need * 600 * 8/48 * lo6 = 400 
psecs to transmit four data frames while the last stream only 
needs 200 psecs to transmit two frames. One possible imple- 
mentation of the service schedule in this example is illustrated 
in Figure 2. 

Although HCCA is recommended for parameterized QoS in  
the IEEE 802.11 wireless LANs primarily because of its effi- 
ciency. it is less flexible in the sense that the HC may need to 
recompute the service schedule when a traffic stream is added 
to, or deleted from, the wireless LAN, or a station on the 
wireless LAN changes the physical transmission rate. More- 
over, when twa wireless LANs using HCCA operate on the 
same channel, it  requires additional coordination between them. 
On the other hand, EDCA is more flexible as we will discuss 
later. We will detail the advantagesldisadvantages of these two 
channel-access mechanisms in terms of QoS provisioning and 
system complexity after introducing our admission control and 
resource allocation algorithms. 

I ,.: :~.. ., 3 I:......->- 

111. AIRTIME-BASED ADMISSION CONTROL 

Although EDCA and HCCA use different channel-access 
mechanisms to allocate TXOPs to wireless stations, they both 
need admission control to determine how much traffic a wire- 
less LAN can handle so that the prescribed QoS for each traffic 
stream can be maintained. Of course, an admission decision 
should be made according to both admission policies and QoS 
requirements supplied by a higher-layer entity of a wireless sta- 
tion, usually the application layer. These requirements are spec- 
ified in the TSPEC element in  the IEEE 802.1 l e  standard and 
are submitted to the admission control unit (ACU) by stations 
carrying the streams. Since the TSPEC element plays a crucial 
role in our admission control, we first introduce some of its im- 
portant fields which will be used later in deriving the guaranteed 
rate. 

[..“.I ::.. .... 

A. Overview of the TSPEC Eleinent 

A station can request parameterized QoS using the TSPEC 
element 1211. The TSPEC element contains the set of parame- 
ters that characterize the traffic stream that the station wishes 
to establish. These parameters are used by the admission- 
control algorithm and are negotiable between the station and 
the ACU. There are six important fields in the TSPEC used in 
our admission-control algorithm. We first discuss these fields 
and show how to use them to derive the guaranteed rate. 
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The Mean Data Rate (p) field specifies the average data 
rate of a traffic stream, in bits per second, for transport of 
MAC service data units (MSDUs) of this stream. 
The Peak Data Rare (PJ field specifies the maximum al- 
lowable data rate in bits per second, for transfer of the 
MSDUs of a traffic stream. 
The Maximuin Burst Size (0) field specifies the maximum 
data burst in bits that arrive at the MAC service access 
point ( S A P )  at the peak data rate for transport of MSDUs 
of a traffic stream. This definition is different from the 
conventional definition for burst size defined in the Re- 
source Reservation Setup Protocol (RSVP) and other pro- 
tocols where burst may arrive at an infinite rate. 
The Minimurn PHY TX Rare ( R )  field specifies the min- 
imum physical transmission rate. in bits per second, re- 
quired to be operated by the station or the AP in order 
to guarantee the QoS. As an example, let us consider the 
IEEE 802.1 lb physical (PHY) layer which has 4 physi- 
cal transmission rates. Assume that a CBR (constant bit 
rate) video stream with a bandwidth request of 2 Mbps is 
admitted into the wireless LAN. During the TSPEC nego- 
tiation. the station and the ACU agree that the QoS will 
be guaranteed if and only if the minimum PHY transmis- 
sion rate is not below 5.5 Mbps. I f  the station now moves 
very far away from the AP and has to lower its rate to 2 
Mbps, the AP will not guarantee its QoS for that stream. 
This is a very important parameter that is taken at the time 
of admission control, and we will use it to develop our 
admission-control policies. 
The Delay Bound ( d )  field specifies the maximum amount 
of time in units of microseconds allowed to transport an 
MSDU of a traffic stream, measured between the arrival of 
the MSDU at the local MAC layer and the start of success- 
ful transmission or retransmission of the MSDU. 
MSDU Size ( L )  field specifies the size of the frame in a 
traffic stream. The maximum value of L is fixed in the 
standard at 2304 bytes. 

The Mean Data Rate, Peak Data Rate, Maximum Burst Size, 
Minimum PHY Rate, and Delay Bound fields in a TSPEC rep- 
resent the QoS expectations requested by a stream when these 
fields are specified with non-zero values. Unspecified param- 
eters in these fields indicate that the station does not have any 
requirements on these parameters. 

With the TSPEC element provided by a wireless station re- 
questing QoS for a traffic stream, the problem left for the ACU 
is simple - can the ACU admit that stream into the network 
and support QoS guarantees for all admitted streams? The ACU 



may decide to admit a stream only if its peak data rate can be 
supported (for the best QoS) or may simply admit the stream 
as long as the mean data rate is available, The former approach 
ends up with admitting fewer streams and the latter approach 
barely supports QoS for bursty streams. Therefore. we derive a 
puarunreed rule based on the stream’s TSPEC parameters and 
the dual-token bucket lrrtffic regulation. The dual-token bucket 
is associated with each stream and is situated at the entrance 
of the MAC buffer. It takes into account the meanlpeak data 
rate and maximum burst size parameters from the TSPEC el- 
ement to ensure that the actual arriving frames of the corre- 
sponding stream comply with these TSPEC parameters. Fig- 
ure 3 shows the dual-token bucket filter where the bucket size 
is set as B = 0. (1 - p/P). 

One can easily have the arrival process of a stream passing 
through the dual-token bucket filter constrained by 

(1) 

where A ( t , t  +T) is the cumulative number of arrivals during 
( I ,  t -I-T). From Eq. ill  we can construct the arrival rate curve 
which is drawn in Figure 4. Since the guaranteed rate has to 
be less than the peak rate but large enough to satisfy a stream’s 
delay requirement, the relation between the guaranteed rate (9) 
and the delay bound (d) can be found as illustrated in Figure 4. 
Using the distance formula, one can easily derive the guaran- 
teed rate g; for stream i 

A ( [ ,  I +T) = Min(Pz,  B t  pz), 

where 0,. d; and Pi are the maximum burst size, delay bound 
and peak data rate of stream i. 

Since transmissions on the wireless medium are prone to er- 
rors, one may want to provide a larger guaranteed rate to com- 
pensate the stream for the failed transmission. By taking into 
account the error probability of stream i, Pe,i, we can obtain the 
new guaranteed rate as 

(3) 

How to estimate Pe,j is beyond the scope of this paper. One 
simple way is to use the RSSI value from a received data or 
acknowledgement frame to estimate the error probability. 

One may want to use this guaranteed rate and conventional 
rate-based admission control so that stream i is admitled if 

(4) 

where Cis the channel capacity. However, the channel capacity 
depends on the PHY rates that stations are using in a multi-rate 
802.11 wireless LAN. If all stations are only able to support 
PHY rates up to 36 Mbps, the channel capacity is 36 Mbps in- 
stead of  54 Mbps.’ Therefore, such a simple admission control 
is impractical and we need an admission control that takes into 
account the stations’ varying PHY rates of the multi-rate 802.1 1 
wireless LAN. 

’An 802.1 la wireless LAN may support PHY rates of 6, 9, 17. 18. 24, 36, 48 
and 54 Mbps. 

t 
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Fig. 3. The dual-token bucket filter for traffic policing. 
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Fig. 4. 
€or a traffic stream. 

Arrival curve at the entrance of MAC buffer and the guaranteed rate 

3. The Admission-Control A fgorirlim 
As discussed earlier, a wireless station may adapt its physi- 

cal transmission rate to linkconditions. If the ACU prescribes a 
guaranteed rate to a stream but the station carrying that stream 
transmits at a rate lower than the guaranteed rate, it is impos- 
sible to achieve the required QoS. For example, if stream A’s 
guaranteed rate is 5 Mbps but the station carrying that stream 
is transmitting at 1 Mbps (the lowest rate in an IEEE 802.1 Ib 
wireless LAN), it is impossible for Stream A to obtain the de- 
sired throughput of 5 Mbps. To remedy this problem, the pro- 
posed ACU only guarantees the QoS for a traffic stream sub- 
ject to some constraints on the station’s PHY transmission rate. 
That is, the wireless station can only receive QoS guarantees if 
and only if it maintains its PHY transmission rate higher than a 
pre-negotiated rate, namely, the minimum PHY TX rate (R) in 
the TSPEC. 

Let us consider an HDTV stream in an EEE 802. I 1  wireless 
LAN using 802.1 l a  PHY layer, If the guaranteed rate for the 
HDTV stream inchding the overheads is 30 Mbps, the ACU 
may set the minimum PHY rate at 48 Mbps, meaning that the 
ACU allows the station to occupy 62.5 (=fruc3048)% of the 
airtime for this HDTV stream. The ACW may also set the min- 
imum PHY rate at 36 Mbps, meaning that 83 (=frac3036)% of 
the airtime is used by that HDrV stream. The more airtime a 
stream gets (e.g., 83%, as compared to 62.5%), the lower the 
PHY rate (e& 36 Mbps, as compared to 48 Mbps) a wireless 
stallon is allowed to use in order to still receive the guaran- 
teed QoS (i.e., 30 Mbps). However, the wireless LAN may end 
up with admitting a very few traffic streams if the ACU pro- 
vides such wide-range (in terms of the PHY rates) QoS guar- 
antees. Such a trade-off between QoS guarantees and system 
utilization, due to the link adaptation, has to be made when 
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one deals with the admission-control problem in the multi-rate 
IEEE 802.1 1 wireless LAN. As implied in this example, R,  (for 
station i) has to satisfy 

where gt,j is the guaranteed rate for stream j in station i. and 
K is the total number of streams carried hy station i. In this 
paper. the value of R, is determined by the amount of wireless 
medium occupancy time (i.e., the airtime) that the AP is willing 
to allocate to the station. 

With the guaranteed rate derived from the TSPEC, the 
amount of airtime, required by station i for its stream j in a 
one-second time interval, can be computed by 

Obviously, ri,j is less than 1 according to Eq. (5). With Eq. (6) ,  
whether or not to admit a new stream q from station p - for 
the parameterized QoS - is determined by 

17) 
1 1  

Here, the EA is the effective airtime ratio which is the per- 
centage of airtime allocatable to wireless stations. Ideally, the 
value of EA is 1, but the actual value of EA is always less than 
1 because of the control overhead incurred by the resource- 
allocation mechanisms. One can expect that using HCCA can 
achieve a higher EA than EDCA because of inevitable colli- 
sions caused by the contention in EDCA. We will compare 
the values of EA in HCCA and EDCA via stimulation in Sec- 
tion VI. The flowchart for QoS negotiation and admission con- 
trol is depicted in Figure 5.  

IV. ALLOCATION OF AIRTIME I N  IEEE 802. I 1  WIRELESS 

The admission control by Eq. (7) requires an effective air- 
time allocation mechanism to ensure that each station acquires 
its share of airtime; t;. Since HCCA relies on a polling-based 
mechanism, it can easily allocate the required amount of air- 
time to wireless stations. As in the example of Section 11-B, the 
HC needs to calculate the Service Interval ( S I )  as: 

LANs 

(8) 
1 
2 SI = -min{dl,d2,. . .:&+I}, 

where di is stream i’s delay bound. To calculate the required 
amount of TXOPs for stream i, we need to determine the num- 
ber of frames that have to be drained from this stream at the 
guaranteed rate. The number of frames NI is given by 

(9) 

where L; is stream i ’s  frame size. Then, the TXOP for this 
stream is obtained as 

l l  Arrival of a stream’s admission request from 
the station to the AP 

AP passes the TSPEC parameters 
to the ACU 

Data rate. Maximum burst size 
and Delay Bound from the TSPEC 

Admit the stream and pass the 
negotiated Minimum PHY TX rate 

Fig. 5. Airtime-based admission control for both EDCA and HCCA. 

where Rj is h e  negotiated minimum PHY rate for stream i, M 
is the maximum frame size, and 0 is the overhead in time units, 
including the inter-frame spaces, acknowledgement frame and 
polling overheads. Due to space limitation, details for the over- 
head calculations are omitted here. 

Unlike the polling-based HCCA, EDCA relies on a dis- 
tributed, contention-based mechanism. To realize the param- 
eterized QoS, we need each wireless station (or its ACs) to use 
adequate EDCA parameters. In what follows, we focus on how 
to determine the EDCA parameters for stations based on the air- 
time ratio ri in the admission control. Then, we will compare 
HCCA and EDCA from the perspectives of QoS provisioning 
and system complexity. 

A, Controlled Airtime Usage in EDCA 

To control a station’s airtime usage in EDCA, one may 
choose to control (1) the TXOP limit of each station and (2) the 
frequency of a station’s access to the wireless medium. With 
the first method, all stations choose the same EDCA param- 
eters, but each station can occupy the wireless medium for a 
different amount of time during each access. With the second 
method, each station occupies the medium for the same amount 
of time during each access but has a different medium “access- 
ing frequency”. 

1) Controlling the TXOP Limit: Let ( be the fraction of 
airtime that station i should obtain and TXOP, be the value of 
station i’s TXOP limit. Let K be the amount of time required 
to transmit a frame with size of Li (excluding the frame header) 
from stream i at the negotiated minimum PHY rate Ri.  is 

1588 



Fig. 6. Example 1 -selection of TXOP limits given SIFS=16,usecs. frame 
header size =34 byres, and ACK frame size = 14 bytes in the IEEE SOLlla  
standard. we have TX Of', =5 19.6 usecs. TX O f i  = 1255.2 usecs. TX OP3= 10 19.6 
psecs, and 1'XOp4= 512.5 ,usecs. *Physical layer overhead is not included in the 
computation. 

obtained by 

Let M be the index of the stream such that TM = maxiT,. Then, 
one can choose TXOP, as 

where H is the MAC frame header size and Trick is the amount of 
time to transmit an acknowledgement frame. For example, con- 
sider four streams with Li = 600,600, 1200 and 1200 bytes, re- 
spectively. We assume these four streams are required to trans- 
mit at least at the PHY rates of 48,48,48 and 24Mbps, respec- 
tively. Based on Eq. (1 I), we have T ~ I  = 1200 * 8/24 * = 
400 psecs. If we assume ri for each stream to be 0.1, 0.2, 0.2, 
and 0.1, respectively, then N,  = 3 = 4! 8.4, and I ,  and Ni is 
actually the number of data frames that slream i should trans- 
mit  during each access to the medium. The values of TXOP, 
are illustrated in Figure 6. If N, is not an integer, a frame needs 
to be fragmented for precise airtime control. 

With the values of TXOPi chosen by Eq. (12) and the fact that 
each station has a statisticalIy equal probability to access the 
medium (because of using the same EDCA parameters), each 
station will obtain the amount of airtime proportional to its 4 
value. The maximum amount of airtime station i can get within 
an one-second period rmx,, is 

given that Eq. (7) is held true by the ACU. Eq. (13) shows that 
each station can always obtain the required amount of airtime 
(determined by the ACU) by using this simple control method. 
In fact, one of the greatest advantages of using EDCA is that the 
amount of airtime a station can get is determined by the ratio of 
stations' r, values, not the absolute value of r,. For example, 
assume that station 1 needs 0.1 sec out of every one-second 
period [i.e., q = 0.1) for a stream and station 2 needs 0.2 sec 
(i.e., rl = 0.2) for another stream. Based on Eq. (13) and given 
that EA = 0.6, the actual amount of airtime station 1 can obtain 
is 0.2 sec and that for station 2 is 0.4. When more streams 
join the wireless LAN, h e  amount of airtime station 1 can get 
decreases (automatically adjusted by EDCA via Eq. 131, but it 
will not become less than 0.1 according to Eq. (7). 

2) Controlling [he Accessing Freqi~enc?~: Instead of control- 
ling the duration of a TXOP. we can use a fixed TXOP dura- 
tion for all stations but control their access frequencies, AF,, 
so that stations can still acquire the desired amount of airtime. 
This TXOP has to be chosen so that each station uses the same 
amount of airtime -during each access to the wireless medium 
-to transmit data frames at the negotiated minimum PHY rate. 
Therefore, the TXOP limit is chosen as 

TXOP limit = 

( 1 4  
As shown in Figure 7, the TXOP limit of the above example is 
619.6 psecs and all four streams will transmit 400 psec-worth 
data frames given this TXOP limit (i.e.. streams 1 and 2 send 4 
Frames, stream 3 sends 2 frames and stream 4 sends one frame). 

Several EDCA parameters can be used for controlling 
A&, including minimudmaximum contention window size 
(Cl+"fn,z/CWmm,i) and arbitration inter-frame space (AAIFS,). 
The relation between these parameters and the access frequency 
can be found (also shown in  [24]): 

where B$') is the i-th backoff lime chosen by STA J and is 
maialy determined by CW,,,,,,,] and CW,,,!, Dh is referred to as 
the "decrementing lag" in [23], [24] and IS mainly decided by 
AIFSi value, and n, represents the total number of times STA r 
has backed off during the observing time interval and is propor- 
tiona1 to A&. Based on Eq. (15) and by setting 

we can determine the adequate EDCA parameters using !he al- 
gorithms given in  [24]. One approximate but very simple solu- 
tion is to choose CW,,,,, as 

which will give a very good control on AF,. On can easily reach 
the same conclusion drawn from Eq. (13) that stations can al- 
ways acquire at least the required amount of airtime in a dis- 
tributed manner. 

TXOP lim11= 619.6 usecs 4 + 
1 1 m I B m B a i .  
D m ~ m ~ m ~ ~  
b- 501.8usecs 4 
1 :ACKfrarnetra"inedat6Mbps 

448.5usecs 8 : frame header transmitted at JSMbps 
I. :frame header transmitted at 24Mbps 
k 4Wusecs d 

Fig. 7. 
this example, the TXOP limit for all stations is 619.6 LIsecs. 

Example 2 - selection of the network-wide unified M O P  limit. Io 
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B. Cornparisan of EDCA and HCCA 
The greatest advantage of using HCCA for QoS guarantees 

is its high system efficiency (i.e.. a higher EA value compared 
to using EDCA) than others, thanks to the HCCA’s contention- 
free nature. Due to this higher efficiency. HCCA can provide 
more resource and may admit more traffic streams than EDCA. 
However. thcre are several potential problems of using HCCA 
due primarily to its centralized control over staiioas’ access to 
the wireless medium. 

As pointed out in the IEEE 802.1 1 standard, the opera- 
tion of the polling-based channel access may require ad- 
ditional coordination to permit efficient operation when 
multiple polling-based wireless LANs are operating on 
the same channel in an overlapping physical space. New 
standard supplements such as 802.1 l k  are being devel- 
oped to facilitate the required coordination, but additional 
operations such as monitoring the channel activity (via 
802.1 1 k) may incur controI overhead. hence degadinp 
the system efficiency. On the other hand, EDCA does 
not need any coordination between wireless LANs using 
the same channel since EDCA is designed to solve the 
channel-sharing problem. 
The hybrid coordinator (HC) in HCCA needs to recom- 
pure the service schedule whenever a new traffic stream 
is added to, or deleted from a wireless LAN. However, 
the ACU in EDCA assigns h e  appropriate EDCA param- 
eters set to the new stream and the existing streams may 
not need to make any adjustment’ as explained in the pre- 
vious subsection. 
As mention earlier, the QoS of a traffic stream can only be 
guaranteed i f  the wireless station transmits at a (physical) 
rate higher than the negotiated minimum physical rate. 
If a station lowers its physical transmission rate (below 
the negotiated rate), the amount of airtime originally al- 
located to the stream (by the HC) may not suffice to sup- 
port the required QoS even though the HC may still have 
enough unallocated resource to support that stream’s QoS 
at this lower rate. Of course, the HC can temporarily allo- 
cate more airtime (by recomputing the service schedule) 
to support that stream’s QoS at this lower rate. How- 
ever, if more new streams request for QoS later, the HC 
needs to reduce the stream’s airtime allocation back to the 
originally-negotiated amount since the HC needs airtime 
for new streams. However, using EDCA will not require 
the AP or the ACU to reallocate airtime because wireless 
stations can automatically obtain the extra amount of air- 
time according to Eq. (13). Consider the previous exam- 
ple again. Stations 1 and 2 can actually halve their PHY 
rates and still meet the QoS requirements. In other words, 
the QoS can be automatically provided by EDCA, regard- 
less of the transmission rate a station is using, as long as 
the system airtime resource allows. The new streams will 
not have any problem in getring their required amount of 
airtime as the airtime allocation is adjusted automatically 
according to Eq. (13). 

SME 0 PLME E-1 
Fig. 8. Architecture and layer managemznt of E E E  802.1 le  standard - SME: 
Station Management Entiq. MLME: MAC Layer Management Entity. PLME. 
Physical Layer Management Entity. PLCP Physical Layer Conwrpznce Proto- 
col. PMD: Physical Medium Dependent. 

V. QoS SIGNALING FOR ADMISSION CONTROL AND 

PARAMETER NEGOTIATION 

The IEEE 802.lle standard has specified a set of signal- 
ing procedures for adding new QoS streams into an HC- 
coordinated wireless LAN. We can use these procedures, with 
little modification, for QoS signaling in EDCA. In order to 
better understand how these procedure is implemented in the 
IEEE 802.1 l e  standard, we briefly introduce the architecture 
and layer management in  the IEEE 802.1 l e  standard. 

A. Archireciiire and Layer Management of the iEEE 802.11e 
Standard 

Both the MAC sublayer and PI-IY in the 802.11 stan- 
dard conceptually include management entiues, called MLME 
(MAC Layer Management Entity) and PLME (Physical Layer 
Management Entity), respectively. These entities provide 
the layer-management service interfaces through which layer- 
management functions may be invoked. I n  order to provide 
correct MAC operation, a station management entity [SME) 
will be present within each station. The SME is a layer- 
independent entity that may be viewed as residing in a sep- 
arate management plane. The SME is responsible for gath- 
ering layer-dependent status information from various layer- 
management entities (LMEs), and similarly setting the value of 
layer-specific parameters. The SME would perform functions 
on behalf of general system-management entities and would 
implement standard management protocols. Figure 8 shows the 
relationship among the management entities. With the overall 
picture of 802.1 le layer management, we can now explain the 
QoS signaling procedures. 

B. QoS Signaling for Setting Up a Stream 
Figure 9 shows the sequence of messages exchanged dur- 

ing the setup of a traffic stream (TS). The SME at the 
wireless station creates a TS based on the request from the 
bigher layer? The SME also obtains the TSPEC parame- 
ters from the bigher layer, The SME generates an MLME- 
ADDTS.request containing the TSPEC. The station’s MAC 

3 ~ e  dzcision to create the TS and how to generate the TSPEC parameters 
’It depends on which airtime control methods of EDCA is applied. are outside of the standard’s scope. 
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C. Admission Conirof in Ad Hoc Mode 
For the purpose of admission control, each station has to 

monitor the channel and determine its current utilization. Here 
we do not consider the hidden terminal effects and assume that 
all stations hear each other and are not in the power saving 
mode. Otherwise, the QoS provisioning is almost impossi- 
ble. Once the channel utilization is determined, each arriving 
stream's TSPEC element, when received at the SME, is passed 
onto the MAC for determining the guaranteed rate. Note that 
the signaling is similar to the one discussed earlier with the ex- 
ception that there is no ADDTS frame sent physically on the 
medium, 

Based on the guaranteed rate and the minimum PHY rate, 
the station can determine the value of ri. Lt- ri is found to satisfy 
Eq. (7), the station uansmits an RTS frame with the value of ri 
to the destination station. Once the destination station responds 
to the RTS frame with a CTS frame, all stations assume that the 
new stream's QoS request has been accepted, and hence, up- 
date the system utilization (i.e., z i r j  in Eq. (7)) for later use. 
The station requesting admission, then, contends for the wire- 
less medium with the enhanced EDCA parameters as explained 
before. In general, this admission-conuol algorithm is similar 
to that for parameterized QoS in EDCA, with the exception that 
the admission control is realized in a distributed manner. Be- 
cause of this distributed nature and the fact that the minimum 
PHY transmission rates are determined by individual stations, 
some stations may over-occupy the wireless medium if they al- 
low the streams to be transmitted at very low PHY transmission 
rates (and thus, a large rj). Therefore, it is each individual sta- 
tion's responsibility to use the wireless medium "responsibly+" 

I /  
MLME - I I  

Fig. 9. 
added to an HC-coordinated 802.1 1 wireless LAN. 

Signaling and exchange of messages when a QoS traffic stream is 

Fig. 10. The modified EDCA prameter set element for supporting paramzter- 
ized QoS in EDCA. 

transmits the TSPEC in an ADDTS request in the corre- 
sponding QoS Action frame or the (re)association request 
frame to the WC and starts a response timer called ADDTS 
timer of duration d o t l I A D D T S R e s p o ~ e T i ~ o ~ t .  The HC MAC 
receives this management frame and generates an MLME- 
ADDTS.indication primitive to its SME containing the TSPEC. 
The S E  in the HC decides whether to admit the TSPEC as 
specified, or refuse the TSPEC, or not admit but suggest an al- 
ternative TSPEC, and generates an MLME-ADDTS.response 
primitive containing the TSPEC and a ResultCode value by em- 
ploying the admission-control algorithm. The HC MAC trans- 
mits  an ADDTS response in the corresponding QoS Action 
frame or (re)association response containing this TSPEC and 
status. 

Although the signaling is  designed for HCCA to support pa- 
rameterized QoS, we can use the same procedures for adding 
new QoS streams into a wireless LAN using EDCA. Here, the 
HC is replaced by the ACU since there is no HC in an EDCA- 
based wireless LAN. The most important task here is to trans- 
port the EDCA parameters (also decided by the ACU) to the 
station requesting for parameterized QoS. Fortunately, we can 
convey these parameters via the EDCA Paramerer Set EkJnent 
in the frame body of the MAC management frame4 We modify 
the EDCA parameter set element of 802.1 l e  standard as shown 
in Figure V-B so that the ACU can signal the decision of admis- 
sion and the corresponding EDCA parameters to the station. 

If a wireless LAN operates in ad hoc mode, there will be 
no ACU for admission control and definitely no HC to allocate 
TXOPs to stationd. In this case. stations can only use distributed 
admission control and the enhanced EDCA for parameterized 
QoS. Next, we outline how this can possibly be achieved in the 
ad hoc mode of 802.1 l e  wireless LAN. 

4Q0S Action frames are a MAC management frame. 

VI.  EVALUATION 
In this section. we compare the polling-based HCCA and the 

contention-based EDCA for their QoS suppon via simulation. 
We will stress the advantages of using the enhanced EDCA for 
QoS support as discussed in Section IV, and verify the effec- 
tiveness of the integrated airtime-based admission control and 
enhanced EDCA. We performed simulations in OPNET for four 
scenarios, In scenario 1. we compare the system efficiency, in 
terms of the number of streams admitted into a wireless LAN 
under EDCA and HCCA. In scenario 2, we compare the two 
controlling methods, namely, controlling TXOP limit and con- 
trolling medium accessing frequency, under EDCA. In scenar- 
ios 3 and 4, we compare the performance of HCCA and EDCA 
when some stations vary their physical transmission rates un- 
der the heavy- and light-load cases, respectively. We have 
modified the wireless LAN MAC of OPNET to include the 
admissioncontrol algorithm and the signaling procedure as ex- 
plained above. 

A. Scenario I :  S y t e t n  Eflciency 
We assume that each station carries a single traffic stream 

which requests a guaranteed rate of 5 Mbps.' We also assume 
that all stations are required to transmit at 54 Mbps for QoS 

5The average bit rate of a DVD-quality (MPEG-2) video is about SMbps. 
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Fig. I I ,  Comparison of system efficiency. in t e r m  of the total throughput. 
between HCCA and EDCA. *A new station carrying a single stream is added IO the 
wireless LAPS abaut e\ery 5 seconds and transmits at 55 Mbps. The herght of each “stair“ 
in the ( i p e  is equal to a stream’s guaranteed rate = 5 Mbps. 

guarantees, and do not change their PHY rates. We increase 
the number of stations, starting from 1, until the wireless LAN 
cannot accommodate any more stations (or streams). For the 
EDCA case, we control the TXOP limit for airtime usage con- 
trol. Since all streams have the same guaranteed rate (8; =5 
Mbps) and minimum PHY rate (Ri =54Mbps), each station 
uses the same TXOP limit in this scenario. For the HCCA case, 
we follow the procedures in Section 11. 

Figure 11 plots the total throughput under both HCCA and 
EDCA. Since all stations request the same guaranteed rate, one 
can easily convert the total throughput to the total number of 
stations (i.e., streams) admitted into the wireless LAN. We in- 
crement the number of stations every 5 seconds in order to 
explicitly show the throughput received by individual smams. 
Prior to 1 = 35 second, every admitted stream gets exactly the 
5-Mbps guaranteed rate under both HCCA and EDCA. It shows 
that using the enhanced EDCA can achieve the same QoS guar- 
antees as using the polling-based HCCA. 

At r = 35 second, the number of stations is increased to 
8. The figure shows that using EDCA cannot guarantee the 
streams’ QoS any longer because it needs a total throughput of 
40 Mbps to support 8 stream, but the wireless LAN can only 
provide about 37Mbps. However, under HCCA, all streams are 
still provided with the 5-Mbps guaranteed rate. This result is 
expected because HCCA uses the polling-based channel access 
(in contrast to the contention-based EDCA), hence resulting in 
a higher efficiency. After I = 40, more stations using EDCA 
are added to the wireless LAN and the total system throughput 
starts to drop gradually. At r = 60 second where there are 16 
stations in h e  wireless LAN, the system throughput becomes 
36 Mbps, compared to the maximum achievable throughput of 
37 Mbps. Such decrease in the system throughput results in that 
more collisions occur when the number of stations increase. 
The amount of dropped frames under EDCA is also plotted 
which shows that frame dropping starts at t = 35 second. In 
contrast, the maximum achievable throughput under HCCA re- 
main at 40 Mbps since the AP simply does not poll any addi- 
tional streamshtations under HCCA. The efficiency of HCCA 
mainly depends on the frame size used by individual stations. 

If a larger frame size (we use 1500 bytes) is used, the maximum 
achievable throughput can be increased to 43 Mbps [25]. 

Based on the simulation results. one can also obtain the val- 
ues of the effective airtime EA in Eq. (7). Because all streams 
are transmitted at the same PNY rate, the value of EA can be 
computed by 

system total throughput 
PHY rate 

EA = 

Therefore. we have EA : 0.67 under EDCA and EA = 0.73 
under HCCA. Although the value of EA varies under EDCA 
(depending on the EDCA parameters used), it is always within 
the range between 0.65 and 0.68 in our simulation. We use 
EA = 0.65 in Eq. (7) €or a more conservative admission control 
under EDCA. 

Although using HCCA achieves a better efficiency, it only 
generates 0.06 = 0.73 - 0.67 second more data-transmission 
time (within a one-second period) or about 3Mb more data 
frames when all stations transmit at 54Mbps (the maximal PHY 
rate in the 802.1Ia PHY specification). When stations use 
smaller PHY rates, the small difference between the EA val- 
ues of EDCA and HCCA results in an even smaller throughput 
difference. Therefore, one can expect that using EDCA and 
HCCA will generate a similar performance. especially in terms 
of the total number of admissible streams. 

B. Scenario 2: TXOP Limit vs. Medium Accessing Frequency 

In this subsection, we compare the two controlling methods 
in EDCA, namely, controlling the stations’ TXOP limits and 
medium accessing frequency. We still assume that each stream 
requires a 5-Mbps guaranteed rate. In order to emphasize the 
EDCA’s quantitative control over stations’ diverse airtime us- 
age, we assume that stations 1 and 2 carry a single traffic sueam 
but stations 3 and 4 carry 2 streams. That is, there are six uaf- 
fic streams in total. We again assume that all stations trans- 
mitted at 54Mbps and do not change their PHY rate. There- 
fore, all streams are able to obtain their guaranteed rate based 
on the results in Scenario 1. In order to control the stations’ 
medium accessing rate, we choose CWm,, as the control pa- 
rameter. Therefore, we choose CWmm.1 = CWmIn,2 = 15(24 - 1)  
and CWwm,3 = CWwi,,,4 = 31Q5 - 1) based on Eq. (171, and set 
CW,, = 63(26 - 1) for all stations. The TXOP limits are cho- 
sen according to Eqs, (1 2) and (14). 

Figure 12 plots the total throughput of using the two con- 
trolling methods. It shows that both methods generate identical 
results (in terms of throughput). One can observe that stations 
1 and 2 both receive the 5-Mbps guaranteed rate after they join 
the wireless LAN at r = 0 and t = 5. while stations 3 and 4 both 
receive 10 Mbps ( 5  Mbps for each of their own two streams) 
after they join the wireless LAN at t = 10 and t = 15. The 
results show that both controlling methods can realize the dis- 
tributed and quantitative control over stations’ airtime usage. 
Here, the throughput is proportional to airtime usage since all 
stations transmit at the same PHY rate. 

Figure 13 plots the delay under the two controlling methods. 
Once all 4 stations (all 6 streams) are admitted to the wireless 
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CWmib vs. TXOP limit under FDCA: throughput anabris 
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Fig. 12. Comparison of throughput between controlling stations’ TXOP limits 
and cw,,,;, values. T h e  figures shows that in EDCA. controlling stations’ TXOP Iim 
its and controlling the Wm;r values result in the same performance in terms o i  streams’ 
throughput. 

CWmin 1%. TXOP under EDCA: delay nnslyrls 

Fig. 13. Comparison of delay betwezn controlling stations’ TXOP limits and 
cw,i, values. q h e  figures shows that in EDCA, controlling CW,,,, values may result in 
a large delay variance but still satisfy all stream’s delay bound. 

LAN, the delay remains around 0.8 msec if the TXOP Limit 
control is used, or fluctuates around 1.2 msecs if the CW,, 
control is usb. The reason for the delay fluctuation in the lat- 
ter is that if stations using a larger CW,,, (i.e., 31) collide with 
other stations, they use CW,, = 63 as the contention window 
size due to the exponential random backoff. Thus, these sta- 
tions may wait much longer than the case of controlling the 
TXOP Limit where stations (rarely) use CW,, = 63 only when 
2 consecutive collisions occur. In any case. the delay under both 
methods are well below the streams’ delay bound, which is 200 
msecs in our simulation. 

C. Scenario 3: Time-Varying Transmission Rates: a Heavy- 
Load Case 

The main advantage of our airtime-based admission control 
over a rate-based counterpart is that, when some stations Iower 
their PHY rates, they do not affect other stations’ airtime alloca- 
tion and QoS guarantees. Instead, only the QoS of the stations 

Ynrying PRY rater of station 1: benw lond (EDCA) 
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Fig. 14. Throughput of individual stream inEDCA: station 1 lowers its PHY 
rate to 18 Mbps at l =  15 second. q h e  wireless LAN has been heavily-loaded before 
station 1 lowers its PHY rate. Therefore, the wireless LAN cannot provide station I the 
guaranteed rat< once station 1 lowers its rate. However. all other stations are not aliected 
as io the HCCA case shown in Figure 15. 

lowering their PHY rate below the negotiated minimum PHY 
rates are compromised. To simulate this scenario. we assume 
that there are 4 stations where station 1 carries a 5-Mbps stream 
and stations 2 4  each carry two 5-Mbps streams. All stations 
are required to transmit at 54Mbps to maintain their QoS. That 
is, the negotiated minimum PHY rate is 54 Mbps for all sta- 
tions, Furthermore. we assume that station 1 lowers its PHY 
rate to 24 Mbps due to the link adaptation at r = 15 second. 

Figures 14 and 15 plot the throughput of individual stations 
under EDCA (con@olIing the TXOP limits) and HCCA, respec- 
tively. These figures show that stations 2 4  that maintain their 
PHY rate always receive at least 10-Mbps throughput (5  Mbps 
for each of their own 2 streams) after they join the wireless 
LAN at I =5. 10, and 15 second, respectively. The oiily station 
that receives a throughput less than the guaranteed rate is station 
1. which violates the agreement on maintaining the minimum 
PHY rate at 54 Mbps. The result verifies that our integrated 
scheme can effectively maintain the QoS for stations complying 
with the QoS negotiation and “isolates” the stations that violate 
the QoS negotiation from others in a distributed manner, which 
is in sharp contrast with the polling-based HCCA. 

D. Scenario 4: Time-Varying Transmission Rates: a Light- 
Load Case 

In Scenario 3, we conclude that stations lowering their PHY 
rates below the negotiated minimum PHY rates do not receive 
the QoS guarantees. However, we also mentioned in Section IV 
that when a wireless LAN has some unutilized resource (i.e., 
the airtime). the AP may temporarily allocate more resources 
to the stations lowering their PHY rates - without violating 
other stations’ QoS - so as to support their QoS at lower PHY 
rates. This can be done via the HC of HCCA by computing a 
new service schedule. In Section IV, we claim that these adjust- 
ments can be completed without any centralized control if the 
enhanced EDCA is used, thanks to its autonomous distributed 
airtime conuoI. 
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Fig. 15. Throughput of individual stream in HCCA station I lowers its PHY 
rate to 24 Mbps at t = 15 second. XThe wireless LAK has been heavily-loaded before 
station 1 lowers its PHY rate. Therefore. the HC cannot provide station 1 the guaranteed 
rate once station i lowers its rate. 

!I E4 t 1 
0 10 m M ro U w 70 %o !xJ IW 

Tune (second) 

Fig 16 Throughput of Individual streams in EIXA station 1 lowers its 
PHY rate to 18 Mbps at r = 15 second ?he wireless LAN is not heavily-loaded 
when statlon I lowers its PHY rate n t t  = 15 second Therefore. statim 1 can still receive 
the 5 -Mbp guaranteed rate after I = 15 However. after I r 20 second, station 1 has to 
"relinquish the ema auiime it is using so that station 5, whch  complies the mmmum 
PRY rare of 54Mbps receives the 5 Mhps guaranteed rate 

To simulate this scenario, we assume that the wireless LAN 
only admits 4 stations before t = 15 second, and stations 1, 2 
and 4 carry a single stream and station 3 carries 2 streams. We 
again assume that each stream requires a 5-Mbps guaranteed 
rate and that all stations are required to transmit at 54 Mbps to 
maintain their QoS. We assume that station 1 lowers its PHY 
rate to 18 Mbps at f = 15 second. Unlike Scenario 3, the wire- 
less LAN is still able to (but not necessarily has to) provide the 
QoS to station 1 without affecting other stations' since there 
are only 5 streams asking for a total amount of a i r ~ m e  (before 
t = 20 second) 

We can observe in this figure that station 1 still obtains the 
required 5-Mbps guaranteed rate even though it violates the 
agreement upon using a 54-Mbps transmission rate. Here, we 
do not need to make any additional adjustments as required in 

Vanlog PHY rates at station I:  Ugbt load (delay anal?.& io the EDcA) 
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Fig. 17. Delay of individual stream in EDCA: station 1 lowers its PHY rate 
to 24 Mbps at 6 = 15 second. *The wireless LAN is not heavily-loaded when station 1 
lowers its PHY rate a i  f = 15 second. Therefore. all stream' delay bound are still satisfied 
after r = 15. However, after r = 20 second. station i has to "relinquish" the extra airtime 
it is using so that station 5 .  which complies the minimum PHY rate can receive the QoS. 
As a result, station 1's siream experiences a delay greater than the required delay bound at 
I = 20 second. 

HCCA. Instead, station 1 automatically adjusts its airtime us- 
age by contending the wireless medium more frequently via the 
enhanced EDCA, due to the build-up MAC buffer queue. 

After r = 20, we add station 5 which also carries a 5-Mbps 
stream into the wireless station. When station 5 requests for 
admission at f = 20 second, the AP should admit it based on 

(20) 

since all stations are required to transmit at R,=54 Mbps. How- 
ever, not all stations actually transmit at 54 Mbps. The total 
amount of airtime we really need to support QoS for all srreams 
is 

Eq. (7) 
6 * 5  
54 
- = 0.55 < 0.65 = EAedcn? 

where stations 2-5 have a total of 5 streams to transmit at 54 
Mbps and stations has 1 stream to transmit at 18 Mbps. Obvi- 
ously, station 1 should not receive the QoS (5-Mbps guaranteed 
rate). Figure 16 again shows this "expected" behavior and the 
most important fact is that such adjustment is again achieved 
automatically (via the EDCA parameters) without any adjust- 
ment which is required in HCCA. Figure 17 shows the delay 
of data frames from individual stations. Again, before t = 20 
second, the delay bound of station I is satisfied even though sta- 
tion 1 violates the minimum PHY rate requirement. However, 
such QoS is not guaranteed any longer after t = 20 second, be- 
cause station 5 joins the wireless LAN and complies with the 
minimum PHY rate requirement. 

V 11. CONCLUS IONS 

In this paper. we provided a complete set of QoS solutions €or 
the infrastructure-mode 802.11 wireless LAN (in both HCCA 
and EDCA) and the ad hoc-mode 802.1 1 wireless LAN. The 
QoS for a traffic stream is jointly determined by the wireless 
station and the admission-control unit, via the negotiation of 
traffic parameters in the TSPEC. Based on the negotiated re- 
sults, a guaranteed rate is determined for the purpose of admis- 
sion control. The admission conbol takes into account stations' 
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