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Abstract—Existing location-based routing protocols are not
versatile enough for a large-scale ad hoc environment to simul-
taneously meet all of the requirements of scalability, bandwidth
efficiency, energy efficiency, and quality-of-service routing. To
remedy this deficiency, we propose an optimal tradeoff approach
that: 1) constructs a hybrid routing protocol by combining
well-known location-update schemes (i.e., proactive location
updates within nodes’ local regions and a distributed location
service), and 2) derives its optimal configuration, in terms of
location-update thresholds (both distance- and time-based), to
minimize the overall routing overhead. We also build a route-dis-
covery scheme based on an Internet-like architecture, i.e., first
querying the location of a destination, then applying a series of
local-region routing until finding a complete route by aggregating
the thus-found partial routes. To find the optimal thresholds for
the hybrid protocol, we derive the costs associated with both loca-
tion updates and route discovery as a function of location-update
thresholds, assuming a random mobility model and a general
distribution for route request arrivals. The problem of minimizing
the total cost is then cast into a distributed optimization problem.
We first prove that the total cost is a convex function of the
thresholds, and then derive the optimal thresholds. Finally, we
show, via simulation, that our analysis results indeed capture the
real behavior.

Index Terms—Location-based routing, mobile ad hoc networks,
optimal tradeoffs, random mobility model.

I. INTRODUCTION

N AD HOC network is a self-configurable wireless net-

work in which mobile, battery-powered devices dynami-
cally create and change the network topology without relying
on any infrastructure or administrative support. It offers unique
benefits for certain environments and applications, but there are
still several open issues to be resolved before realizing these
benefits, including multihop routing, energy conservation, and
mobility management. Specifically, we need an efficient routing
protocol that discovers/maintains routes to any nodes in the net-
work, minimizing computation/communication overhead and
energy consumption. Key challenges in ad hoc routing are the
large number of nodes, the wide range of node mobility and the
limited battery energy.
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Traditionally, routing protocols have been classified as either
proactive or reactive. Proactive protocols [1]-[4] are similar to
Internet routing protocols in the sense that each node maintains
routing information for all possible destinations. Whenever the
topology changes, the proactive protocol updates routes even
if no data traffic needs to be transported over them at the time
of the topology change. Hence, as the number of nodes or av-
erage node mobility increases, the overhead of maintaining the
routing information grows rapidly. Reactive protocols [5]-[8],
on the other hand, discover routes only when they are needed
to transport data. Changes in those parts of the network that are
not in use do not necessarily generate route-update messages.
However, they introduce a large initial search overhead which
grows rapidly with the number of nodes or rate of route requests.
Attempts have also been made to make a tradeoff between the
proactive and reactive protocols, as reported in [9]-[12]. For in-
stance, in ZRP [9], [10], each node uses proactive routing inside
its local zone while initiating an on-demand search for those
destinations located outside of the zone. The key advantage of
this protocol is scalability, as it limits the route-update overhead
by the zone size and reduces the route-search overhead through
the use of local proactive knowledge.

The routing performance can be significantly improved by
utilizing location information of nodes. That is, if each node
is capable of accurately locating other nodes in the network
(i.e., the destination and all its neighbors), it can geographi-
cally forward the packets toward its destination,! as shown in
[13]-[15]. However, in practice, it is difficult to find/maintain
node locations with accuracy in an ad hoc environment where
nodes move around. More recent approaches [16]-[19] address
this issue and present ways of distributing location updates
and finding destination based on obsolete location information.
DREAM [16] forces nodes to proactively flood their current
location information over the entire network, enabling each
node to build a complete location database. LAR [17] uses
(possibly stale) geographic location to reactively determine
the search space for a destination, hence reducing the number
of route-discovery packets. However, these protocols do not
scale well to large networks due mainly to their use of global
flooding. By contrast, GLS [19] or landmark routing [20]
achieves scalability by providing a location service that pro-
vides a mapping from node_id to the current location (similarly
to the distributed lookup service for Internet peer-to-peer net-
works [21]-[26]). For instance, GLS lets each node maintain its
current location at a small subset of network nodes, called the
node’s location servers. The route discovery for a destination

ITn the geographic forwarding or greedy routing, a source or an intermediate
node sends the packet to one of its neighbors closest to the packet’s destination.
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is then equivalent to recursively querying the location servers
until the query packet arrives at the one having the destination’s
location. However, GLS has its own drawbacks: 1) it has poor
route-discovery performance for a closer destination if it still
relies on recursive location-queries; 2) it has limited support for
discovery of energy-efficient or quality-of-service (QoS) routes
due mainly to its use of single-path routing; and 3) it is difficult
for each node to maintain or hand over location servers as they
may move around.

Discovering and maintaining a route under the energy or QoS
constraints (e.g., the total energy consumption, the minimum
residual energy, end-to-end delay, the bandwidth reservation,
and so on) is challenging, especially in a large-scale, mobile
network. Single-path routing protocols like geographic for-
warding or GLS are not suitable for this purpose. Multipath
routing [27]-[30], on the other hand, is capable of finding
energy-efficient, QoS routes as well as simplifying the route-re-
covery process, as it constructs multiple routes on-demand, one
of which is used as the primary route while the rest as backups.
It is, therefore, desirable to have a routing protocol that looks
for enough candidate routes between any pair of nodes (multi-
path), without incurring too much routing overhead (localized).

A location-based routing protocol must have the following
salient features: 1) scalability to a large number of nodes; 2)
support for discovery/recovery of minimum-cost? routes for any
destinations; and 3) bandwidth- and energy-efficiency in terms
of minimizing the amount of routing overhead and prolonging
the lifetime of each node. But, unfortunately, none of the ex-
isting routing protocols can simultaneously satisfy all of these
requirements. Clearly, the problem of location-based routing is
far from being solved (as stated in [33]), and there is a growing
demand for efficient location management schemes. In this
paper, we study how to achieve optimal location management
and efficient route discovery on top of location-basd routing;
we propose a tradeoff-based approach that: 1) combines several
useful schemes to our advantage (an algorithmic tradeoff),
and 2) optimally adjusts the relevant thresholds to minimize
the routing overhead (a tradeoff within the protocol itself). In
particular, the two main contributions of this paper are:

¢ development of a routing protocol as a hybrid of existing
location-based schemes, that addresses the above require-
ments, and

¢ derivation of optimality conditions for the proposed loca-
tion-update scheme, that enables each node to determine
when to update its location.

To our best knowledge, this is the first analytical approach to
formulate the minimum achievable routing overhead in a given
location-update scheme and derive the optimal configuration as-
sociated with it.

The hybrid routing hinges on a location-update scheme
that combines the proactive location updates within nodes’
local regions and a distributed location service. That is, nodes
update their current location information at a small number
of other nodes either when their timers expire (time-based) or

2To achieve shortest-path, energy-aware and/or QoS routing, we may apply
combinations of the following routing metrics: the number of hops, the total
transmission power [31], the residual battery energy [32], the end-to-end delay
[8] and so on.

when their movement distances since their last update exceed
a certain threshold (distance-based). The route discovery is
then achieved using nodes’ location caches as an Internet-like
routing framework, i.e., it first queries the location of a desti-
nation, then applies a series of local-region routing to construct
a complete route as a concatenation of partial (regional) routes.
The proposed protocol scales well with the network size
(thanks to its small storage overhead), and effectively provides
energy-efficiency, QoS routing and route recovery (thanks to
its localized, multipath routing).

Clearly, there exists a tension between keeping accurate lo-
cation information and avoiding excessive overhead. The loca-
tion-update overhead would increase with the frequency of lo-
cation update, while the route-discovery overhead gets smaller
as the frequency of location update is raised. On the other hand,
the larger the update interval, the smaller the location-update
overhead gets, while the more obsolete the cached location in-
formation becomes, thus increasing the route-discovery over-
head. Hence, the thresholds should be so chosen as to keep the
location-update overhead reasonably low while maintaining lo-
cation information up-to-date enough to determine the asymp-
totic direction to each destination. To make an optimal tradeoff,
we derive the condition for minimizing the routing overhead as
a closed-form formula with all the relevant parameters. To this
end, we first present models for route requests and node mo-
bility,? then derive the total routing overhead of the network
associated with both location update and route discovery, and
finally establish a distributed optimization problem. For dis-
tributed optimization, we define the route-discovery overhead
of node : as the expected amount of route-request packets that
node ¢ receives from all other nodes. We then show that the
total overhead of 7 is a convex function of the location-update
threshold of ¢ only, hence guaranteeing existence of the optimal
threshold. This implies that each node can determine its own op-
timal thresholds based on location-update and route-discovery
overheads of itself; since the sum of overheads of all nodes
yields the total overhead of the entire network, a set of thresh-
olds determined as above is indeed globally optimal. We finally
show, via simulation, that these analytical results closely match
the real behavior, verifying their correctness.

The rest of this paper is organized as follows. Section II
describes the proposed hybrid routing protocol. Section III
presents models for node mobility and route requests, and then
derives the routing cost and the optimal thresholds. Section IV
presents the simulation results. Finally, the paper concludes
with Section V.

II. PROPOSED HYBRID ROUTING

We propose a routing protocol, a hybrid of existing location-
based protocols, that offers salient features such as scalability,
bandwidth-efficiency, energy- and QoS-awareness, and support
for efficient rerouting. The heart of the proposed protocol is the
location-update scheme, in which each node: 1) updates its cur-
rent location at nodes within its proximity of radius R as well as
its location servers chosen distributively over the entire network,

3The incoming route requests are assumed to follow a general distribution to
account for any real situation. The node mobility follows a Rayleigh distribution
with a random mean squared speed, according to the random mobility model.
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and 2) stores, as a recipient of location updates, locations of a
small number of other nodes.4 Based on nodes’ location caches,
we also develop a route-discovery scheme, featuring recursive
location query, direction-based multipath route search, energy-
and QoS-aware routing, and efficient route recovery. We start
the protocol description by summarizing assumptions and for-
mats of location databases and control packets, and then detail
the location-update and route-discovery schemes.

1) Assumptions: Each and every node is equipped with a
GPS device, and hence, can: 1) accurately determine its current
geographic location and time, and 2) calculate its average speed
for a certain period of time. Each node exchanges a BEACON
packet (containing its current location) with all its neighbors’ so
it can keep its list of neighbors up-to-date. Each node may de-
cide when to send the BEACON packet as described in [34]. If
a node misses several BEACON packets from one of its neigh-
bors, it removes the node from its neighbor list. Finally, links
between two neighboring nodes 7 and j are assumed to be sym-
metric, i.e., if node 7 can send a packet to node j, so does node
7 to node . This condition is easy to be met by adjusting the
transmission power of the two nodes.

2) Location Database: Our location-update scheme (de-
tailed in Section II-A) leads to the construction of two location
databases at each node: 1) LocalLocDB storing the locations of
all nodes inside the node’s local region (of radius R), and 2)
DistributedLocDB for the locations of chosen nodes outside of
the local region. An entry of these databases will be removed if
it has not been updated for a certain timeout interval, and a new
entry will be inserted if the node receives a location update from
a new node. Both databases scale well with the network size,
because LocalLocDB keeps only the proximity information
regardless of the network size and DistributedLocDB grows in
O(log Npet) where N is the total number of network nodes.
Each node also maintains a list of locations of its neighbors
based on BEACON messages exchanged.

3) Control Packets: We define and use the following control
packets.

¢« LINFO (Location INFOrmation): is used by a node
to inform other nodes of its current location and speed,
and contains: packet_type, either server_id
(for type_2) or an update radius R (for type_B),
source_id (= 1), the current location and speed of
node 7, and the timestamp when the packet was gen-
erated. It also delivers node i’s residual battery energy
(QoS parameters) for energy-aware (QoS) routing.

¢ LQRY (Location QueRY): is generated by a node s to
search for the location of another node d (not cached in
node s’s DistributedLocDB). The LQRY packet is then
geographically forwarded to node ¢ chosen from node s’s
DistributedLocDB, whose ID is closest to that of desti-
nation d. The packet contains the ID and current location
of node s, destination_id (= d) and query_id
(= 9).

« RREQ (Route REQuest): is sent by a node s (either a
source or an intermediate node) to its selected neighbors

“4For the rest of the paper, R is regarded as a constant network parameter.

SNode i is said to be a neighbor of node j if node i is directly reachable by
node j.
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when it wants to find routes to a target b whose loca-
tion has been cached in node s’s LocalLocDB. Neighbors
that the RREQ packet should be sent to, are determined
based on the past location and speed of node b (as de-
scribed in Section III-E). The RREQ packet contains the
ID and current location of node s, target_id (= b),
sequence_number, the number of hops taken so far,
and the IDs of the intermediate nodes traversed thus far.
¢  RREP (Route REPly): is generated, and unicast back to
the source s, by the recipient of the RREQ packet, node b.
It contains source_id (= b), destination_id (=
s), the number of hops (copied from the RREQ packet),
the IDs of the nodes (copied from the RREQ packet)
through which the RREP packet is to be forwarded.

A. Location Update

Our location-update scheme is a combination of the dis-
tributed lookup service [19], [21]-[26] and the proactive
location management within the local region of each node [16].
Hence, each node ¢ maintains its current location at a small
subset of nodes, which consist of:

¢ location servers chosen according to the “closeness” in the
node ID space throughout the entire network,® and
¢ all nodes within its local region of radius R.

Each node triggers a location update either when its
UpdateTimer expires (time-based) or when the distance
displacement since the last update exceeds a certain threshold
(distance-based). The location-update procedure then de-
termines the node’s current location and speed, builds and
distributes the LINFO packets, and finally resets UpdateTimer.
The LINFO distribution indeed performs two types of location
updates as follows:

« Updates to the Location Servers: The sender generates
as many LINFO packets as the number of its location
servers, each marked as type_A and containing the ID
of the location server the packet will be unicast to. The
routing of LINFO packets follows, e.g., the procedure of
GLS.

¢ Updates to the Local Region: The sender constructs, and
floods within the region of radius R, a LINFO packet of
type_B and radius R. Optionally, we can further reduce
the overhead of LINFO flooding by utilizing the distance
effect [16], i.e., as two nodes get farther away, they can
do away with less accurate location information in each
other’s database. For instance, the update radius field of
subsequent LINFO packets from the same node contains
a sequence of values: R/4,R/2,R,R/4,.... This se-
quence has the effect of updating nodes within radius R /4
every time it broadcasts, while updating nodes within R /2
and R at a lower rate.

Each node also executes a periodic cleanup task that checks and
removes obsolete entries in DistributedLocDB/LocalLocDB.

SFor instance, each node elects and maintains, for each subarea of the net-
work, a node with an ID close to node ¢’s ID as a location server, as described
in [19]. One may also apply the concept of distributed lookup service for In-
ternet peer-to-peer networks such as [21]-[26].
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Upon receiving the LINFO packet sent by node ¢, a node
7 processes and/or relays the packet as needed. If the time-
stamp in the LINFO packet indicates that the information in the
packet is older than, or equal to, what is in DistributedLocDB
or LocalLocDB (if any), then node j discards the packet else
proceeds as:

Ul. if packet_type equals type_A:

Ul.1. if server_id equals node j’s ID, node j updates its
DistributedLocDB with the location, speed and time-
stamp of node 7;

U1.2. else node j geographically forward the LINFO packet
to server_id (e.g., as described in [19]);
U2. ifpacket_type equals type_B:

U2.1. node j calculates distance to node 7, A; ;, using the
locations of itself and node 7;

if A;; < R, node j updates (or inserts) its
LocalLocDB with the location, speed and timestamp
of node ¢, and then re-broadcasts the LINFO packet to
its own neighbors.

U2.2.

B. Route Discovery

In this section, we develop an energy- and QoS-aware route-
discovery protocol for a large-scale ad hoc network, incurring
as small a routing overhead (including the amount of control
traffic and the database size) as possible. The route discovery
problem here is to find routes between a source s and a destina-
tion d (whose location is usually unknown to node s) satisfying
the energy-efficiency or QoS constraints, when each node in the
network maintains the location information for: 1) nodes within
its proximity (in LocalLocDB) and 2) a small subset of the net-
work nodes (in DistributedLocDB). To this end, we use the fol-
lowing routing components: the recursive location query of [19],
the direction-based route search based on [16] and [17], and the
geographic forwarding protocol [13]-[15]. Based on these com-
ponents as well as the location databases, we propose a scheme
capable of finding a sufficient number of candidate routes be-
tween nodes s and d and then selecting the best one among them.

To make it scalable, the proposed route discovery is built upon
an Internet-like architecture in that: 1) it queries the location of
a destination (similarly to the DNS lookup), and 2) it applies the
route search within its local region (like the intra-AS routing) re-
peatedly until the route is discovered (like the inter-AS routing).
To minimize the route-discovery latency, we apply steps 1) and
2) to the forward (s — d) and backward (d — s) paths, re-
spectively. Following is a complete description of the route-dis-
covery protocol:

D1. ifnode d’slocation is cached in node s’s LocalLocDB:

D1.f. s initiates a (direction-based) procedure for searching
for a route to d, as described in Section II-B2;

Dl.r. d waits for RREQ packets from s for a certain period
of time, decides which route to use, and informs s of
the established route;

D2. else:

D2.f1. if d’s location is found in s’s DistributedLocDB, s

geographically forward a LQRY packet to d;

D2.f2. else, s initiates a recursive location query for d’s lo-

cation (Section II-B1);

90

LQRY(d,d,s,x,Y)

d

LQRY(q,d,s,X,V,) (Xa:Ya)

Fig. 1.

Recursive location query from s to d.

D2.rl. d selects a border node b; in its LocalLocDB, then
initiates a route-search procedure toward b; (Sec-
tion II-B2);

b1, after receiving RREQ packets from d, selects the
best route between b; and d, and searches routes to its
own border node by (Section II-B2);

D2.r2.

D2.rn. s receives RREQ packets from b,,_; and establishes

a route between s and d.

In what follows, we describe the location-query algorithm,
the direction-based route search, the concept of energy-aware
routing for large-scale networks, and the route-recovery
scheme.

1) Location Query: Since a source s maintains the location
information of only a small subset of the entire node space, it
usually has no knowledge of the destination d’s location. Hence,
we need a mechanism for s to query d’s current location based
on its DistributedLocDB only. The recursive query is such a
mechanism: it attempts to reduce the virtual distance to d on
the node_id space as the query progresses. That is, s sends
a LQRY packet (using geographic forwarding) to the smallest
ID node p, whose ID is greater than or equal to d’s, for which
s knows location information. Likewise, node p forward the
LQRY packet, and so on. Hence, the LQRY packet will eventu-
ally reach a location server of d which will forward the packet
to d. Fig. 1 illustrates this procedure: the LQRY packet initiated
by s arrives at d via nodes p and ¢ (see [19] for details of the
location query process). The LQRY packet contains the current
location of its initiator s. After receiving the LQRY packet, d
may either send a reply packet back to s to inform its up-to-date
location or initiates the route-search procedure. Note the latter
effectively reduces the route-discovery latency.

2) Route Search: The direction-based route search can be
viewed as a local-area routing protocol that discovers, based
on initiator’s LocalLocDB, routes between an initiator s and a
target b located within s’s local region. The route search from s
to b consists of the following:

1) looking up s’s LocalLocDB for b’s past location, speed
and timestamp;

2) estimating the range of b’s current location using this in-
formation;

3) sending a RREQ packet to only those neighbors lying
within the estimated range of the path toward b.

The process of determining the search scope is illustrated in
Fig. 2. At time ¢y, node b broadcasted its current location,
(z0,y0) and speed, Gy, to all nodes. Thus, nodes i, j, k, and
s updated their location databases with (xq,yo) and 6. At a
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Fig. 2. Determination of the search scope at s.

later time ¢, node s initiates the search for a route to node b.
Node s first decides the search scope for node b, which is fully
captured in Ry, and (¢, yo).” Then, node s determines which of
its neighbors lie within the search scope, based on the location
information of all its neighbors. As a result, node s sends a
RREQ packet to nodes 7 and j, but not to node k.

If a node receives a RREQ packet seeking a route to b and if
it knows how to get to b because it has recently communicated
with b or is in the neighborhood of b, it relays the RREQ directly
to b using the route it knows of. Otherwise, it estimates the range
of b’s location using the information in its own LocalLocDB,
and relays the RREQ packet to those neighbors that lie within
the estimated range of the path to b. This procedure repeats it-
self at each intermediate node until the RREQ packet reaches
b. Each intermediate node that relays the RREQ packet will in-
clude its ID in the node list. This “cooperative” procedure makes
the RREQ packet very likely to arrive at b, causing only local
flooding. Upon receipt of the first RREQ packet originated from
s, node b waits for several RREQ packets traversed different
routes and determines the best one as the “winner”. Then, b uni-
casts (via source routing) a RREP packet back to s, indicating
that the route has been found.

When initiating a route search, s inserts a unique se-
gquence_number into the RREQ packet to detect dupli-
cate RREQ packets at intermediate nodes as follows. Each
intermediate node maintains a list of [source_id, se-
quence_number] pairs that it has recently received (as
shown in [5]). When a node receives a RREQ packet, it should
look for the [source_id, sequence_number] pair of the
received packet in its internal list of recently received RREQs,
and, if found, should discard the packet.

The route search may fail for the following reasons. First,
b has moved out of the search scope, and hence, no RREQ
packet can reach b. To avoid this type of failure, s may retry
the route-search with a wider search scope after the previous
route-search timed out. Second, route-search failures may occur
when }A%b is much smaller than the distance to the destination,
since no neighbors are likely to be within the search scope. This
happens if the last-known speed of the destination is small or the
destination’s location has recently been updated. In this case, s
either: 1) relies on the geographic forwarding or 2) forward the
RREQ packet to two of its neighbors closest to the search scope,
each chosen from the left-hand (right-hand) side.

3) Energy-Aware Routing for Large-Scale Networks: Based
on the route-discovery protocol discussed so far, we propose
an energy-aware routing protocol for large-scale networks that

7See Section III-E for determination of I?b.
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(Local) Route Search
RREQ(b,,s,X,Y,) |

border node

RREQ(b,,S,X,,Y,)
Fig. 3. Energy-aware route discovery for large-scale ad hoc networks.
conserves energy while prolonging nodes’ lifetime.® The en-
ergy-aware routing problem can be stated as that of finding mul-
tiple routes between two nodes knowing locations of each other,
and then selecting the best energy-aware route among them. Ac-
cording to the proposed route discovery, s has made its location
available to d by sending a LQRY packet (as shown in Fig. 1),
and hence, d initiates energy-aware routing back to s, thus min-
imizing the route-discovery latency.

We want to disfavor the poor routes that may quickly
drain the nodes’ battery energy rather than finding the best
energy-aware route. We achieve this by repeatedly applying
the route-search algorithm (in Section II-B2) until the RREQ
packet reaches s, as depicted in Fig. 3. That is, d chooses a
border node, say by, from its LocalLocDB. To be eligible for
the border node, b; must: 1) lie along the path toward s; 2) have
sufficient residual energy; and 3) be the farthest from d among
those in d’s LocalLocDB. Node d then initiates the search
for all partial routes to b; through nodes within the elliptical
area. After receiving RREQ packets from d, b; declares one
as the best energy-aware partial route, and then repeats the
same procedure to find partial routes to its own border node
bs. This procedure repeats itself until a complete energy-aware
route is constructed. Note that multiple border nodes may be
chosen in each step of the route discovery (e.g., two border
nodes in the third step of Fig. 3). This has the effect of finding
more candidate routes at the expense of higher route-discovery
overhead.

Since border nodes have sufficient battery energy and each
partial route would be the most energy-efficient within the local
region, the concatenated route from d to s will likely be the most
energy efficient without any bottleneck node. Then, from the
symmetry assumption on neighboring links, the route s — d is
also energy efficient.

4) Route Recovery: Inanetwork where nodes move rapidly,
anode on an ongoing route moves away, thus breaking the route.
This is more likely to happen to longer routes. Therefore, we
need an efficient route-recovery scheme to patch up the broken
route, still meeting the energy or QoS requirements. It is easy
to realize the route recovery in our protocol, thanks to the lo-
calized, multipath routing. That is, if node 7 detects its next-hop
node is no longer available: 1) it selects another node j partic-
ipating in the route which is eligible to be a border node; 2) it
initiates the route search to node j to find a new partial route;
and 3) it fixes the route with a patch 7 — j.

III. OPTIMAL TRADEOFFS

We derive the optimality condition for our proposed protocol
as a closed-form formula that contains adjustable thresholds

80ne can apply the same methodology to QoS routing.
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and all the relevant parameters. Our location-update scheme are
both distance- and time-based. The distance-based location up-
date is performed whenever the difference between current and
last-sent locations is greater than a threshold . The time-based
location update is triggered whenever a certain amount of time,
T, has elapsed since the last location update and there were no
distance-based updates during this period.

For optimization, we establish analytical models for route re-
quests and node mobility as follows. The incoming route re-
quests are modeled to have a general distribution with a constant
mean arrival time. Hence, our model can determine the optimal
cost and thresholds for any actual distribution. The model for
node mobility is based on the random mobility model, and is
characterized by the Rayleigh speed distribution with a mean
squared speed parameter. Although the mean arrival time and
the mean squared speed are, in reality, random and time-varying,
we can always find good estimates for them, and hence, treat
them as known constants during the time interval of interest.

We then derive the total cost associated with both location
updates and route discovery as a function of the location-update
threshold. The location-update cost is derived from the expected
number of location updates per route request. It is a function
of the location-update threshold ~y. The route-discovery cost is
derived using the expected search scope within a local region,
which is a function of the interval between the last location up-
date and a new route request. We then develop a distributed
formula for determining a set of globally optimal thresholds,
through each of which a node can find its own optimal loca-
tion-update threshold using information available to itself only.
For distributed optimization, we define the search cost of node
1 as the expected number of RREQ packets that node ¢ receives
from all other nodes. Next, we show that each individual search
cost depends only on node’s own threshold, then prove that the
total cost of a node is a convex function of the threshold, and fi-
nally, derive the optimal location-update threshold of each node.

In this section, we describe our mobility and timing models,
present key ideas for solving the optimization, derive location-
update and route-discovery costs and the scope of route search,
and finally, derive the optimal thresholds.

A. Mobility Model

1) Related Work: Efficiency in tracking nodes is of great im-
portance to ad hoc routing. Random mobility models [35]-[39]
are widely used for mobile ad hoc networks, and can be classi-
fied as either entity mobility models where each node moves in-
dependently of others, or group mobility models where a group
of nodes take correlated movements. Here, we only consider the
entity mobility model. The model of [35] assumed a Poisson
random process for the change of each node’s speed or direc-
tion, and approximated the distance traveled by the node during
a time interval to follow a Rayleigh distribution. The authors of
[38] presented a composite random mobility model that solves
the speed-decay problem, i.e., average speed decreases until the
speed converges to the long-term average. A realistic mobility
model that incorporates the effects of obstacles was reported in
[39].

2) Our Mobility Model: We establish an analytic model for
node mobility based on the random mobility model to describe

i .
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Fig. 4. Mobility model.

a node’s movement during each location-update interval. This
model is then used to derive statistical properties of the time
interval for moving a given distance. We adopt the random
mobility model since it is suitable for analysis, and, more
importantly, it captures the crucial mobility patterns of nodes
moving around in a local area; we may ignore the effects of
nodes not following the random mobility model (e.g., moving
straight without changing its direction, i.e., the direction does
not follow a uniform distribution), since such effects are usually
disfavored in our route discovery/recovery scheme. To account
for the speed-decay problem, we model the mean squared
speeds of nodes as random variables as described below.

Fig. 4 depicts our mobility model. Each node’s movements
are comprised of a sequence of random intervals, called mobility
epochs, during each of which a node moves along a constant di-
rection at a constant speed. The speed and direction of each node
varies randomly from epoch to epoch. The direction 6; of node
i’s movement has a uniform distribution over [0, 27) and is in-
dependent of its speed. Node i’s aggregate speed V; between
two consecutive location updates is modeled as a Rayleigh dis-
tribution with pdf fy. (v) and mean squared speed o2, where o;
is a random variable with pdf, f(o;). Moreover, given a good
estimate ; of the speed, fv,(v) is given by

2 —5
Jv.(v) = wve %,
O-.

....,N. (1)

To estimate o;, we use a Maximum Likelihood (ML) ap-
proach that finds the most likely o;, given past mea-
surements of the node’s speed v; = [vi1,...,Vin],
satisfying 6; = argmax, c(v, .. vi..f(v;loi) where
fyloy) = HZ:1(2viyk/a,L-2)e_“?~k/”?. Hence, the ML es-
timate &; is given by

0; = max |min

9By the Central Limit Theorem (CLT), the = and y components of V; in the
two dimensional Cartesian space can be approximated as uncorrelated, zero-
mean Gaussian random variables. So, it is reasonable to model V; follows the
Rayleigh distribution.
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B. Timing Model

Internet traffic measurements [40], [41] have shown that the
conventional Poisson arrival assumption may sometimes fail
to model the actual behavior, and that the intervals between
route requests in the Internet have long-tail distributions, i.e.,
with tails that decay more slowly than exponentially. Hence, we
adopt a very general model to account for actual characteristics
including heavy-tailed traffic, in which the incoming route re-
quests follow a general distribution, as shown in Fig. 5.

We use the following notation. Let ¢.; denote the time in-
terval at node ¢ between two consecutive route requests with
pdf f.(t) and mean Elt.;] = pe, Vi. Let t,,, ; denote the in-
terval between two consecutive location updates by node ¢ with
pdf fm,i(t) and mean E[t,, ;]. Obviously, ¢ ; and t,, ; are mu-
tually independent. Finally, let ¢. ; denote the interval at node
1 between the last location update and the arrival of the next
route-request with pdf f. ;(¢). From Fig. 5, ¢, ; is the minimum
of the time-based location-update interval, 7;, of node %, and
also the time during which node z moves a distance -y; with speed
V;. This accounts for both the distance- and the time-based lo-
cation updates. Hence

. i
tmi = —.T; . 3
3 mm(Vi’ ) 3

Using fv,(v), we can derive f, ;(¢) and f. ;(¢). First, the pdf
and cdf of v; /V;, the interval for the distance-based updates, are
expressed as

Fa®=2%f (3), 120 )
Fo(t) =1- Ry, (%) t>0. )

Hence, the pdf and cdf of ¢,,, ; are derived as

mit0=Js i (3) + 5 (3 )ot-1), 0<0<T @

t T;
1-Fy, (&), 0<t<T,
F, .(t)= Vil ) = =", 7
i(t) {1, t>1T; @
Then, we get

T;

E[tm,i]:/¥fvi (%)dHTi-Fw (%) (®)

o
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Finally, from the random observer property of the alternating
renewal processes [42], [43], we can express F, ;(t) and f. ;(t)
in terms of fy, (v) as follows:

E[min(tn,i,t)] _ [ 1L = Fii(u)] du

Ff’l(t) = E[tm,z] E[tm,@] (9)
fei(t) = { Elto.] v (7). t >_T‘< . "

C. Key Idea in Solving the Optimization Problem

We propose that the time-based location-update threshold T}
for node ¢ be dynamically adjusted according to the distance-
based threshold and the node’s speed. Specifically, T; is updated
to be proportional to ; and inversely proportional to &;, when-
ever y; and &; are re-computed, as follows:

T =k - l

o

i=1,...,N (11)

where  is a constant. This makes E[t,, ;] a function of ~y; and
d; only, and Elt,, ;] is derived, from (8), as

Vi

Blt] = g(s) - 2 (12)
where
ﬂ@:zﬁ-@(?) +n~(1—ei—5) (13)

and Q() is defined by Q(z) = (1/v2m) [° e~ 2dt, x>
0. By comparing the expressions for T; and E[t,,;], we find
that both T; and Elt,, ;| have the same structure, and E[t,, ;]
depends only on ~; and &;. Consequently, the location-update
cost will have a simple structure appropriate for optimization.

The dynamic time-based location-update is essential for the
following reasons. First, using time-based location-updates en-
sures convergence of the protocol, even when nodes do not move
at all. Second, the probability that time-based updates take place
is fixed and given by 1 — e~ 1/K* , where & is a constant. Third,
dynamic adjustment of the time-based location-update interval
makes the route-discovery overhead independent of the node’s
speed. This, in turn, yields an important result: there exists a
globally optimal configuration, which is a function of the loca-
tion-update threshold only.

D. Location-Update Cost

We derive the location-update cost of node s when incoming
route requests have an arbitrary distribution. One may think that
the location-update cost can be expressed as the expected route-
request interarrival time divided by the expected location-update
interval. However, unfortunately, it is difficult to derive it using
fe(t), fm,s(t) and f, s(t). The main reason for the difficulty is
that the independent increment property doesn’t hold for any
nonexponential distribution. Hence, deriving the expected lo-
cation updates per route-request is very complicated, albeit not
impossible.
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Fig. 6. Number of location updates at node s.

Our approach to this problem is to solve it in the time domain.
We consider the average number of location updates instead of
expected updates. Thanks to the ergodicity, this will give us the
same result as the original problem. Let IV, ; denote the av-
erage number of location updates by node s between two route
requests. Let U/ be the the cost of s for each location update.
Then, U is a (known) constant, since the expected number of
nodes receiving the LINFO packets (i.e., those in the fixed local
region of radius R and a constant number of distributed loca-
tion servers) can be considered constant. Moreover, we apply,
in deriving the location-update cost of node s, an average cost
for each location-update, denoted as u, assuming U~ U, Vs.
Let C\,(s) denote the expected location-update cost per route-re-
quest of node s. C,(s) can be derived as the average number of
location updates per route-request multiplied by I/ as

Cu(s)=U"N,. (14)

The key idea in deriving the update cost is to introduce
the renewal processes associated with t., and %, . Let
{N.(t),t > 0} denote a renewal process of s for which
the interarrival times, {t&f?} are independent and identically
distributed with a distribution f.(t). Also, let {N,, <(¢),¢ > 0}
denote a renewal process of s for which the interarrival times
are independent and identically distributed with a distribution
fm,s(t). For {N.4(t),t > 0}, let

n

=0, 1) =% ),

) n > 1.
k=1

15)

We can calculate NV, s by using the graphical description in
Fig. 6 which plots the number of location updates, n,, +(t), at
node s. Whenever a new route request arrives, n,, s (t) refreshes
itself. NV, s is the time average of n,, s (tsﬂﬂ)) in the interval [0, ¢],
and is given by

1 N s (t)
N,s = lim . TN s (1‘7(”"2) (16)
’ t—o0 (‘,s(t) T; ’ ’

N,,s can be expressed in terms of N, ;(¢) and Ny, +(t) as

t Nos (,ggc,sm))
(Nc,s(t) ) N

Nys = tlim (17
According to the renewal theorem [43], we have
N1
lim ———= = .p.L 18
s — Efto] w.p (18)
Nons (tgf\sfc.s(t))>
th_glo ; = Fltm]’ w.p.l. (19)
Therefore,
Elt. s
Ny s = ——. 20
’ Elty, o] (20)

Using N, s and (12), we can derive the update cost Cy,(s)

o Elted 6
Cu(s)=U Eltms] =U .. 21)
where
Z/_{ *He
U= 22
9(K) 22

E. Route-Discovery Cost

We only consider the cost of RREQ packets, since the loca-
tion-query overhead is, on average, constant and also smaller
than route search. Let A/ denote the average number of local-
area route search per route-discovery. Then, the route-discovery
cost is the expected cost of route search multiplied by A/. We can
consider the expected number of nodes per unit area receiving
the RREQ packet to be constant (determined by the node den-
sity in the network). Let S be the (constant) cost for processing
RREQ packets at nodes within a unit area. Then, we can relate
the local-area search cost to the expected search area multiplied
by S, assuming that the distance between two randomly selected
nodes is uniformly or exponentially distributed over the whole
area.

As shown in Fig. 2, node s determines the search area to find
the target b with the pre-specified success probability psycc, and
then sends a RREQ packet to nodes within that area only. Each
intermediate node within the search area may receive multiple
RREQ packets, as they are flooded within the search area. More-
over, the degree of replicating this RREQ packet gets higher
as the search area gets widened. Hence, the route-search cost
is proportional to the product of the power of estimated search
scope Ry, and the distance D (< R) from node s to the last
known location of b. Besides, the route-search algorithm forces
each intermediate node to relay the RREQ packet to at least one
or two of its neighbors, if any. This sets a certain lower bound,
Chin, of the search cost. (Note that the location-query cost may
also be absorbed in Chin.) Let Cs(s,b) denote the expected
search cost per route-request from s to b. Then, we have

Cu(s,0) =S B [D )] + Coin (23)
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where [3 is a constant that accounts for the increase in the search
cost due to duplicate RREQs. Let C(s) denote the average
search cost per route-request of node s. s initiates the route-
search procedure to the border node b, instead of d outside s’s
local region, with an equally likely probability of choosing b.
Therefore,

Cs(s

(24)

_12(} (s,b)

b#s

where Ny is the average number of border nodes of s. Since
D ~ R if b is a border node, we have

[B] 4 Coin 29

Cy(s) =

where Sz = S - R. Note that the search cost is associated
with three model parameters, S, 5 and C,;iy, all of which are
assumed to be known constants.

1) Determination of Search Scope: We want to determine
the search scope such that the probability of b lying within that
area i Psucc. The random variable, R, (= t.p - Vj) denotes
the distance moved by node b during time interval ¢ ; at speed
V4. Using the pdf of V;, we can derive the conditional pdf,
fr, (r|tep), as follows:

rrleen) = 5 () 06)
The conditional cdf of Ry is then
r r?
FRb (T’|t57b) = FVb =1- exp W . (27)
tes Tpte

The search scope Ry is chosen such that the probability of the
destination node lying inside that scope is at least psyce (=1 —

Diail). SO
Ry
FVb < ) Z Psucc- (28)
te,b
By combining the above equations, f?;, is determined as
A 1
Rb = te,b . a'b . [111 (pt;lll)] 2 Pfail = 1- Psucc ;é 0. (29)

The parameter &3 corresponds to the square root of the mean
squared speed of b. The search scope increases as b moves faster
or the cached information gets obsolete. Also, a larger search
scope is used for a higher “confidence” probability.°

2) Derivation of E [Rﬁ ]: We then determine E [Rﬂ ] as fol-
lows. The 5" moment of te.» can be derived, using (10), as

E [tf,, /t” dt
m b]

10Since node movements are random, one can only guarantee that b still re-
sides in the search scope with some confidence probability ps.c.. By increasing
Psuces one can attain a higher route-search success probability, but it incurs
higher search overhead. So, we would like to choose psuc. to guarantee a rea-
sonably high probability of success in the search.

h(k,
S
%

(30)
9(k)
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where

2 r 1 kP+1 1
/ == [uf2. g (1— ‘?).
Wk, ) ﬂ+1/u e u+ﬂ+1 e
0

€1V
Note that we first used integration by parts, then plugged in (11)
and (12). The expected search scope is then

A 8
E [R5:| =K [tf,b:| Ub [hl (pfall)] ’
g h(x,0B) —1y1 3
=M - g(ﬁ) [111 (pfall)] (32)
3) Derivation of Cs(s): By combining the above equations,
we obtain
h(k,B)
_ B
08(87 b) — b SR (](ﬁ) [1 ( fall)] + Cmm (33)

Note that the route-search cost for arbitrary b is independent
of b’s mobility, as far as the time-based location-update thresh-
olds of all nodes are inversely proportional to the mobility. The
search cost (and the route-discovery cost, accordingly) depends
only on the location-update threshold and the « value. There-
fore,

N CS(S) =5 + Cvrlnm (34)
NS —1 b;és
where
= Se M ()]l = Mo G5

F. Optimal Thresholds

We want to derive a set of optimal thresholds {y|i =
1,..., N}, subject to v; > 0, Vi, that minimizes Cetwork, the
total cost of location update and route search per route-request
of the entire network. Since all nodes are equally likely to be
chosen as a border node, from (21) and (34), we have

N

C(network = Z [Cu(b) +'/\7 : CS(L)]

=1
=U- Z—+S Z%

Unfortunately, this optimization problem requires information
on the entire network, which is not usually available. To solve
this problem, we introduce a “target-oriented” search cost,
which is defined as the expected number of RREQ packets
that a node receives, as a border node, from all other nodes.
Note that the target-oriented search cost has a useful property:
the sum of all target-oriented search costs leads to the recon-
struction of the same Cletwork. Let us derive a “distributed”
formula for determining optimal thresholds that enables each
node to calculate its own optimal location-update threshold

+N-C".

min"*

(36)
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using information known to itself only. Let C(4) denote the
target-oriented search cost of node ¢, defined as

Cl(i) = 8 -7 + Ol (37)
Then, we get
N
C(network = Z [Cu(L) + C‘I (L)] . (38)
i=1
Let C(%) denote the total cost of node i, given by
O(i) = Cu() + Ol = U - -+ 8 9] + Ol (39)

Yi

Then the optimization problem is equivalent to finding ;" that
minimizes C(i) subject to ; > 0, for all 7. We have
0% . 5_o 2U6;
8—%20(’6) =pB-1)S-v "+ 3

K2

(40)

Since U, S, 7; > 0, (0%/0v2)C(i) > 0, C(4) is a convex func-
tion. The optimum value, v/, satisfies the following relation:

()
Hence,
U6—1 ﬁ Z;{/j'ra—v 1 =B #
P = = |2 U 11>
" [ ps } [[357&\%(;4;7 3) [0 (Prai)]
(42)

Finally, from (11), the optimal time-based location-update in-
terval of node ¢ is given by

T =k

3

i 43)
g;

Note that (42) and (43) include network parameters available to
node i (i.e., 6;), hence ensuring optimal performance. Note also
that a set of location-update thresholds given by (42) is indeed

globally optimal, because the sum of all C'(¢) equals Cetwork-

G. Discussion

The performance of our proposed protocol can be maximized
when it is configured with the optimal thresholds, so chosen as
to balance the update and search overheads. We have made sev-
eral observations on the optimization results. First, the optimal
distance-based update threshold, ~;, is insensitive to the varia-
tions of the average route-request interarrival time, y., and the
average speed, d;, since «y} is proportional to ,/j. and NG
when = 1. Second, (42) abstracts protocol-specific errors
(e.g., imperfect location updates) or link-layer overheads (e.g.,
collisions/retransmissions) with parameters, Z{ and Si. Thus,
the location-update thresholds can be optimally adjusted if the
network-wide estimates for these parameters are given.

Determining the exact values for v; and 7} requires prior
knowledge of all parameters affecting the thresholds, as given
by (42) and (43). However, they are actually unknown and vary
with time and with network conditions. To keep track of the
optimal thresholds in a time-varying network, we need to de-
velop a parameter estimation algorithm or an adaptive scheme.

This is our ongoing work and its results will be reported in a
forthcoming paper. Assuming the existence of an algorithm for
estimating the parameters at run-time, we can find the optimal
thresholds corresponding to the current estimates of these pa-
rameters. Hence, each node periodically estimates the param-
eters and then calculates the optimal thresholds using the esti-
mated parameters.

IV. SIMULATION RESULTS

We would like to verify/confirm our protocol’s ability to min-
imize the routing overhead while retaining a high route-dis-
covery success probability. So, we simulated and measured the
routing overhead, in bits per second per node, while varying
the value of location-update threshold . We then compared the
simulated routing overhead with the analytical results. Second,
we show that dynamically adjusting y to its optimum value is
essential under the time-varying network condition. Thus, we
evaluated the effect of the choice of v on the routing perfor-
mance. We measured the routing overhead and the probability
of route-discovery success for several -y values by changing the
route-request rate.

Note that we do not need detailed simulation of link-layer be-
havior, packet losses, and so on, because we are only interested
in network-layer behaviors for various thresholds/parameters.!!
We, therefore, developed a customized simulator with a simple
radio transmission model: at any time, each node can directly
communicate with all others within its transmission range; the
packet delivery to neighbors is instantaneous and error-free; and
neither the fading or shadowing effects of the wireless links,
nor the effects of obstacles are taken into account. We imple-
mented and simulated the local-area routing protocol (in Sec-
tion II-B2) along with the proactive location-update scheme (in
Section II-A).

Our simulation environment is based on an ad hoc network
of 100 nodes that move around in a square area of 1000 x
1000 [m?]. Each node has a radio transmission range of radius
250 [m]. Initially, each node is placed randomly in the area, ex-
cept for the source node placed at the center of the network
plane. Each nonsource node then chooses a new location to
move to, according to the above mobility model. We generated
the route-request interarrival times using the Pareto distribution
(one of the heavy-tail distributions). Whenever a route-request
event is triggered, the source randomly chooses another node,
then initiates the route-search procedure as described in Sec-
tion II-B2. We simulated and measured the control traffic only,
without considering data traffic delivery, as we are interested in
evaluating the control traffic overhead. We ran each simulation
for the duration of 5 h (18 000 s) to gather sufficient samples.
We fix the confidence probability pg,c. to 0.97 and set the bea-
coning interval to 10 s. The sizes of LINFO, RREQ and RREP
packets are set to 17, 82 and 82 bytes, respectively.!?

HAs described in Section III-G, link-layer overheads is absorbed in the esti-
mation of ¢/ and Sx.

12These packet sizes are computed by considering the MAC header, the pay-
load fields defined earlier, and maximum hop count 16.
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A. Incremental Node Mobility

A realistic model for node mobility generation is needed.
One may consider trace-driven generation of movement pat-
terns, which either directly replays the traces obtained from real
wireless networks like Metricom [44] or uses a set of time-
varying parameters derived from traces [45]. This approach in-
tends to make evaluation results reproduce the real behavior.
But, its main drawback is the requirement of a large amount of
trace data for statistically meaningful results. So, a random mo-
bility model is used widely for evaluating ad hoc routing proto-
cols [9], [10], [16], [17], [35]. The speed and direction of node
movements are generated randomly, but in a controlled manner
to make them realistic. The advantage of this model-based sim-
ulation is its simplicity. Moreover, one can stress the routing
protocol by letting all nodes move around constantly.

To be as objective as possible, we implemented the mobility
model presented in [9] and [10] to generate nodes’ movement
patterns. It considers the relationship between a node’s previous
and current movement behaviors in speed and direction. Ac-
cording to the model, the speed and direction of a node’s current
movement evolve randomly every At from its previous speed
and direction. The position of a node at (z,y) and its speed v
and direction 6 are updated as follows:

v(t + At) = min (max (v(t) + Av,0) , Varax)
0(t + At) =0(t) + A

x(t+ At) =z(t) + v(t) - cos 6(¢)

y(t + At) =y(t) + v(t) - sin0(t)

where Varax is the maxium velocity. Av is generated from the
uniform distribution U(—Apax - At, Avax - At), and Af is
from U(—a - At, a- At). Vmax, Amax and « are so chosen as
to give the average speed of 10 [m/s].

B. Verification of the Optimization Results

To calculate theoretical curves for the location-update and
route-search costs, we evaluated the model parameters such as
U, S, 3, and Cp;,. They were evaluated based on our mo-
bility model, where nodes have a Rayleigh-distributed speed
with mean squared speed o2 and uniformly distributed direction
changes. We set o2 equal to the mean squared speed of the in-
cremental model, hence providing the same average speed. As a
result, U, S, (3, and C,,;,, were determined to be 28092, 8.8353,
1, and 328, respectively. We used these values for graphing
the theoretical costs. A node initiates a new route request to a
randomly selected destination after a Pareto-distributed time-
interval elapsed. The incoming route-request arrivals follow a
Pareto distribution with rate 0.04 (i.e., p. = 25 [s]).

Fig. 7 plots the analytical and simulated routing overheads
of the ad hoc network of 100 nodes. The simulation result is
close to the theoretical curve, although there exists a small dis-
crepancy between simulated and theoretical search costs. Since
we are concerned with the cost around the optimal location-up-
date threshold, at which both update and search costs are rela-
tively small, we can conclude that the formula for the optimal
location-update threshold is consistent with that obtained from
simulation. In Fig. 7, the optimal threshold occurred around
160-180 [m], which is close to the theoretic v* of 178.3 [m].
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Fig. 8. Routing overhead of the proposed protocol.

Hence, the theoretic cost formula captures the actual behavior
of the proposed protocol.

C. Optimal versus Fixed ~

The purpose of our simulation is to evaluate the effect of the
choice of v on the routing performance. We chose three modes
of operation: optimally selected ~y, fixed vy at 50 [m] and 800
[m]. The optimal ~ value was selected using (42). The fixed ~y
value of 50 [m] means that the route search is operated in an
overly proactive mode. The v value of 800 [m] corresponds to
the overly reactive mode of operation. We measured both the
routing overhead and the probability of route-discovery success
for several route-request rates, 0.01, 0.02, 0.03 and 0.04, which
correspond to p. =100, 50, 33, and 25 [s], respectively. We used
the LINFO broadcast scheme 1 with beaconing.

Figs. 8 and 9 show the routing overhead and the probability
of route-discovery success. When + is fixed at 50 [m], each
node broadcasts its location frequently, introducing more update
overhead than the search overhead. As a result, the total routing
overhead is the highest at low route-request rates and the most
insensitive to route-request rate variations. On the other hand,
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Fig. 9. Route-discovery success rate of the proposed protocol.

when ~ is fixed at 800 [m], it tends to search a larger scope, in-
curring more search overhead than the update overhead. Hence,
the routing overhead is very sensitive to the route-request rate.
With the optimal ~y, we achieve the maximum bandwidth-effi-
ciency, while maintaining a high route-discovery success prob-
ability. For all three modes, the probability of route-discovery
success is 0.975 and higher.

V. CONCLUSION

We proposed a tradeoff-based approach to devise a highly
versatile and scalable routing protocol, consisting of: 1) a
hybrid location-update scheme that combines well-known
schemes such as proactive location updates within each node’s
local region of radius R, and 2) a route-discovery scheme
that realizes an Internet-like routing architecture by providing
location-query, route-search, energy-aware (QoS) routing, and
route-recovery mechanisms. The proposed protocol has the
following advantages: 1) scalability, in terms of O(log N)
memory cost per node and localized route discovery; 2) ver-
satility, supporting discovery and recovery of energy-aware
and QoS routes; and 3) bandwidth and energy efficiency, mini-
mizing the routing overhead and prolonging node’s lifetime.

We also analyzed the optimality of our proposed protocol, and
derived optimal location-update thresholds by which nodes can
autonomously decide when to broadcast their own location up-
dates to minimize routing overhead. Based on general models
for node mobility and route-request arrivals, we first formu-
lated costs for both location update and route discovery as func-
tions of thresholds, and then solved a distributed optimization
problem in which each node minimizes the overhead incurred by
itself. The simulation results have shown that our analytical re-
sults closely capture the real behavior, thus verifying/confirming
their correctness.
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