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INTRODUCTION
Location-based services (LBSs) provide person-
alized service to smartphone/tablet users by
exploiting their location information. As smart-
phones become increasingly popular and
resource-rich, LBSs have become more feature-
rich and versatile, improving users’ daily lives [1]
by, for example, finding restaurants with their
favorite menus, obtaining just-in-time coupons
from nearby shopping centers, and tracking their
physical fitness.

However, LBSs also pose a serious threat to
users’ privacy. By collecting the location infor-
mation embedded in the LBS queries, an adver-
sary who has compromised the LBS server can
infer sensitive privacy information about service
recipients, such as their home locations, life
styles, political/religious associations, and health
conditions. For example, Hoh et al. [2] and
Krumm [3] showed that a driver’s home location
can be inferred from GPS data collected on
his/her vehicle even if the location data were
pseudonymized or anonymized. In another
study, Matsuo [4] exploited a user’s indoor loca-
tion data to infer a variety of personal informa-

tion, such as work role, smoker or not, coffee
drinker or not, and even age. Moreover,
Gruteser and Hoh [5, 6] showed that individu-
als’ tracks can be reassembled from completely
anonymized GPS data from three or even five
users by using multiple hypotheses tracking
(MHT) [7].

This problem has received considerable
attention from users/consumers, service pro-
viders, and government organizations. From
the consumers’ side, according to a recent sur-
vey commissioned by Microsoft [8], LBS users
are concerned about the use of their location
information and would like to have control
over such information. As for service pro-
viders, they also have strong incentives to elim-
inate or mitigate users’  privacy concerns
because LBSs cannot be successfully marketed
unless users are comfortable about using them.
Finally, the U.S. Department of Commerce
recommended, in December 2010, the inclu-
sion of privacy protection associated with LBSs
in electronic privacy laws in order to provide
stronger protection enforcement with legisla-
tion support [9].

Researchers have long been aware of the
potential privacy risks associated with LBSs, and
have proposed a number of promising schemes
that can help users protect their privacy. In this
article, we provide a comprehensive review of
the existing techniques and also suggest future
research directions to enhance LBS users’ priva-
cy.

The remainder of this article is organized as
follows. We first present a brief overview of
LBSs and provide a number of representative
real-world LBS applications. We then discuss the
privacy threat of LBSs, as well as the common
threat model used in the LBS privacy protection
research. We also show existing privacy metrics
and protection schemes, focusing on k-anonymi-
ty and location entropy metrics for the former,
and on location obfuscation schemes for the lat-
ter. Finally, we conclude the article with a brief
look at future research directions.

OVERVIEW OF LBS
In this section, we first briefly review the devel-
opment of LBS and its diverse applications. We
then present a common LBS architecture, fol-
lowed by a generic threat model.
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DEVELOPMENT AND APPLICATIONS OF LBSS

LBS was pioneered by early location research
efforts [10], including the Active Badge system
[11], Microsoft’s RADAR system [12], MIT’s
Cricket project [13], and Intel’s Place Lab pro-
ject [14], each providing location awareness with
different localization methods suitable for indoor
scenarios, outdoor scenarios, or both.

Today’s LBSs combine the results of location-
related research with other attractive features
into complex location-aware applications. The
main use of LBSs is to provide an easy means of
location information sharing and location-aware
information retrieval. For example, foursquare
[15] is a popular location-based social network-
ing application that enables users to interact
with their circumstances via mobile devices. Reg-
istered users can share their location informa-
tion with their friends, and receive to-do lists
based on their current locations, which facilitates
their exploration of exciting ongoing events in
their vicinity. Another important category of
applications is advertisements. For example,
ShopAlerts [16], AT&T’s newly launched LBS, is
the first large-scale location-aware mobile mar-
keting program in the United States, delivering

coupons and special deals to registered con-
sumers via their mobile devices when they are
near a participating retailer or brand. The third
commonly used LBS application is related to
navigation and tracking. For example, the
OnStar service provided by General Motors [17]
is a comprehensive LBS system that supports a
number of location-aware features such as turn-
by-turn navigation and stolen vehicle tracking.
Other LBS applications include location-aware
weather reports and location-aware emergency
medical services. Figure 1 shows some common
popular LBS applications.

COMMON LBS ARCHITECTURE
A common LBS architecture, as illustrated in
Fig. 2, consists of four major entities: mobile
devices, positioning systems, communication net-
works, and service providers. Users utilize their
mobile devices (e.g., smartphones) to send
queries to LBS servers. The locations in the
queries are obtained via positioning systems such
as the Global Positioning System (GPS). The
queries, as well as their responses from the LBS
servers, are transmitted via communication net-
works, such as third-generation (3G) networks.
LBS servers are service providers, replying to

Figure 1. LBS application examples.
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queries with well tailored responses based on the
location information in the queries.

COMMON THREAT MODEL
In the threat model commonly used in LBS pri-
vacy protection studies, LBS servers are regard-
ed as malicious observers, and all the other
components in the LBS architecture can be con-
sidered benign. An adversary can be the
owner/maintainer of an LBS server, or able to
compromise and then seize control of an LBS
server. In both cases, the adversary has the abili-
ty to access all the information stored on the
servers, such as the IP address and location
information associated with each query.
Although we embrace a generic model without
imposing additional requirements on the usage
of LBSs (e.g., we do not assume that users need
to login to use LBS), an adversary can still make
use of side channels (e.g., the IP address of each
query), as well as sophisticated object tracking
algorithms (e.g., MHT mentioned above) to
relate consecutive anonymous LBS queries to
the same user.

Note that this widely accepted threat model
intentionally simplifies the privacy protection
problem by concentrating only on how to regu-
late the location information contained inside
LBS queries. In reality, the location privacy issue
is a complicated and multifaceted problem that
needs to be handled with care from several per-
spectives. For example, users’ mobile devices can
be compromised, thus becoming malicious and
actively revealing users’ privacy information
(including, but not limited to, location informa-
tion). How to secure users’ mobile devices is an
active research topic by itself, and interested
readers are referred to the related literature,
such as [18].

In addition, while LBS queries and responses
are transmitted via communication networks,
they need to be protected against eavesdroppers
and man-in-the-middle attacks. Conventional

solutions, such as cryptography and hashing, can
be used to protect the secrecy, integrity, and
freshness of the queries and responses trans-
ferred through networks.

For the rest of this article, we discuss the
existing location privacy protection schemes for
LBSs, all of which assume a generic threat
model, without considering the issues discussed
in this section.

PRIVACY ISSUES

Albeit valuable and promising, LBSs pose a seri-
ous threat to users’ privacy. As mentioned earli-
er, the privacy concern has received significant
attention from the research, government, and
industry communities, and is believed to be piv-
otal to the overall LBS industry.

There are two major types of LBS-related
privacy: query privacy (e.g., [19–22]) and location
privacy (e.g., [6, 23, 24]). Query privacy refers to
users’ private information related to LBS query
attributes. Example issues of query privacy
include:
• Whether a user can be identified (i.e., de-

anonymized) by a malicious LBS provider
• Whether a user’s interest and/or habit can be

inferred from LBS query contents, among oth-
ers

Location privacy refers to users’ private informa-
tion directly related to their locations, as well as
other private information that can be inferred
from the location information. Example issues of
location privacy include
• Whether a user can be accurately located 
• Whether a user’s interest and/or habit can be

inferred from the location information con-
tained in LBS queries, among others
These two types are closely related. On one

hand, if a user can be accurately located and
tracked (i.e., his/her location privacy is compro-
mised), then s/he may be relatively easily de-
anonymized (i.e., his/her query privacy is
compromised). On the other hand, if a user can
be identified, then his/her location privacy can
be relatively easily compromised. It is because in
this way, an adversary has more information
available (e.g., an identified user’s historical
trace record) for achieving location-related
inference attacks (e.g., movement tracking).

Nevertheless, query privacy and location pri-
vacy are two different aspects of general privacy.
It is possible that one of them can be compro-
mised while the other is preserved. We use the
following two examples to illustrate the differ-
ence between these two aspects.

Example 1: When sending a query to an LBS
provider, the location information contained in
that query covers an area with k users of that
LBS. In this way, the LBS provider cannot dis-
tinguish the query sender from the other k – 1
users in that area at that time. According to k-
anonymity — a query anonymity metric com-
monly used in LBS-related privacy protection —
the user’s query privacy is properly protected.
However, all the k users may happen to be with-
in a restricted area, which in turn causes their
location privacy to be compromised. In other
words, although the LBS provider cannot identi-
fy the query sender, s/he may still obtain rela-

Figure 2. A common LBS architecture.
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tively accurate location information related to
that query sender.

Example 2: A user resides in a rural area
where s/he happens to be the only active user of
a certain LBS. When sending a query to the LBS
provider, the user only discloses his/her location
information as a relatively large area covering
the accurate location. This way, the user’s loca-
tion privacy can be considered preserved because
the LBS provider cannot obtain his/her accurate
location. His query privacy, however, is still com-
promised because the LBS provider knows that
all the queries can be related to the same user.
In other words, the user’s queries are de-
anonymized.

These two aspects of LBS privacy — query
privacy and location privacy — naturally lead to
two categories of privacy metrics.

PRIVACY METRICS

Numerous privacy metrics have been proposed
in the LBS privacy protection community for the
purpose of quantifying users’ privacy. Both query
and location privacy metrics have been thor-
oughly studied.

A broad range of terminology has been pro-
posed to define the privacy metrics. A thorough
study of the terminology used in privacy research
in a general setting can be found in [25].

QUERY PRIVACY METRICS
k-anonymity is the most popular metric used for
LBS query privacy protection. The concept of k-
anonymity was first proposed in the database
research community [26] and then quickly
became a popular privacy metric among LBS
privacy protection researchers. The original form
of this metric specifies that “a release provides
k-anonymity protection if the information for
each person contained in the release cannot be
distinguished from at least k – 1 individuals
whose information also appears in the release.”
In the context of LBSs, this metric refers to the
situation in which the location information in an
LBS query corresponds to an area where the
query sender is indistinguishable from at least k
– 1 other users also present in that area. This
popular metric has been adopted in a number of
different approaches, including the generation of
spatial cloaking boxes [20] and spatio-temporal
cloaking boxes [19]. We discuss and compare the
details of the various approaches.

Location entropy, stemming from Shannon’s
entropy [27] in information theory, is another
widely used metric for measuring the uncertainty
associated with location information in LBS
queries. This metric quantifies the information
an adversary can obtain from one (or a series) of
location update(s). Note that this metric can be
used as both a query privacy metric and a loca-
tion privacy metric, depending on how the
entropy is defined. Here we focus on the query-
privacy related usage of this metric, and discuss
its usage for location privacy in the next section.

Despite the wide application of location
entropy, researchers have not reached consensus
on the selection of random variables whose
probability mass function should be used in the
entropy calculation. Several candidate probabili-

ty mass functions have been studied, including
the probability that:
• A user enters a predefined area from a certain

preceding area and then leaves for a certain
subsequent area (the “area” may refer to a
mix zone [28] or a geographic map grid [24]).

• A location sample belongs to a certain vehicle
[29].

• A user’s historical trajectories are inside a cer-
tain area [30].
Several other approaches have extended the

concept of location entropy and proposed new
privacy metrics for better quantification of loca-
tion privacy. For example, Xu and Cai [30]
define the popularity of a spatial region as 2E,
where E is the location entropy. The authors
then compute the popularity on a per-user basis
and can thus further define the P-popular trajec-
tory (PPT) for each user according to the popu-
larity configuration (i.e., the P value in PPT).
Hoh et al. [29] defines time to confusion with the
observation that the degree of privacy risk
strongly depends on the duration for which the
user can be tracked by an adversary (with high
confidence). They first generate traceable paths
based on the linkability of a set of location sam-
ples with respect to a predefined location
entropy threshold (called an uncertainty
threshold) and then compute the time to confu-
sion as the difference between the timestamp of
the first location sample and that of the last one.

Besides k-anonymity and location entropy, a
number of other query privacy metrics have also
been proposed. For example, ubiquity, conges-
tion, and uniformity have been used in [31] to
generate an enhanced anonymity set, which in
turn serves as the location anonymity measure-
ment for LBS queries. There, ubiquity is present
when users exist in an entire area, thus increas-
ing the location anonymity for that entire area.
Congestion means that there is a concentration
of users in a local region, increasing the
anonymity of that specific region. Finally, unifor-
mity requires that each distributed region con-
tains the same number of users. The authors
mentioned that a high-quality anonymity set can-
not be generated without taking into considera-
tion all three metrics.

Query attributes can also be employed by an
adversary to infer LBS users’ private informa-
tion. For example, if consecutive queries from
one user are related to bars, an adversary could
infer that the user is likely to be alcoholic. Thus,
how diverse LBS query attributes are from an
adversary’s perspective is another interesting
LBS query privacy metric [22].

LOCATION PRIVACY METRICS
Location entropy can also be used as a location
privacy metric. For example, Chen [23] applies
the concept of “unobservability” [25] to LBS pri-
vacy protection. Unobservability represents loca-
tion entropy in an intuitive way by allowing users
to specify the number of points of interest
(POIs) that can be considered equally likely to
be visited by users from the locations they
revealed to the LBS servers.

Expected distance error was used in [6] to
measure how accurately an adversary can esti-
mate a user’s position. The authors justify their
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choice by indicating that the location entropy
calculated by using the probabilities for different
assignments of user identities to the observed
locations (in the queries sent to LBS) is insuffi-
cient in that the metric does not take into con-
sideration the difference among those locations
reported to the adversary. A similar but more
general use of the adversary’s estimation error
for quantifying location privacy can be found in
[32]. This work formalized the concepts of accu-
racy, certainty, and correctness related to the
adversary’s inference attacks, and pointed out
that the expected estimation error of the adver-
sary (i.e., incorrectness) is the appropriate loca-
tion privacy metric. The expected estimation
error in [32] is a generic location privacy metric
in that it can be used in any adversary model
where the distance (between the adversary’s esti-
mation and the true value) can be properly
defined.

Recently, researchers introduced the theory
of private information retrieval (PIR) [33, 34] to
the LBS privacy protection community and pro-
posed solutions in a theoretical setting by trans-
forming the location privacy protection problem
into the nearest neighbor (NN) problem [35]. In
this approach, privacy protection is achieved via
cryptographic techniques. No privacy metric is
needed because the location information is not
revealed to the adversary, and it is computation-
ally intractable for the adversary to find a user’s
location based on the data communicated
between the user and the LBS server.

PRIVACY PROTECTION SCHEMES
In this section, we classify the existing privacy-
protection schemes in three categories: policy,
location perturbation and obfuscation, and PIR-
based approaches. We first briefly discuss policy-
based protection approaches, and then focus on
the various location perturbation techniques
which are currently the main research direction
for LBS privacy protection. We also briefly dis-
cuss some other techniques not belonging to the
two categories at the end of this section.

POLICY-BASED SCHEMES
The Platform for Privacy Preferences Project
(P3P) [36] is a policy-based approach for protec-
tion of users’ data privacy. Being developed by
the World Wide Web Consortium (W3C), P3P
helps websites express their data usage and man-
agement practices; also, users understand the
server-provided policies, thus facilitating privacy-
related decisions. This approach is applicable to
LBSs. For common web browser users, the appli-
cation of P3P in LBSs is believed to enhance the
understanding of privacy policies as well as trust
in LBS providers. Despite these potential bene-
fits, the lack of policy enforcement specified by
service providers is widely considered a signifi-
cant drawback, rendering the approach an
incomplete solution. To rely on P3P, the users
have to trust service providers to faithfully follow
P3P.

Unlike P3P’s broad goal of protecting data
privacy in general, the Internet Engineering
Task Force (IETF) Geographic Location/Privacy
(GEOPRIV) Working Group [37] focuses on
how to properly represent location information

in the Internet protocols, and investigates the
privacy issues related to the location information
when it is created, stored, and used. This work-
ing group aims to deliver specifications that are
widely applicable to location-aware applications.

Depending on how policies are designed,
approaches in this category can be used to pro-
tect both query and location privacy.

LOCATION PERTURBATION AND
OBFUSCATION SCHEMES

Although the policy-based schemes have
advanced the state of the art of the privacy pro-
tection technology, stronger enforcement
approaches are preferred to achieve better pro-
tection and stronger guarantees. This is because
the more control users have over their location
data, the more secure they feel, and the more
likely the global LBS ecosystem can prosper.

Over the past decade, location perturbation
and obfuscation has been the most active
research direction in the LBS privacy protection
community. A large number of such protection
systems have been designed, each with its own
strengths and shortcomings. We categorize this
related work according to the overall architec-
ture and privacy metrics. We first discuss a pop-
ular architecture in which a centralized trusted
anonymization server functions as the safeguard
of users’ location information. We then discuss
mobile-device-based protection approaches at
the client side.

Trusted Anonymization Server-Based Schemes — In
their pioneering work [19], Gruteser and Grun-
wald introduced the concept of k-anonymity to
the LBS privacy protection research community.
They represented the location information as a
tuple consisting of three intervals ([x1, x2], [y1,
y2], [t1, t2]), with the first two representing a spa-
tial area where a user is located and the third
the time interval for which the user is in the
area. Using this representation, they designed an
adaptive interval cloaking algorithm that gener-
ates spatio-temporal cloaking boxes containing
at least kmin users and use the boxes as location
information sent to the LBS server. The global
parameter, kmin, is the size of the minimum
acceptable anonymity set, indicating how well a
user’s location is camouflaged. The drawbacks of
this solution include susceptibility to single-point
failures and the trustworthiness related to the
centralized anonymization server; the inflexibility
in tuning the protection level due to its global
setting of kmin; the lack of guarantee for the res-
olution of the location information sent to the
LBS server; and the inability to provide satisfac-
tory protection in sparse areas.

Recently, significant efforts have been made
to overcome these drawbacks. For instance, sev-
eral efforts have tackled how to enable LBS
users to personalize their privacy requirements
instead of the global setting in the anonymiza-
tion server. For example, CliqueCloak [21] is a
personalized k-anonymity model in which users
can adjust their minimum level of anonymity,
and the maximum temporal and spatial resolu-
tions they can tolerate. This work modeled the
anonymization constraints as a constraint graph,

Although the policy-
based schemes have
advanced the state
of the art of the 
privacy protection
technology, stronger
enforcement
approaches are 
preferred to achieve
better protection and
stronger guarantees.

SHIN LAYOUT  2/10/12  2:47 PM  Page 34



IEEE Wireless Communications • February 2012 35

and thus transformed the problem of finding
cloaking boxes into that of finding cliques that
satisfy certain conditions in the constraint graph.

Casper [20] is another personalizable k-
anonymity-based LBS-related privacy protection
framework. A location anonymizer resides on a
trusted server, and can use a per-user privacy
profile to satisfy each user’s privacy protection
requirements. A user privacy profile combines
the user’s privacy protection target (i.e., the k
value in k-anonymity) and the minimal accept-
able location resolution (below which the user’s
privacy is considered compromised even if the k-
anonymity condition is satisfied). Moreover,
Casper proposed the use of incomplete pyramid
structure [38]-a data structure commonly used in
LBS privacy protection schemes-in order to
adaptively maintain the users’ location informa-
tion over an area in the anonymization server,
thus lowering both location update and cloaking
costs.

The authors of [39] pointed out that histori-
cal locations of different mobile devices (called
footprint) should be considered in addition to
their current locations by the trusted server to
enhance the protection of users’ location privacy.
The authors of [40] proposed “policy-aware” k-
anonymity, defending against more realistic
adversaries who are aware of the policy for
cloaking box generation.

k-anonymity-based approaches aim to protect
LBS query privacy because the very nature of
this metric is anonymity — that is, how to make
query senders indistinguishable.

Besides k-anonymity, several other metrics
have also been applied to the centralized trusted
server architecture. Noticeably, Beresford and
Stajano [28] introduced the concept of mix
zones. A mix zone is an area satisfying the fol-
lowing two conditions:
• No user updates his/her location information

to LBSs inside the area.
• Each user is assigned a new pseudonym when

leaving the area.
Mix zones weaken the adversary’s ability to
relate a new pseudonym with the old one. Both
the size of an anonymity set and a location
entropy-based metric are used to evaluate the
effectiveness of mix zones. Results show that the
floor plan layout has a significant impact on the
protection effect of mix zones. Furthermore, the
effectiveness of protection decreases significantly
if an adversary takes into consideration the
movement patterns of users, indicating that the
location entropy indeed generates a more accu-
rate estimate of the available uncertainty, and
should thus be considered a useful metric for
designing privacy-protection systems. Mix zones
are for protecting LBS query privacy, because
this approach makes it difficult to link different
pseudonyms outside mix zones back to one user,
which in turn helps keep queries quasi-anony-
mous.

Hoh and Gruteser [6] made use of the expect-
ed distance error to quantify the accuracy with
which an adversary can estimate a user’s loca-
tion, and achieved privacy protection through
path confusion. The key idea is to have paths
crossed with each other; that is, at least two
users’ paths intersect via a perturbation algo-

rithm in the trusted anonymization server so as
to increase the chance that an adversary would
be confused about the paths of different users.
However, the authors pointed out that the pro-
tection effectiveness depends on the characteris-
tics of users’ traces. Moreover, whether the
perturbation algorithm could preserve its effec-
tiveness when confronted with an adversary with
a priori knowledge of geographic maps and com-
mon movement patterns, remains an open ques-
tion. This approach aims to protect both query
and location privacy because it reduces the
adversary’s ability to track LBS users, and also
increases the distance error between an adver-
sary’s location estimations and users’ accurate
locations.

Another trusted anonymization server-based
scheme is CacheCloak [24]. It caches LBS
responses along the predicted paths and uses
them to reply to users’ queries. Hence, it
achieves real-time location privacy protection
without loss of location accuracy from the LBS
providers’ perspective. But LBS providers can
only observe intersecting paths predicted by
CacheCloak, and have difficulty in inferring the
real locations of the query senders. A key contri-
bution of CacheCloak lies in the fact that it
resolves the unfortunate trade-off between priva-
cy protection and usefulness of LBSs, which was
considered the zero game by most previous
researchers. However, since this approach uses
cached information to reply to users’ queries,
the scalability of the system may become ques-
tionable with the proliferation of the LBS mar-
ket. In the worst case, if each user requires a
different kind of LBS, the trusted server may
have to cache a myriad of information from vari-
ous LBS servers, and thus become a scalability
bottleneck for the system. This approach aims to
protect both query and location privacy due to
the increased location anonymity and the
untrackability of users’ movement.

Xu and Cai [30] proposed a feeling-based
location privacy model, used the entropy to mea-
sure the popularity of a region, and took a
quadtree-style approach [41] to prevent an
adversary from relating LBS queries to specific
users. Extending their previous findings in [39],
this work facilitated the expression of users’
intended protection level by a feeling-based pri-
vacy modeling-users can indicate their desired
protection level by circling a region where they
feel comfortable using this region as a location
in the LBS queries sent within that region.
Specifically, the authors define the popularity of
a spatial region as 2E, where E is the entropy
calculated using visitors’ footprints inside the
region. The authors then compute the popularity
on a per-user basis and can thus further define
the P-popular trajectory (PPT) for each user
according to the popularity configuration (i.e.,
the P value in PPT). This approach is a query
privacy protection technique because it prevents
an adversary from identifying the query sender
apart from the other users in a selected cloaking
set.

Mobile Device-Based Schemes — The intrinsic draw-
backs related to the centralized trusted
anonymization server schemes — especially the
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susceptibility to single-point failures and the
trustworthiness of the server — have led
researchers to explore different protection
schemes that are applicable to users’ mobile
devices. In terms of practicality and ease of
deployment, mobile device-based approaches
have advantages over trusted server-based
approaches, provided the two can achieve a simi-
lar level of protection. This is because in the real
world, it is difficult, if not impossible, to deploy
a trusted anonymization server with a large user
base. In contrast, by using mobile device-based
schemes, users can protect their location privacy
with their own mobile devices, thus greatly
reducing the trusted computing base (TCB) of
the global LBS architecture.

Although k-anonymity seems most suitable
for server-based protection approaches given the
need for global knowledge about the locations of
a large number of mobile devices in order to
achieve k-anonymous cloaking, researchers have
already proposed ways to employ k-anonymity in
mobile device-based protection schemes. For
example, CAP [42] used a quad tree to maintain
road-density information and conducted the
Various-grid-length Hilbert Curve (VHC) map-
ping and perturbation to achieve k-anonymity.
Since enforcing k-anonymity on mobile devices
requires the knowledge of a geographic map and
a simple solution to the problem of storing a
whole map on the mobile device inevitably incurs
high computational and storage overheads, CAP
proposed the use of VHC mapping. This map-
ping projects the two-dimensional map into one
dimension and has two attractive properties:
• Every point in the projected space has a homo-

geneous context.
• Adjacent locations in the original space remain

close in the projected space.
Thus, CAP reduces the computational and stor-
age overhead, and renders the protection scheme
practical for mobile device usage.

Another mobile-device-based scheme is
SMILE [43]. SMILE applied k-anonymity to
measure and configure the users’ privacy level
for the use of encounter-based LBSs. This
method protects users’ privacy by selecting the
prefix length of the location hash values so as
not to reveal encounter involvements to untrust-
ed servers. The intelligent use of cryptographic
tools in SMILE’s messaging protocol excludes
the trusted anonymization server from the LBS
architecture. However, this approach may not be
applied easily to a broader range of LBSs, such
as those in which the notion of an encounter
does not exist.

In [44], k-anonymous cloaking boxes are
generated by employing the mobile devices to
build the proximity information among the
users via the received signal strength or the
time difference of arrivals.  However, this
approach may become ineffective if the query
sender cannot detect a sufficient number of
users in the vicinity.

Non-k-anonymity schemes have also been
studied. For example, Kido et al. [31] investigat-
ed ways to hide real user movement with dum-
mies. By generating dummies with movement
patterns similar to those of real users, and pro-
viding LBS servers with mixed locations of real

users and dummies, they successfully protected
users’ location privacy without any trusted serv-
er. Despite this success, a malicious LBS server
may be able to differentiate the real user from
those dummies after long-term movement track-
ing.

Chen et al. [23] designed LISA, a new loca-
tion privacy protection scheme that prevents an
adversary from relating any particular POI to
the user’s current location based on the m-unob-
servability metric. LISA guarantees, with high
probability, that the uncertainty related to each
location revealed to the LBS servers is at least as
high as the uncertainty corresponding to the sit-
uation in which m POIs are equally likely to be
visited by a user from that location. In addition,
LISA employs an extended Kalman filter to pre-
dict users’ movement patterns, thus improving
overall privacy protection effectiveness and also
conserving resources. This is a location privacy
protection technique due to the fact that it weak-
ens the adversary’s ability to infer users’ destina-
tions based on query location information.

OTHER SCHEMES
Some recent approaches have made use of pri-
vate information retrieval (PIR) for achieving
stronger and provable location privacy. For
example, Ghinita et al. [35] demonstrated the
practicality of applying computational PIR to the
protection of LBS users’ privacy by solving the
nearest neighbor (NN) search in a theoretical
setting. The advantage of this approach is that it
does not disclose any spatial information, and
thus prevents any type of location-based attacks,
including correlation attacks. However, this
approach incurs significant computational over-
head on the server side, imposing stringent
requirements on the deployment of LBS servers.
Papadopoulos et al. [45] employed secure hard-
ware-aided PIR and achieved strong location pri-
vacy for k nearest neighbor (kNN) queries; that
is, the adversary cannot distinguish the query
location from any other locations in the data
space.

Pingley et al. [22] designed DUMMY-Q,
increasing query-attribute uncertainty observed
by an adversary by hiding the real query with a
number of dummy queries of different attributes
from the same location. Two aspects are consid-
ered for the selection of dummy query attribute
values: the query context and the motion model.
By taking into consideration the plausible query
attributes for possible locations along a user’s
current movement, [22] protected users’ query
privacy against potential inference attacks based
on query attributes.

SUMMARY
Table 1 summarizes the existing protection
approaches discussed so far.

FUTURE RESEARCH DIRECTIONS

PRIVACY METRICS

As discussed earlier, a number of privacy metrics
have been proposed and studied. Despite these
efforts, however, it remains unclear which of
them is the best fit for a given protection sce-

Are there any satis-
factory thresholds of
such metrics above
which a user would
feel comfortable
using a LBS system?
Such issues should
be investigated in a
broader context,
including analyses of
extensive user loca-
tion traces, mobile
user surveys, and
psychological 
evaluations.
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nario. A thorough comparison of the existing
approaches would be beneficial to the privacy
protection research community and industry to
gain a better understanding of the state of the-
art. Several pioneering efforts (e.g., [32]) serve
as good examples in this direction.

Moreover, there have been few studies on
how quantitative privacy metrics translate to pri-
vacy protection in the real world. For example,
would k = 8 in k-anonymity, or 4 at privacy
entropy be good enough? Are there any satisfac-
tory thresholds of such metrics above which a
user would feel comfortable using an LBS sys-
tem? Such issues should be investigated in a
broader context, including analyses of extensive
user location traces, mobile user surveys, and
psychological evaluations.

PROTECTION SCHEMES
Mobile device-based protection schemes may
become more intriguing as they avoid the single-
point failure and trustworthiness issues related
to the centralized trusted anonymization server.

Although mobile devices are becoming more
powerful, there is still a large gap between their
computing power and storage space and those of
commodity servers. Thus, future mobile-device-
based approaches favor achieving the same pro-
tection effect with reduced computation and
limited local information. In addition, mobile
devices are battery-powered, so energy efficiency
is crucial to the success of their privacy protec-
tion solutions. Therefore, we may witness hybrid

approaches that combine the benefits of both:
storage and preprocessing of a large amount of
public data or crude user data is distributed
across untrusted yet unrelated servers, and high-
ly private information is distilled locally on
mobile devices.

COMPATIBILITY
An important question that must be addressed
is how to design protection approaches that are
compatible with the existing infrastructure and
popular services in the LBS industry. While
most existing work focuses on how to minimize
the sizes of cloaking boxes,  the relation
between the box sizes and the quality of LBSs
remains unclear. The practicality of integrating
the proposed approaches into existing popular
LBS use cases should thus be studied in the
future.

BALANCING CONFLICTING INTERESTS
Today, large advertisement and analytic firms
have been harvesting users’ private information
— including, but not limited to, location infor-
mation — without proper notification or permis-
sion. The tight connection between these firms
and LBS providers, as well as the strong eco-
nomic incentives behind this connection, induces
LBS providers to abuse users’ information.
While the protection schemes discussed in this
article can effectively serve as the first line of
defense, achieving balance among the interests
of mobile users, LBS providers, and advertising

Table 1. Protection scheme summary.

Category Architecture Privacy aspect

Approaches Policy Obfuscation Others Central
server

Mobile
device

Query
privacy

Location
privacy

P3P * * *

GEOPRIV * * *

K-anonymity pioneer work * * * *

CliqueCloak * * *

Casper * * *

Footprints k-anonymity * * *

Policy-aware k-anonymity * * *

Mix zones * * *

Path confusion * * * *

CacheCloak * * * * *

Feeling-based pyramid * * *

CAP * * *

SMILE * * *

Proximity * * *

Dummy positions * * *

LISA * * *

PIR * * *

DUMMY-Q * * *

While most existing
work focuses on

how to minimize the
sizes of cloaking

boxes, the relation
between the box

sizes and the quality
of LBSs remains

unclear. The practi-
cality of integrating

the proposed
approaches into

existing popular LBS
use cases should

thus be studied in
the future.
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firms is vital to the prosperity of the LBS ecosys-
tem. It requires significant effort and coopera-
tion among experts from computer science and
economics, and government regulation agencies.
Research is necessary in this important direc-
tion.

CONCLUSION

The threat posed by the emerging LBSs to users’
privacy has received considerable attention from
consumers, service providers, and government
administrations, and has also drawn significant
interest from both academia and industry. In this
article, we have discussed the common threat
models used in LBS privacy protection, summa-
rized the existing privacy metrics, and also pre-
sented privacy protection solutions with a focus
on location perturbation and obfuscation
schemes. We have also suggested future research
directions.
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